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Foreword

H. Russell Bernard

This book illustrates an important moment in social network analysis: the continued maturation of the field into a truly interdisciplinary science. The chapters represent the disciplines of anthropology, applied mathematics and statistics, communications research, demography, industrial engineering, management, political science, social psychology, and sociology.

The chapters also represent the continued maturation of social network analysis into a truly “normal science,” in Thomas Kuhn’s (1996:10) memorable phrase. In 1977, Samuel Leinhardt edited a volume titled Social Networks: A Developing Paradigm. The book had papers from social psychology, sociology, statistics and mathematics, and anthropology – the range of disciplines that, in 1977, was coalescing into what Leinhardt called a developing paradigm – that is, a normal science. Leinhardt was right. In 1993, Norman Hummon and Kathleen Carley analyzed the contents of the first 12 years of the journal Social Networks (1978–1989). The pattern of citations, they said, indicated the development of a normal science: The field was incremental (people “attend to each other’s work”) and there were “young scientists willing to base their careers on work in this field,” suggesting that “social networks as a specialty is in a ‘normal science’ phase rather than an early developmental phase” (pp. 103–104).

One characteristic of a normal science is the easy, unpretentious use of qualitative and quantitative data and analysis. This is the salutary result of the mixed methods movement. I use the word “movement” deliberately. As of April 2012, there were 2,100 citations to the term “mixed methods” in the Social Science Citation Index. As shown in Figure 1, the first occurrence of the term dates from 1993, with more than 80 percent since 2008. There is a Journal of Mixed Methods Research (mmr.sagepub.com), several textbooks on mixed methods research (Creswell and
Plano Clark 2011; Greene 2007; Hesse-Biber 2010; Morse and Niehaus 2009), and a handbook of mixed methods research (Tashakkori and Teddlie 2010). What else could this possibly be if not a movement?

First, here is what it is not: It is not a discovery of the value of combining qualitative and quantitative data and analysis in the same study. In fact, the most normal thing about normal science is the uncomplicated, taken-for-granted mixing of qualitative and quantitative data and qualitative and quantitative analysis. That was the recipe for the conduct of science followed by Galileo in his observations about the surface of the moon (Galileo 1610). It was the recipe adopted by Adolphe Quetelet, John Stuart Mill, and the other founders of social science in the nineteenth century. It was the recipe followed in the twentieth century by Donald Campbell in psychology, Franz Boas in anthropology, Paul Lazarsfeld in sociology, and so on. And what exercise in all of science is more of a mixing of the quantitative and the qualitative than poring over the results of a factor analysis and talking with one’s colleagues – free-associating, really – about what to call a particular factor?

There is a well-known countercurrent, of course, an on-again, off-again “war between the quals and the quants,” as Peter Rossi (1994) called it, marked by periods of rapprochement and vitriol. One of Franz Boas’s students, Paul Radin, accused his mentor of being naturwissenschaftlich eingestellt or science minded – what a disgrace! – and warned that this would lead ethnologists to the quantification of culture (Radin 1933:10). In contrast, one of my teachers, Oscar Lewis, a gifted
and prodigious ethnographer, observed with approval in 1953 that an increase in the use of quantification had been “one of the most significant developments in anthropological field work in recent years” (Lewis 1953:454). And in 1973, Sam Sieber argued – in the American Journal of Sociology, no less – for the integration of “qualitative fieldwork and survey research.” This “marriage of survey and fieldwork methodologies,” said Sieber, would produce “a new style of research” (p. 1337). The new style that Sieber described in 1973 would be indistinguishable from what is called mixed methods today.

The bottom line: Mixed methods is the natural order of science. It has never gone away, but it comes in and out of style in the social sciences. Which brings us to the current phenomenon, shown in Figure 1, a phenomenon that begs to be explained.

In grappling with this same question, Johnson et al. (2007:117), in the first issue of the Journal of Mixed Methods Research, offered that the movement is a “reaction to the polarization between quantitative and qualitative research.” I would take it a step further. It’s a reaction against the all-too-successful effort by some colleagues in the humanistic, interpretive tradition in social science to define the word “qualitative” as meaning not-quantitative and to force students of social science to choose epistemological sides – humanism or science, understanding or explanation, qualitative or quantitative. The current mixed methods, a-plague-on-both-your-houses movement makes no such pernicious claims on the lives of young scholars. It is the development of an intellectual safe space where the “qual–quant” war is ignored and the result is an explosion of creativity and collaborative research across disciplines – like that in this book.
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Silvia Domínguez and Betina Hollstein
Part I

General Issues
Over the past 20 years there has been increasing recognition that focusing on either quantitative or qualitative research techniques alone leads researchers to miss important parts of a story. Researchers have found that better results are often achieved through combined approaches. In line with this observation, an increase in so-called mixed methods studies and research designs as well as in work providing overviews and systematic accounts of such research has been witnessed in various disciplines and fields of study since the early 1990s (Morse 1991; Creswell 2003 (first ed. 1994); Greene and Caracelli 1997b; Tashakkori and Teddlie 2003; Axinn and Pearce 2006; Bryman 2006; Creswell and Plano Clark 2007; Bergman and Bryman 2008; Teddlie and Tashakkori 2008). Of course, the combination of different methodical approaches is anything but a recent phenomenon in field research – one might think of the Marienthal study (Jahoda, Zeisel, and Lazarsfeld 1933), the Hawthorne studies (Roethlisberger and Dickson 1939), as well as of several studies by the Chicago School. In many areas of research, the combined application of different methods goes back a long time without being explicitly referred to as a mixed methods design. However, the increased interest in and the systematic review of mixed methods designs and the results they yield are indeed new aspects in this development.

This interest in mixed methods designs can probably be explained in that their bringing together the strengths of both quantitative and qualitative strategies holds the promise of compensating for the respective weaknesses of both approaches. In view of the usually small sample
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1 Articles discussing the combination and integration of methods have been published in such journals as Field Methods and International Journal of Social Research Methodology right from the outset.

I am grateful to Johannes Huinink and the two anonymous reviewers for their helpful comments.
sizes, so-called qualitative (or interpretive, less standardized) research faces criticism for an allegedly arbitrary selection of samples and a lack of representativeness, which in turn is said to raise questions as to the generalizability of results and to cause difficulties in the systematic comparison of cases and testing of causal models. Skepticism toward so-called quantitative (or quantifying, standardized) research, on the other hand, is mainly voiced with respect to its apparent neglect of the particular social context in which actors attribute meaning to their actions and to its potentially lower sensitivity to new, unexplored, or marginal social phenomena and developments. Mixed methods designs attempt at engaging quantitative and qualitative research strategies in an intelligent dialogue that benefits both sides. In their definition of mixed methods, Johnson and Onwuegbuzie aptly describe the aim and motivation underlying the mixed method approach: “Mixed methods research is the type of research in which a researcher or team of researchers combines elements of qualitative and quantitative approaches (e.g., use of qualitative and quantitative viewpoints, data collection, analysis, inference techniques) for the purpose of breadth and depth of understanding and corroboration” (Johnson and Onwuegbuzie 2007:123; emphasis added by BH).

Upon close inspection, a wide range of different approaches fall within this definition. Johnson and Onwuegbuzie asked 21 researchers for their definition of mixed methods and received 19 different responses. It seems safe to say that their definition represents the smallest common denominator of a variety of different definitions used to describe mixed methods. The various definitions offered by Johnson and Onwuegbuzie’s respondents, which give a quite accurate picture of the definitions also found in the literature, can be distinguished as to what precisely is combined (methods, methodologies, or types of research), at what stages of the research process methods are combined (formulation of the research question, data collection, data analysis, data interpretation or inference), and to what end methods are combined (e.g., to achieve breadth or for corroboration or triangulation). In any case, when we speak of combining approaches, we are referring to more than a simple process of mere addition. As Creswell et al. put it, “A mixed methods study involves the collection or analysis of both quantitative and/or qualitative data in a single study in which the data are collected concurrently or sequentially, are given a priority, and involve the integration of the data at one or more stages in the process” (Creswell 2003:212; emphasis added by BH). Instead of simple addition, the task is to systematically relate quantitative and qualitative strategies or data at at least one stage of the research process. Due to this systematic integration of qualitative and quantitative strategies, mixed methods designs create special opportunities for improving data quality, thereby increasing the significance
of results (Greene, Caracelli, and Graham 1989; Tashakkori and Teddlie 2003; Axinn and Pearce 2006; Bryman 2006).

In the discussion to come, we speak of mixed methods studies when at least three conditions are met: (1) First, the studies make use of qualitative as well as quantitative data. This does not necessarily mean that both qualitative and quantitative data must actually be collected. Making use of the two types of data may also take the form of data conversion; for instance, qualitative data are collected and converted into quantitative data for analysis. (2) Second, both qualitative and quantitative strategies of data analysis are applied. (3) And, finally, at at least one stage of the research process, there must be some form of integration of either data, or of data analysis or of results (meta-inference).

In reviewing network research, we notice that there has been no systematic consideration of mixed methods studies so far, neither with regard to possible research designs nor their potential for the study of social networks. If we look at the relevant manuals and handbooks in the field, it is quite obvious that the methodical repertoire of current social network analysis for the most part consists of sophisticated, highly standardized, and formalized methods of analysis (cf. Wasserman and Faust 1994; Degenne and Forsé 1999; Scott 2000; Carrington et al. 2005; Scott and Carrington 2011). Although there is a significant number of network studies that combine qualitative and quantitative methods of data collection and analysis (e.g., Wellman et al. 1988; Provan and Milward 1995; McLean 1998; Diani and McAdam 2003; Smith 2005; Small 2009), we still lack a compendium that provides a systematic account of the field. The present volume contributes to this end as it is the first systematic overview on the use of mixed methods for investigating social networks.

We will present different ways of mixing qualitative and quantitative strategies and discuss the challenges and benefits for research on social networks. The chapters assembled in this book illustrate that the application of such designs can improve the quality of data and enhance the explanatory power and generalizability of results. Moreover, with respect to social network research, mixed methods studies promise to provide empirically sound contributions to

---

2 The application of qualitative research methods in network studies is mentioned only with respect to the collection of relational data (such as interviews, observations, or archival records; Wasserman and Faust 2005). Mixed methods designs for data collection are not described in detail, and qualitative methods and mixed methods designs for analyzing network data are not considered. For the first English language review on qualitative network research, cf. Hollstein (2011).
current issues, especially concerning the processes, dynamics, and consequences of social networks.

We will take a closer look at these issues later on. Before we do so, we will first give a brief overview of the objects, questions, and approaches of network research. We must also clarify what the terms “quantitative,” “qualitative,” and “mixed methods” actually mean in the context of social networks.

The Concept of Social Network

According to J. Clyde Mitchell’s classic definition, networks can be described as a “specific set of linkages between a defined set of social actors” (Mitchell 1969:2), whereby both the linkages and the social actors can refer to quite different social entities. Actors can be organizations, political actors, households, families, or individuals. The linkages or relationships may, for instance, refer to interactions or relations defined by a specific content, such as power relations, information exchange, or emotional proximity. Social networks are typically the subject matter of anthropology and sociology, of communication studies as well as political science, but they also play an increasingly prominent role in computer science, economics, history, and medical science. Research topics range from communication networks, the formation of subcultures, and social movements to networks of local power elites, informal networks within and between organizations, and on to personal or private networks, including virtual and semantic networks (cf. Scott 2000; Scott and Carrington 2011).

The particular attractiveness of the network concept lies in the fact that it focuses attention on the “totality” of social relations and their social context and hence on the “embeddedness” of social action (Granovetter 1985). Going beyond single relationships, network research investigates the relations between the various relationships of a network (e.g., the formation of clusters or cliques) and the influence of structural properties of networks and social relations on social integration. For instance, information flow is a lot faster and norms are more effectively established in dense networks where a large number
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3 Even though the linkages between actors are defined by their content, the network concept as such rather refers to the formal structure of those social relations, e.g., the size of a network, the frequency of interactions between its members (alteri), or its density (the number of actual as compared to potential relationships between alteri). Therefore, network concepts are often combined with concepts aimed at the functions or the content of relationships (e.g., concepts capturing social support or social capital; cf. Marsden 1990, 2011).
of people are acquainted with one another than in networks marked by a low density of relationships. At the individual level, dense networks provide more social support but also exert more social control (Coleman 1990). Another well-known structural property of networks are so-called “structural holes” (Burt 1992). Occupying such structural holes gives privileged access to information, power, and influence (Padgett and Ansell 1993).

Due to its relational perspective, the network concept integrates both the societal micro- and macro-levels and offers a specific starting point for tracing the mechanisms of social integration as well as the conditions and implications of social change. Moreno’s sociometric studies in the 1930s and American community studies in the 1940s were early antecedents of contemporary network research in the social sciences. The term “social network” was first introduced in the 1950s by British cultural anthropologists who investigated small-scale social settings at the time, such as rural communities, neighborhoods, and subcultural environments (Barnes 1954; Bott 1957; Mitchell 1969). However, it was not until the 1970s that network analysis was established in the social sciences as a distinct empirical paradigm for analyzing systems of social relationships, parallel to the development of its mathematical foundations (cf. Freeman 2004; Knox et al. 2006; Carrington, this volume). Within the scope of this paradigm – known as “structural network analysis” – an extensive set of methodical instruments has been developed since then. Structural network analysis is characterized by the use of highly differentiated standardized methods of data collection (e.g., established name generators like Burt generator, position generator, resource generator, etc.), various measures of network structures (e.g., density and centrality measures), as well as sophisticated analytical procedures and calculation models, comprising block models, random graph models, and as of recently also advanced models for the analysis of longitudinal data (cf. Wasserman and Faust 1994; Carrington et al. 2005; Scott and Carrington 2011; Snijders 2011). As Peter J. Carrington (this volume) points out, precisely this “mathematization of social network analysis” can be assumed to have played a key role in rendering the network concept compatible across a wide range of academic disciplines, thus contributing to its remarkably widespread use.

In spite of the obvious strengths and benefits of the network approach, the structuralist paradigm that has dominated it has also attracted criticism since the early 1990s: Critics claim that the significance of action has been overlooked due to this preoccupation with structure. Such criticism is mainly directed against approaches that are either committed to “structural determinism” (Emirbayer and Goodwin 1994) or involve
utilitarian models of action ("structural instrumentalism"; Emirbayer and Goodwin 1994). According to these critics the challenge of network research is to link the structural level with the actors involved. This would particularly concern the systematic integration of their capacity to act and actively shape their (social) environment as well as their reference to norms, symbols, and cultural practices (Emirbayer and Goodwin 1994; Mizruchi 1994; Schweizer 1996; Emirbayer 1997). As Dorothea Jansen (1999) put it, “A significant theoretical problem [of network research; BH] lies in the sparsely reflected relation between concrete networks and interactions, on the one hand, and subjective attributions of meaning, norms, and institutions, [as well as] cultures and symbolic worlds, on the other. In their dispute with structural functionalism of the Parsonian kind, network researchers have possibly thrown out the baby with the bathwater in claiming absolute priority for concrete structures of interaction vis-à-vis norms and symbolic worlds of any kind” (p. 258 f; translated from German by BH). However, in recent network research, work has been done that seeks to conceptually integrate agency and to take cultural symbols and norms into account. Research from the quarters of phenomenological network theory comes to mind (White 1992; Mische 2003; Gibson 2005; Yeung 2005). As we will show, mixed methods studies can provide stimulating contributions in this respect as well.

What Do We Mean by “Mixed Methods” in Social Network Research?

Let us now turn to the question of how network research can be positioned in relation to both quantitative and qualitative methods and what
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4 Emirbayer and Goodwin (1994) differentiate, three theoretical positions with respect to how social structure, culture and agency are conceptualized in network research: “The first of these implicit models, that of structuralist determinism, neglects altogether the potential causal role of actor’s beliefs, values, and normative commitments – or, more generally, of the significance of cultural and political discourses in history. It neglects as well those historical configurations of action that shape and transform pregiven social structures in the first place. A second and more satisfactory – but still deeply problematic – approach is that of structural instrumentalism. Studies within this perspective accept the prominent role of social actors in history, but ultimately conceptualize their activity in narrowly utility-maximizing and instrumental forms. And finally, the most sophisticated network perspective on social change, which we term structuralist constructivism, thematizes provocatively certain historical processes of identity conversion and ‘robust action.’ It is the most successful of all of these approaches in adequately conceptualizing human agency and the potentially transformative impact of cultural idioms and normative commitments on social action” (Emirbayer and Goodwin 1994:1425f.; emphasis in the original).

5 Other approaches pointing in this direction are symbolic interactionism (Fine and Klineman 1983), Bourdieu’s theory of practice, Latour’s actor-network theory (cf. Knox et al. 2006) and Luhmann’s theory of social systems (cf. Fuhse and Mützel 2010).
“mixed methods” means precisely in social network research. Clearly positioning network research in the spectrum of empirical methods is no easy task if we rely on the common systems for the classification of methodology offered in the literature. Or, in the words of Peter J. Carrington, “Social network analysis itself is neither quantitative nor qualitative, nor a combination of the two. Rather, it is structural” (this volume; similarly Bellotti 2010). Like qualitative methods, network research places special emphasis on the contextuality or “embeddedness” of social action. Yet unlike qualitative methods, network research employs established standardized instruments to this end, and network structures are typically described in terms of measured values and numbers, thus in a formalized or quantified manner. Nevertheless, the concept of representativity usually cannot be applied to network studies – at least not without some restrictions. (For sociocentric or whole networks, it is impossible to determine the statistical population. And if egocentric network data are collected within the scope of representative samples, representative conclusions can only be drawn about the attributes of ego but not about the relations existing with or between the alteri; cf. Belotti 2010). That, of course, rules out the use of inferential statistics, and reliable statements on the prevalence of networks and network structures can be made only to a limited extent. We also have to consider that we are often dealing with relatively small sample sizes, especially when investigating whole networks.

In the following we distinguish quantitative and qualitative network data and quantitative and qualitative strategies of network analysis. In line with a commonly made distinction, we understand by quantitative data numerical data and by qualitative data data in text form (cf. Bernard 1994). Accordingly, what we call quantitative network data refers to all data describing relations, interactions, and structures of networks in formal terms using numbers (e.g., the number of relationships between the members of a network). We speak of qualitative network data when aspects of networks are described in text form (e.g., when actors explain the strategies of action adopted vis-à-vis other members of a network).

6 Or in the words of an anonymous reviewer, “There is an argument that social network analysis, as a method of formal analysis, is not quantitative but uses numbers in order to grasp the quality of social relationships. It is, at the very least, different from obvious quantitative approaches that focus on attributes rather than relations.”

7 Whole (sociocentric), complete, or “entire” networks – e.g., entire communities – are investigated less often. If so, the respondents can, for instance, be selected by means of snowball sampling (on sampling strategies, cf. Frank 2011). In contrast, so-called “ego-centered” (egocentric) networks refer to the networks of individual actors who are in most cases the only source of information about their networks (cf. Carrington, this volume; Wald, this volume). The present volume assembles studies on ego-centered as well as on whole networks.
Quantitative strategies of analysis are defined as strategies of data analysis to describe in quantitative terms empirical regularities, the frequency and prevalence of social phenomena, as well as causal mechanisms and processes. The basic strategies of data analysis consist of descriptive measures, statistical methods, and path or causal models. More recently, we are also observing an increasing trend toward computer simulations. In network research, quantitative methods are geared toward mathematical descriptions and analyses of interactions, relations, and network structures. Measured values and numbers, for instance, are density and centrality measures or the triad census (e.g., Gluesing, Riopelle, and Danowski, this volume). More sophisticated analyses apply formal models and statistical procedures, such as block model analysis, exponential random graph modeling, or regression analysis (cf. Wasserman and Faust 1994; Carrington et al. 2005; Scott and Carrington 2011). In this sense, we consider most of the methods used in social network analysis to be “quantitative.”

Qualitative analysis refers to all those methods in empirical social research that aim at gaining an understanding of meaning and its frames of reference (cf. Hollstein 2011). Qualitative data will generally come as text and are meant to provide insight into contexts of action as well as systems of meaning. If no such data are readily available, researchers will turn to open-ended methods of data collection, such as interviewing or unstructured observation methods, and interpretive methods of data analysis. Interpretive strategies of data analysis allow one to reconstruct cultural practices and interaction patterns. Moreover, they are especially well suited for capturing the actors’ own systems of relevance, perceptions, interpretations, and action orientations. With respect to network research, qualitative methods are therefore most appropriate for investigating network practices and network perceptions and interpretations (cf. Hollstein 2011). In principle, perceptions, attributions of meaning, and systems of relevance can also be investigated with standardized methods (e.g., Maya-Jariego and Dominguez; Gluesing et al., this volume). An open, inductive approach, however, is indicated in cases where the research question is of a more exploratory nature. The same holds true for settings where we expect great variations in individual meanings and/or systems of relevance (cf. Wald, this volume).

As we now have established a more precise understanding of what is meant by mixed methods, qualitative and quantitative data, and qualitative and quantitative strategies of analysis in network research, we can proceed to define more precisely mixed methods in network research. We will speak of mixed methods network studies when three conditions are satisfied:
The studies are based on both quantitative, numerical network data – that is, data describing nodes and relations – and qualitative textual data. As mentioned earlier, this does not imply that both types of data actually must be collected; data may also be converted from one type into another (e.g., Verd and Lozares, this volume).

In analyzing relations and networks, both quantitative, mathematical strategies and qualitative, interpretive strategies are used. While the former are tailored toward analyzing the structural dimensions of relationships and networks, the latter are designed to capture practices, meanings, and the social contexts of relationships and networks.

And finally, at least one stage of the research process, the data or strategies of analysis must be integrated in some form, at either the stage of data collection, data analysis, or interpretation of results (meta-inference). When we speak of integration in the following, we refer to systematically relating or linking qualitative and quantitative data or strategies of analysis. Such integration is a key element in mixed methods studies. Were it not for this integrative component, these studies would be no more than the mere addition of qualitative and quantitative analyses.

Mixed Methods Research Designs

We now turn our attention to the ways in which qualitative and quantitative data and strategies can be integrated. Relating qualitative and quantitative data and analyses can take very different shapes depending on the research in question (Creswell et al. 2003; Greene and Caracelli 1997; Johnson and Onwuegbuzie 2004; Morgan 1998; Morse 1991, 2003). For instance, studies may differ in the number of strands or phases included (monostrand, multistrand). A strand of a research design is a phase of a study that comprises three main stages (steps, components): the conceptualization stage, the experiential stage (methodological/analytical), and the inferential stage (Tashakkori and Teddlie 2009:288). Most mixed methods designs are “multistrand designs” that consist of a complete quantitative cycle (including quantitative data collection, quantitative data analysis, and inference) and a complete qualitative cycle accordingly. Yet there are differences in implementation. For instance, the designs may differ in terms of chronological order, as
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8 In contrast, we may also speak of “combining” data or strategies of analysis in a broader sense to also include merely additive approaches.
quantitative and qualitative strands of a study can be employed either simultaneously or consecutively. Apart from simultaneous or consecutive implementation, we also observe conversion as a third mode in which either qualitative data are transformed or converted into quantitative data, or vice versa (Teddlie and Tashakkori 2006; Tashakkori and Teddlie 2009). When considering implementation, the sampling methods employed in mixed method research must also be taken into account: Are the samples identical; do they overlap – for instance is one a subset of the other – or are the sample compositions completely different (Tashakkori and Teddlie 2009; cf. Bernardi et al., this volume)? Whatever the case may be, an especially important aspect is at what stages and at how many different stages in the research process the integration of approaches takes place: during conceptualization, data collection, data analysis, and the interpretation of data (inferential stage). In some studies, the qualitative and quantitative strands of the research are given equal importance; in other cases, one strand has priority over the other. Finally, depending on the underlying logic guiding research, some studies place emphasis on exploratory forms of inquiry while others focus on the testing of hypotheses.

Drawing on the classifications suggested by Teddlie and Tashakkori (2006), Tashakkori and Teddlie (2009), Creswell et al. (2003), Creswell and Plano Clark (2007), and Greene et al. (1989), we differentiate between five families of mixed methods designs: sequential designs (exploratory, explanatory), parallel designs, fully integrated designs, embedded designs, and conversion designs. This classification distinguishes designs mainly along the following dimensions: type of implementation process, stage of integration, and priority of one approach. It also takes into consideration the logic guiding the research (exploratory or explanatory sequential design) and the number of strands (monostrand conversion design or multistrand conversion design). All five of these families of designs and subtypes are represented in this volume.

**Sequential Designs**

Sequential designs are multistrand designs. The characteristic feature of sequential designs is the consecutive use of quantitative and qualitative strands. Conclusions drawn based on the results of the first strand determine the questions, data collection, and analysis of the next strand (Teddlie and Tashakkori 2006:21). According to the underlying rationale of
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9 A note is in order here that these design families are neither exhaustive nor completely non-overlapping. It has frequently been pointed out that developing an exhaustive typology of mixed methods designs is impossible (e.g., Teddlie and Tashakkori 2006).
research, we distinguish between “sequential exploratory” and “sequential explanatory” designs (Creswell et al. 2003).

A **sequential exploratory design** starts with a qualitative phase, which is then followed by a quantitative phase. In many studies, the qualitative part figures only as a prestudy to the actual quantitative research, for instance, if important issues and events or relevant actors and forms of cooperation have to be identified first, such as in investigations of political networks or cooperative research networks (cf. Baumgarten and Lahusen 2006; Wald, this volume). The primary purpose of the qualitative pretest is to support the development of instruments for the main (quantitative) study with the purpose of enhancing the validity of the collected data. Thorough qualitative prestudies or pretests are particularly advisable in advance of any standardized research into sociocentric networks. Since such studies typically require a massive effort in terms of data collection, a good knowledge of the field is a precondition for obtaining meaningful results (Baumgarten and Lahusen 2006).

The qualitative study, however, can also represent an independent element of inquiry in its own right. In that case, it may be used to explore new or yet unexplored types of networks and network practices, for instance, regarding networks of particular ethnic groups (Smith 2005), migrants (Menjivar 2000), or social movements (Mische 2008). Additional quantitative strands will then help to identify the prevalence of such types of networks and network practices. It can also help to obtain a more comprehensive picture of the conditions (e.g., institutional settings) under which such patterns have effects (Mische 2003, 2008; Smith 2005). Yet another option is to use a simulation to analyze network consequences. For instance, based on an ethnographic study, Rogers and Menjivar (this volume) use agent-based modeling to investigate the long-term development of social networks of Salvadorian migrants living in San Francisco. In this case, the qualitative analysis serves as input to create a computational model.

A **sequential explanatory design**, in contrast, starts with the collection and analysis of quantitative data, which is then followed by a qualitative strand. In some cases, the qualitative inquiry is meant to deepen and further elucidate the results obtained by the quantitative analysis (Bearman and Parigi 2004). The quantitative strand can also lay the groundwork for selecting and locating cases to be examined more closely by qualitative means (so-called “mapping”; e.g., McLean 1998; Wong and Salaff 1998; Hollstein 2002). Cases can then be selected, for
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10 For instance, in a qualitative follow-up study to the General Social Survey, Bearman and Parigi (2004) examine what precisely the GSS respondents had in mind when declaring that they would talk to other people about “important matters” (Burt name generator question).
instance, using multidimensional scaling (McLean 1998) or based on the network structure (Maya-Jariego and Dominguez, this volume). Case selection can be guided by quite different criteria: Sometimes emphasis is placed on extreme cases or “outliers;” at other times it is more about identifying particularly typical cases. In their analysis of migrant acculturation, Maya-Jariego and Dominguez identify host individuals by a process of screening based on the structure of personal networks. The individuals thus selected are then studied from an ethnographic perspective for their relationships to migrants, attitudes, and the value systems they subscribe to.

On the whole, sequential designs consisting of two consecutive studies are generally a little less complex and easier to do than parallel designs, which we will discuss later. This is why Teddlie and Tashakkori (2006) recommend sequential designs to researchers who are just beginning to work with mixed methods designs. A disadvantage, however, is that because they require performing one step after another, sequential designs tend to be more time and thus cost intensive compared to parallel designs (Bernardi et al., this volume).

Parallel Designs

Parallel designs are multistrand designs in which quantitative and qualitative strands are employed more or less simultaneously. This does not mean that the individual stages (data collection and data analysis) of the qualitative and quantitative strands necessarily have to be conducted at the same time; they can take place at different points in time just as well. In contrast to sequential designs, parallel designs allow for data to be collected synchronously since the data collected for one strand do not rely on the results of the other strand. For precisely this reason, it seems more appropriate to speak of “parallel” instead of “concurrent” design (Tashakkori and Teddlie 2009). Both parts are usually also analyzed separately. Only once the results from the individual strands of analysis are available are meta-inferences made. Parallel designs are a suitable means of pursuing both exploratory and confirmatory research questions. They are especially useful for triangulating data and checking for complementarity, that is, to gain a more complex and complete picture of the subject matter. Parallel designs with special emphasis on the triangulation of data are aimed at validating and at the same time corroborating results (cf. the methodological discussion by Wald, this volume, and the empirical study by Gluesing et al., this volume). Parallel designs can also be employed to increase the explanatory power as well as the generalizability of results by generating a broad, complex, and – to the greatest possible degree – comprehensive understanding of social phenomena. Such an approach thus looks for complementarity rather than convergence.
Empirical examples in this line of research are the longitudinal study by Bidart and Lavenu (2005) on changes in the networks of young adults and the study by Bernardi et al. (this volume) on the influence of social networks on family formation. A theoretically and empirically instructive case of a so-called multilevel parallel design is Häussling’s study on the restructuring of a car manufacturer’s sales department. He analyzes different levels of interaction: semantic contexts and networks of interaction as well as individual action orientations. He relates all of these levels and shows that the implementation of knowledge management systems fails because it is systematically undermined by the employees’ informal network relationships.

Compared to sequential designs, parallel designs are less time consuming. The obvious drawback of parallel designs, however, is that studying the same phenomenon by applying two different approaches simultaneously yet separately requires considerable expertise. In this light, it comes as no surprise that most of the empirical contributions to this volume are collaborations between authors with different methodical backgrounds. Teddlie and Tashakkori (2006:21) direct attention to yet another kind of problem in this respect. The novice or the researcher working alone may face particular problems when the results of the qualitative and quantitative analyses yield discrepant results and the researcher is challenged to interpret or resolve these inconsistencies to draw inferences at the meta-level.

Fully Integrated Design

The fully integrated mixed design is a specific kind of multistrand parallel design or, in Teddlie and Tashakkori (2006:23) words, “the ‘Full Monty’ of mixed methods designs”. This is the variant that most closely meshes and integrates qualitative with quantitative approaches. The different approaches are integrated interactively and dynamically along all stages of the research process. In this way, the fully integrated design manages to combine the benefits of both the parallel and sequential designs, which makes it a potentially especially fruitful endeavor. Because of its complexity, however, it at the same time places the greatest demands on the researcher in terms of coordinating the various elements across the whole process. This type of design is illustrated by Avenarius and Johnson’s study on the acceptance of newly established legal institutions in rural China. The study not only combines survey and ethnographic data but manages to do so in such a way that the qualitative and quantitative approaches inform one another at several points.

11 In so-called multilevel designs (Tashakkori and Teddlie 2009), the qualitative and quantitative strands address different levels of analysis.
in the research process: at the points of sampling and collecting data, and in the course of analyzing and interpreting the findings. The study is also an instructive illustration of the fact that mixed methods studies are often initially not planned as such. At times it is seemingly contradictory phenomena, not clearly explicable observations, or the open questions of a previous study that motivate researchers to consider new paths in collecting and analyzing data involving different and complementary methods.

**Embedded Design**

In principle, the qualitative and quantitative parts can be given equal weight in the multistrand designs considered so far (both in terms of their significance for the research project and regarding the share of research activities devoted to the two strands). Of course, one approach may also be dominant or have priority over the other. Because this is an important aspect in planning the research process and the allocation of resources, we have included the “embedded design” (Creswell and Plano Clark 2007) in our collection. In the case of an embedded design, either the qualitative or the quantitative strand constitutes only a small part of the study, which may be conducted in parallel with, subsequent to, or as a pre-study to the major part of the research. Embedded designs are also referred to as *nested designs* (Creswell 2003). An example of a network study of this kind is the contribution by Gluesing et al. (this volume) on the patterns of communication and the effectiveness of innovation networks in multinational corporations. Apart from tens of thousands of e-mails, the data collection in this study also included in-depth interviews as well as participant observation of interactions between team members (who were “shadowed” by the researchers for days). The observational data serve to validate the quantitative information and help classify and comprehend the relevance of the e-mail communication. The analysis of the different types of data reveals surprising differences in e-mail use between Americans and Germans. (The former handle many things by e-mail even if the addressee is located in the office next door while in that particular case Germans prefer face-to-face communication.) The chapter demonstrates how ethnographic methods provide both relevant content and context that can be incorporated into IT-based techniques for data mining.

An advantage of embedded designs is that they are often less costly than designs in which the qualitative and quantitative parts are given equal weight in terms of their significance for the research project and also regarding the share of research activities devoted to the two strands. The cost advantage results from the fact that the embedded part of the research is usually applied to objects and areas with well-defined
boundaries. On the other side of the coin, the results that embedded designs yield are mostly limited to narrowly focused research questions.

Conversion Designs

Conversion designs are designs that involve the transformation of data of one type into data of the other type for purposes of analysis: qualitative data are converted into numerical codes and re-analyzed qualitatively (quantitizing strategy), or quantitative data are transformed into data that can be analyzed qualitatively (qualitizing strategy).

**Conversion mixed designs** are a type of multistrand parallel design that involves mixing qualitative and quantitative parts at all stages while the data are either qualitized or quantitized and analyzed accordingly as the case may be (Teddlie and Tashakkori 2006; Tashakkori and Teddlie 2009). Hollstein and Wagemann (this volume) illustrate this approach with their study on the significance of network resources for young adults’ successful transition to employment. Qualitative data on network support are converted into fuzzy sets, that is, numerical codes, and, in a dynamic interactive process, subjected to alternate rounds of qualitative analyses involving the reconstruction of individual cases, on the one hand, and quantitative analyses on the other (Ragin 2008). The chapter demonstrates how fuzzy set Qualitative Comparative Analysis (QCA; Ragin 2008) facilitates systematic case comparisons while it also enables developing typologies that strongly build on individual cases.

In Hollstein and Wagemann’s chapter, network data are described in terms of individual attributes, which are used to explain individual behavior, in this case the successful transition to employment. While Verd and Lozares (this volume) also convert qualitative into quantitative data or, in other words, apply a “quantitizing strategy,” their focus is on how biographical narrative interview data are used to derive data on network structures. Based on a thorough interpretive text analysis, Verd and Lozares transform interview data on the relationships of young adults into data on the structure of networks. They then use these data to perform further quantitative analyses. In essence, they apply what is called a *monostrand conversion design* or *simple conversion design* or a *quasi-mixed methods design*, as it is also sometimes referred to (Tashakkori and Teddlie 2009:288). This study is not a “typical” mixed methods design since data of one type are collected and converted while the data thus transformed are analyzed using only one type of method. We have included this study because it is an especially interesting strategy for studying networks: As opposed to procedures using automated coding, Verd and Lozares analyze textual data and extract network information using interpretive strategies of analysis.
Monostrand designs are generally less demanding in terms of time and cost compared to multistrand designs. The latter require closely coordinating the steps in converting and analyzing qualitative and quantitative data throughout the entire process. In this respect, they are similar to fully integrated mixed methods designs.

Benefits and Drawbacks of Mixed Methods

Network Research

In a nutshell, the benefits of mixed methods designs can be summarized as follows: In general, mixed methods studies provide special opportunities for enhancing both the quality and explanatory power of data (cf. Greene et al. 1989; Tashakkori and Teddlie 2003; Axinn and Pearce 2006; Bryman 2006). They contribute to a broader and deeper understanding of social phenomena. In combining different perspectives on social phenomena, mixed methods studies support the development of measurement and improvement of implementation, the validation and confirmation of results, and contribute to a more comprehensive picture by giving a more complex account of social phenomena (Greene et al. 1989). As the chapters in this book illustrate, mixed methods designs facilitate the process of selecting individual cases and positioning them in social space while shedding light on the prevalence of patterns of social action and network practices, the conditions upon which they rest, as well as the consequences they entail. It should be added that the findings obtained by the different methods can relate to one another in a number of ways: Often they are complementary, sometimes they corroborate each other, but occasionally they can also be contradictory or lead to unexpected insights. Such observations can in turn initiate follow-up studies – which lead to a broader and deeper understanding of the subject matter and further enhance the explanatory power of results.

Apart from these general benefits, mixed methods studies can be expected to provide specific contributions to investigating social networks, especially in three areas. The first area is thick descriptions of networks, network practices, and interpretations. The second area is network effects, and the third is network dynamics.

Thick Descriptions of Networks, Network Practices, and Interpretations

Combining qualitative and quantitative approaches gives special insight into networking practices and the perceptions of networks. Network perceptions and interpretations are important factors, for example, in
studying how individuals position themselves in relation to their social environment, as in analyses of the integration patterns of young adults (Verd and Lozares, this volume), the elderly (Hollstein 2002), members of social movements (Hofer et al. 2006), or of migrants (Molina et al.; Maya-Jariego and Dominguez, this volume). Network practices are relevant aspects, for instance, in exploring patterns of contact and cooperation between organizations (Wald, this volume) or workflows and interaction patterns within organizational networks (cf. Häussling; Gluesing et al., this volume). Other studies investigate exchange patterns in networks of migrants (Menjivar 2000; Maya-Jariego and Dominguez, this volume), the “art of networking” among Florentine nobility (McLean 1998), or discourse patterns and conversation dynamics in Brazilian youth movements (Mische 2008). Qualitative data can give a detailed account of individual cases by way of “thick descriptions” (Geertz 1973) that are geared toward tracing how actions or events unfold and the impact they have in order to make them comprehensible in terms of social meaning (Verstehen). It must be emphasized, however, that we cannot make valid statements about networks based on qualitative data alone without linking them with data on network structures. Formal descriptions of network structures are the prerequisite for making any kind of valid statements about social networks at all and not simply speaking of networks in a merely metaphorical sense (Johnson 1994).

Network Effects

Furthermore, combining qualitative and quantitative approaches can contribute to a better understanding of how networks matter and of what mechanisms and conditions figure in when producing certain network outcomes. Network perceptions, for instance, can be helpful in assessing the functioning of exchange relations or the effectiveness of networks, for instance, when investigating the reasons for a research group’s success or failure (Wald, this volume), studying the departments of a company (Häussling, this volume), or examining the innovation networks of global players (Gluesing et al., this volume). Members of organizations can be considered as experts on the networks of which they are part, for instance, with regard to the reasons why cooperation between research teams failed or concerning the strategies and contexts of action, for example, when studying learning processes in decentralized systems (Lazer et al. 2011). Other studies are concerned with the effects of personal networks, for example, when studying decision-making about higher education and the role of personal networks (Fuller et al. 2011). Using both survey and ethnographic data, Avenarius and Johnson (this volume) show how network structures play a role in the decision
of Chinese peasants to take a dispute to court or seek the assistance of a traditional mediator. Bernardi et al. (this volume) use qualitative and quantitative data from interviews to reconstruct how personal networks influence the decision to start a family. Hollstein and Wagemann (this volume) investigate what aspects of networks facilitate or impair the transition from school to work.

Network Dynamics

Apart from the question of how networks function, combining quantitative and qualitative approaches also helps to understand the formative conditions, dynamic processes, and change of networks. This concerns not only fluctuations or changes in networks over time but also fluctuations and changes in networks in physical space (e.g., migrant networks). How to deal with changes in networks was one of the major trouble spots of network research in the past (cf. Borgatti 2009). In the meantime, sophisticated quantitative methods for describing and analyzing network change have been developed (cf. Snijders 2011; Gluesing et al., this volume). On the other hand, qualitative social research provides special means for understanding (in the sense of Verstehen) network constitution and the mechanisms of network change (e.g. Hollstein 2002; Crossley 2009; Small 2009). Actor strategies can be one source of insights into network formation and change. However, since network dynamics always involve at least two actors, analyses of interaction and network practices are keys to understanding the dynamic side of network development. In cases where research on network dynamics also seeks to understand connections between network orientations and actual network changes, longitudinal data on social networks, changes in those networks, actor orientations, and shifts in such orientations are most suited. The study of dynamics in the social integration of young adults by Bidart and Lavenu (2005) is an example of such research. If the inquiry is concerned with the influence of concrete social interaction and actor practices on network dynamics, observation over lengthy periods of time can be expected to deliver the best data basis for this purpose. Ann Mische’s (2003, 2008) studies of Brazilian youth movements or Gluesing et al.’s study (this volume) of innovation networks in global teams are cases in point. Finally, Rogers and Menjivar (this volume) demonstrate how computer simulations (agent-based modeling) based on a qualitative strand are a useful tool in predicting the prospective development and dissolution of Salvadorian immigrants’ networks.

Relating data in this way also has theoretical implications. Since qualitative data are better attuned to capturing individual actors and their systems of relevance compared to relational data on the structure
of relationships and networks, incorporating qualitative and quantitative network data provides a way of linking theoretical perspectives that focus on either structure or agency (Hollstein 2001; Häussling, this volume). Advocates of a relational sociology have been arguing to that effect since the early 1990s (White, 1992; Emirbayer and Goodwin 1994; Mizruchi 1994). We can thus expect empirical studies along such lines to also yield theoretically inspiring insights.

Last but not least, it needs to be pointed out that all the benefits notwithstanding, mixed methods designs also have drawbacks compared to monomethod studies (cf. also Wald, this volume; Bernardi et al., this volume). The main downside is resource intensity: It is not unusual for mixed methods studies to require considerably more time and thus more research funds than monomethod studies. This can have methodological consequences. For example, applying the qualitative and the quantitative strands to the same sample to enhance validity limits the sample size, which in turn limits the possibility of running statistical tests (Wald, this volume). A key issue, however, is that mixed methods studies are very demanding in terms of the skills required to apply both approaches at equally high levels of sophistication and integrate them at the meta-level. This is reflected in the contributions assembled in this volume. The empirical studies on which the chapters in Parts II and III are based are all the product of collaboration, mostly of the interdisciplinary kind. Conducting a mixed methods study requires a huge coordination effort and presupposes not only the knowledge but also the readiness of researchers to embark on mixed methods research as well tackle the practical questions of data management (Wald, this volume; Bernardi et al., this volume). With this in mind, it seems fair to say that mixed methods designs are generally not well suited for the novice researcher. As we have shown, there are of course differences in the complexities and resource intensities of the designs. Parallel designs and especially fully integrated designs are particularly demanding in terms of coordinating the qualitative and quantitative strands. The advantage of sequential designs is that they allow conducting the research consecutively one stage at a time. On the other hand, this limits the ability to make adjustments at later stages. Moreover, sequential designs are generally less time and cost intensive compared to parallel designs. For well-defined aspects of the research question, it may therefore make good sense to use embedded designs.

Due to the resource intensity of mixed methods studies, the researcher should carefully consider whether to employ a mixed methods design or

12 For the challenges connected to mixed methods sampling, confer Bernardi et. al. (this volume), Maya-Jariego and Dominguez (this volume), and Avenarius and Johnson (this volume).
qualitative or quantitative methods only. As Andreas Wald (this volume) elaborates, the selection of a mixed methods design should be guided by the research question, the research objective, and the nature of the phenomenon under study. Mixed methods designs are best suited for highly complex research questions (partly predetermined, partly open), for confirmatory and exploratory research objectives, objectives where “individual meaning, perception, frameworks of relevance and additional context factors play an important role” (Wald, this volume) while mathematical evidence is called for at the same time, and finally, for research phenomena for which prior knowledge of the field and of relevant context factors exists but is incomplete (Wald, this volume).

Organization of the Book

This book is the first to give an overview of research strategies that make use of mixed methods in studying social networks. It provides the reader with detailed accounts of the research designs and methods used in investigating social networks of various sorts. The chapters discuss the strengths of the different mixed methods designs and the specific methods they employ for particular fields and considering the kinds of results they can be expected to achieve. The chapters address important questions and engage in cutting-edge debates in the different areas on which they focus, thus making a substantial contribution to the field of social networks.

The contributions in this volume have been assembled to represent the most important types of mixed methods designs (sequential, parallel, fully integrated, embedded, and conversion designs). Furthermore, they illustrate how new methodological approaches can be employed in mixed methods network studies (like network visualizations and simulations). Finally, they provide excellent illustrations of how a variety of research questions are implemented in network research and the insights such research can be expected to yield in terms of network descriptions, network effects, and network dynamics (cf. Table 1.1).13

The book consists of four parts. The chapters in Part I, “General Issues,” acquaint the reader with social network research as such (Carrington, Chapter 2) and discuss fundamental theoretical and methodological

---

13 Table 1.1 gives an overview of the specific contribution provided by each chapter: the specific methodological contribution (mixed methods design and methodological approach) and the specific contribution to the respective field or topic under study made possible by integrating qualitative and quantitative approaches (thick network description, network effects, or network dynamics). In addition, Table 1.1 provides an overview of the different research topics of the chapters, the different network types investigated as well as the methods and data used.
questions, such as triangulation and validity of network data (Wald, Chapter 3) and the theoretical perspectives that might be employed in mixed methods network research (Häussling, Chapter 4). The contributions in Part II, “Applications,” demonstrate the use and the potential of the most common mixed methods research designs for the investigation of social networks: a parallel design (Bernardi et al., Chapter 5), a sequential explanatory design (Maya-Jariego and Dominguez, Chapter 6), a fully integrated design (Avenarius and Johnson, Chapter 7) and an embedded design (Gluesing et al., Chapter 8). The contributions in Part III apply “New Methodological Approaches” in mixed methods network studies: Qualitative Comparative Analysis (QCA; Hollstein and Wagemann, Chapter 9), semantic network analysis and data mining (Verd and Lozares, Chapter 10), as well as mixed methods designs that make use of network visualizations (Molina, Maya-Jariego, and McCarty, Chapter 11) and computational modeling (Rogers and Menjivar, Chapter 12). They also make use of other types of designs, such as the sequential exploratory design (Rogers and Menjivar, Chapter 12) and conversion designs (Verd and Lozares, Chapter 10; Hollstein and Wagemann, Chapter 9).

In order to illustrate the wide spectrum of possible uses of mixed methods designs in investigating social networks and, at the same time, encourage the discussion of – the partially similar – methodical problems across different subjects, the book comprises studies from diverse areas of application. The empirical studies thus represent various fields of network research, such as organizational and innovation research; socialization and life-course research; family and migration research; and research on intercultural relations, cultural change, and modernization processes. To complete the picture, the studies focus on different kinds of social networks, including egocentric and whole networks, social networks within and between organizations, informal and formal networks, as well as personal networks (cf. Table 1.1). The substantive chapters all follow the same outline: They start with a set of empirical questions and then argue why using mixed methods is a promising way of addressing these questions. This is followed by a review of the literature on the subject, a description of the data and methods, and then the results of the research. The conclusion summarizes what the study contributes to our understanding of the topic in question and reflects on the research design and choice of methods, including their advantages and limitations.

The Contributions

The first part of the book discusses general issues relevant to mixed methods network research. It starts out with an introduction by Hollstein, followed by an overview of social network analysis by Peter
Table 1.1. Overview of the book

<table>
<thead>
<tr>
<th>Part</th>
<th>I. General issues</th>
<th>II. Mixed methods applications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Authors</strong></td>
<td>Carrington</td>
<td>Wald</td>
</tr>
<tr>
<td><strong>Methodological focus</strong></td>
<td>Social network analysis</td>
<td>MM Methodological issues (tri-angulation, validity)</td>
</tr>
<tr>
<td><strong>NW aspects</strong></td>
<td>NW descript. NW effects</td>
<td>NW effects NW dynam.</td>
</tr>
<tr>
<td><strong>Topic</strong></td>
<td>various</td>
<td>Innovation cooperation</td>
</tr>
<tr>
<td><strong>NW type</strong></td>
<td>various</td>
<td>Organizational NW</td>
</tr>
<tr>
<td></td>
<td>various</td>
<td>Ego NW</td>
</tr>
<tr>
<td><strong>Samples</strong></td>
<td>same</td>
<td>same</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Authors</th>
<th>Carrington</th>
<th>Wald</th>
<th>Häussling</th>
<th>Bernardi et al.</th>
<th>Maya-Jariego/Dominguez</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>-</td>
<td>x</td>
<td>-</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td><strong>Survey</strong></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td><strong>Interviews</strong></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td><strong>Documents</strong></td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td><strong>NW chart</strong></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td><strong>NW grid</strong></td>
<td>x</td>
<td>-</td>
<td>x</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td><strong>Strategies of Analysis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Descriptive Nw measures</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnography</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Qualitative text analysis/thematic coding</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td><strong>Quant. content analysis</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td><strong>Quantitizing strategy</strong></td>
<td>x</td>
<td>-</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td><strong>Visualization</strong></td>
<td>x</td>
<td>x</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
<td>Grounded Theory</td>
<td>Psychometric scales</td>
</tr>
</tbody>
</table>
### Table 1.1: Overview of the book

<table>
<thead>
<tr>
<th>Authors</th>
<th>Methodological focus</th>
<th>Social network analysis</th>
<th>MM Methodological issues (triangulation, validity)</th>
<th>Theoretical concepts</th>
<th>Parallel design</th>
<th>MM sampling, data collection</th>
<th>Sequential explanatory design</th>
<th>Fully integrated design</th>
<th>Fully integrated design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avenarius/Johnson</td>
<td>Embedded design</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hollstein/Wagemann</td>
<td>Fuzzy set QCA</td>
<td></td>
<td>Semantic network analysis (Conversion design)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verdi/Lozares</td>
<td>Semantic network</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molina et al.</td>
<td>Visualization (Parallel design)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rogers/Menjivar</td>
<td>Simulation (Sequential exploratory design)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW effects</td>
<td>NW dynam.</td>
<td></td>
<td>NW effects</td>
<td></td>
<td></td>
<td>NW descript.</td>
<td>NW descript.</td>
<td>NW effects</td>
<td>NW effects</td>
</tr>
<tr>
<td>Moderniz./</td>
<td>Innovation cooperation</td>
<td></td>
<td>Life-course</td>
<td></td>
<td></td>
<td>Migration/acculturat.</td>
<td>Migration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>culture</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pers. NW/local</td>
<td>Organizational NW</td>
<td></td>
<td>Pers. NW</td>
<td></td>
<td>Pers. NW</td>
<td>Pers. NW</td>
<td>Pers. NW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>comm.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ego/Whole NW overlap</td>
<td>Whole NW</td>
<td></td>
<td>Ego NW</td>
<td></td>
<td>Ego NW</td>
<td>Ego NW</td>
<td>Ego NW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avenarius/Johnson</td>
<td>Gluesing et al.</td>
<td></td>
<td>Hollstein/Wagemann</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verdi/Lozares</td>
<td>Semantic network</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Molina et al.</td>
<td>Visualization (Parallel design)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rogers/Menjivar</td>
<td>Simulation (Sequential exploratory design)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW type</td>
<td>various</td>
<td></td>
<td>Innovation cooperation</td>
<td></td>
<td>Pers. NW</td>
<td>Pers. NW</td>
<td>Pers. NW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW type</td>
<td>Organizational NW</td>
<td></td>
<td></td>
<td></td>
<td>Pers. NW</td>
<td>Pers. NW</td>
<td>Pers. NW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW type</td>
<td>Pers. NW</td>
<td></td>
<td></td>
<td></td>
<td>Pers. NW</td>
<td>Pers. NW</td>
<td>Pers. NW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW type</td>
<td>Ego</td>
<td></td>
<td></td>
<td></td>
<td>Ego NW</td>
<td>Ego NW</td>
<td>Ego NW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NW type</td>
<td>Whole NW</td>
<td></td>
<td></td>
<td></td>
<td>Whole NW</td>
<td>Whole NW</td>
<td>Whole NW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Samples</td>
<td>same</td>
<td></td>
<td></td>
<td></td>
<td>same</td>
<td>same</td>
<td>same</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Survey</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Interviews</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Documents</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strategies of Analysis</td>
<td>Descriptive NW measures</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Avenarius/Johnson</td>
<td>Ethnography</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural consensus analysis</td>
<td>Quant. Semantic network anal.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural consensus analysis</td>
<td>Triad census</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural consensus analysis</td>
<td>QCA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural consensus analysis</td>
<td>Qual. Semantic network anal.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural consensus analysis</td>
<td>Component analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural consensus analysis</td>
<td>Clustered graphs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural consensus analysis</td>
<td>Simulation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural consensus analysis</td>
<td>Agent based modeling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
J. Carrington (Chapter 2). Carrington introduces the reader to social network research, its origins, principal concepts, and contributions to the different fields of research. He outlines the historical development of social network analysis and introduces the reader to the main concepts, such as graphs, ego-centered and socio-centered networks, concepts of social cohesion, social status and roles as applied in network research, and centrality. Research questions and major contributions of social network research are illustrated using examples of how it is applied in various fields of study.

Chapter 3, by Andreas Wald, connects the general introduction to social networks with mixed methods: Wald discusses triangulation as a methodological concept at the heart of mixed methods research and outlines its potential for network research. He argues that triangulating quantitative and qualitative methods in data collection and analysis can enhance the validity of network data and the explanatory power of network studies. Based on a study concerned with networks of research groups, Wald demonstrates how triangulation can be applied systematically in collecting and analyzing network data. Finally, he presents a set of criteria to assist in deciding whether to employ a single method or a mixed methods design.

In the fourth chapter devoted to general issues, Roger Häussling addresses theoretical strands to guide mixed methods network research. He distinguishes four different theoretical levels for capturing and interpreting the socially multidimensional nature of human interaction. These different and – as he shows – complementary levels of social interaction are (a) the context of interaction (cultural symbols, norms, and established roles), (b) the network of interlaced interactions, (c) the interventions of the actors involved, and (d) the expression of emotions accompanying the transformation of relationships. Based on a case study of the social network and the processes of communication and knowledge transfer in the sales department of an auto manufacturer, he demonstrates how this theoretical concept can be applied and the kinds of results it can be expected to yield.

The chapters in Part II illustrate applications of different mixed methods research designs for studying social networks of various sorts: In Chapter 5 Laura Bernardi, Sylvia Keim, and Andreas Klärner employ a mixed methods parallel design to investigate how network effects and social influence affect the fertility behavior of young adults in West and East Germany. The chapter shows how qualitative interviews and standardized methods of collecting network data (using network charts, network grids, and a network questionnaire) are applied simultaneously to the same sample. The mixed methods analysis then allows identifying relevant (influential) relationships as well as analyzing their structural
characteristics and how the social influence may vary in networks with different structural characteristics.

In **Chapter 6** Isidro Maya-Jariego and Silvia Domínguez describe a *mixed method sequential explanatory design* to assess the acculturation of host individuals based on ethnographic and psychometric research of Latina immigrants in Boston (US) and Latin American immigrants in Andalucía (Spain). Assuming a contingent relationship between the kind of acculturation experience and the type of personal network, data on the structure of personal networks are used to identify individuals (screening) and are then combined in an iterative process with data from interviews, participant observation, and surveys using psychometric scales. This design allows understanding the complexity of the acculturation process while taking into account both the topology of the intergroup situation and the interactive nature of the intercultural contact.

Applying a *fully integrated mixed methods design*, in **Chapter 7** Christine Avenarius and Jeffrey C. Johnson investigate the adaptation to new legal procedures in rural China; the complex relationship between social networks, beliefs, and perceptions of Chinese citizens regarding notions of justice and fairness; and preferred conflict resolution strategies. Despite efforts by the Chinese government to establish the rule of law and construct a new legal system, the rule of relationships continues to influence the daily reality of Chinese citizens. Integrating qualitative data from the peasants’ narratives about justice and fairness as well as the preferred means of dispute resolution – analyzed by cultural consensus analysis – with quantitative data depicting their personal network structures and their structural position within the village network helps us to understand why some peasants prefer to take a case to court rather than just settle outside of court instead.

In **Chapter 8** Julia Gluesing, Kenneth Riopelle, and James A. Danowski use an *embedded design* to study innovation networks in global organizations. In analyzing tens of thousands of emails, the authors show how social network analysis techniques that tap into the flow of electronic communication reveal much about how innovation networks are structured, how they evolve, and what kinds of messages flow through the communication networks. Supplementary ethnographic research (interviews, participant observation) was conducted to validate the quantitative measures of network dynamics and help uncover emerging roles, the different meanings of a particular innovation within the global networks, and the different patterns of collaboration. For instance, the interviews testify to different patterns of e-mail use in Europe and in the United States. (In the primary European location, managers did not engage in e-mail exchange with
those whose offices were nearby; interpersonal communication was the norm instead.)

Part III presents new methodological approaches to mixed methods social network research. In Chapter 9 Betina Hollstein and Claudius Wagemann demonstrate how fuzzy set analysis, a new variant of Qualitative Comparative Analysis (QCA; Ragin 2000, 2008), can be employed to investigate the impact of personal networks on the successful entry into the labor market. Since it integrates qualitative and quantitative steps of analysis, fuzzy set analysis itself can be seen as a mixed method. Drawing on set-theoretical considerations, fuzzy set QCA facilitates systematically comparing cases and developing typologies from individual case analyses. This allows enhancing the explanatory power of studies based on medium-sized samples. Because qualitative data on network relations are transformed into numerical data (fuzzy sets of individual attributes), the chapter also provides a good illustration of a conversion mixed design.

An increasingly important issue in social network research is the extraction of data on network structures from qualitative text sources based on, for example, narrative data or digital communication – a procedure referred to as data mining (cf. Gluesing et al., this volume). In Chapter 10, Joan Miquel Verd and Carlos Lozares review various methods aimed at transforming textual data into relational and network data (so-called quantitizing strategy of data conversion). As opposed to procedures using automated coding, Verd and Lozares present an approach that analyzes textual data and extracts network information using interpretive strategies of analysis. Interpretive strategies allow analyzing texts with an eye to semantic structures, social meaning, and context. The procedure is applied to the analysis of narrative biographical interviews on education and employment careers.

In the subsequent Chapter 11, José Luis Molina, Isidro Maya-Jariego, and Christopher McCarty evaluate the potential of personal network visualizations as a tool in conducting and analyzing interviews. Network visualization is not only an important instrument in presenting data; it can also be a valuable tool in exploring and analyzing data. Moreover, visualizing networks in the form of diagrams, charts, or maps is a technique frequently used in collecting network data (e.g., Häussling; Bernardi et al.; Hollstein and Wagemann, this volume). Molina et al. show how the combination of computer-assisted visualizations of personal networks and qualitative interviews based on those visualizations allows researchers to obtain a special kind of information about the social world of informants (social circles, social support, etc.). The particular strength of visualizations lies in their ability to trigger cognitive responses that are difficult to obtain
by other means. The chapter draws on methods of data collection and analysis utilized in two research projects targeting immigrants in Spain and the United States.

As computer technology evolves, this creates growing opportunities for the use of computer simulations in analyzing complex social phenomena. This is particularly interesting with regard to social networks. Using agent-based modeling, Bruce Rogers and Cecilia Menjivar simulate a social network in a poor economic environment and analyze the effects of reciprocal exchange on the network structure in Chapter 12. A qualitative ethnographic study on poor and legally marginal Salvadoran immigrants living in the San Francisco area serves as input for creating a computational model (sequential exploratory mixed methods design). In the ethnographic part of the study, Menjivar identifies the mechanism of expected reciprocity to explain the weakening and dissolution of social relationships. In the following simulation, the notion is formalized in such a way as to allow for a wide range of different individual behaviors. Using computer simulations allows one to carefully track network evolution and to study the dynamic behavior of social networks.

Table 1.1 provides an overview of the chapters; their methodological focus; and the topics, network aspects, and network types investigated in the studies. The table provides a summary for readers who are interested in a particular approach to the combination of data, of strategies of analysis, or a particular type of mixed methods design. It intends to help identify the chapter to read if one wants to learn more about a particular kind of design.
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An Introduction


The basic insight of social network analysis is that social structure is an emergent property of the networks of relationships in which individuals (and other social actors, such as organizations) are embedded (Simmel [1922] 1955; Radcliffe-Brown 1940). Therefore, if one wants to understand social structure, one should study social networks. While research on social networks may use quantitative or qualitative or mixed methods, social network analysis itself is fundamentally neither quantitative nor qualitative, nor a combination of the two. Rather, it is structural. That is to say, the basic interest of social network analysis is to understand social structure, by studying social networks. Observing or calculating quantitative aspects of social networks, such as the average number of individuals with whom an individual is directly connected, or qualitative aspects, such as the nature of social ties among individuals, can be useful analytic techniques, but the fundamental quest is to understand the structure of the network, which is neither a quantity nor a quality.

As it has developed, social network analysis has become increasingly mathematical: That is, it employs formalisms and analytic techniques taken from mathematics and developed further for social network analysis by mathematicians. Many people think of social network analysis as primarily a quantitative approach to social science, because they mistakenly equate “quantitative” and “mathematical.” But, as Harrison White (1963a:79) pointed out, “Mathematics has grown much ‘beyond’ quantity ...,” and the branch of mathematics principally used by social network analysis – graph theory – represents structures (or the lack thereof), not quantities. The same point was made much earlier by Radcliffe-Brown (1957), in his lecture series given at the University of Chicago in 1937:
Relational analysis, even if not metrical, may be mathematical, in the sense that it will apply non-quantitative, relational mathematics. The kind of mathematics which will be required ultimately for a full development of the science of society will not be metrical, but will be that hitherto comparatively neglected branch of mathematics, the calculus of relations, which, I think, is on the whole more fundamental than quantitative mathematics. (p. 69)

In social network analysis, a real-life social network, consisting of people (or organizations, or other social actors) and their connections, is represented by the mathematical object called a graph, in which a set of points, or “nodes,” represents the social actors, and lines, or “edges,” between pairs of nodes represent the presence of a given relationship between pairs of actors. A graph is an abstraction with no particular visual representation, but it is usually visualized by a graph drawing (often, confusingly, just called a graph) (Figure 2.1a) and/or an adjacency matrix (Figure 2.1b), which contains exactly the same information as the graph drawing: John is tied (adjacent) to Dick and Harry; Dick is tied to John, Harry and Jane, etc. There are no quantities or qualities in the graph depicted in Figure 2.1: The symbols “1” and “0” in the matrix could be replaced by any codes representing presence and absence, such as “X” and “[blank].” The graph drawing is usually more amenable to visual analysis, but the adjacency matrix has the advantage that it can be analyzed using matrix algebra.

Quantitative and qualitative aspects of real-life social networks can be represented by generalizing mathematical graphs: For example, the nodes and/or lines of the graph may be assigned numbers representing size, weight, strength, and so on, of the actors or their relationships, and the nodes and/or lines may be assigned labels representing qualitative attributes of the actors and their relationships, even difficult-to-measure attributes such as meanings (Hollstein 2011; Hollstein, this volume). The term “network” is often used in mathematics to denote a generalization of the graph, in which multiple types of lines, directed as well as undirected, and values on the lines and nodes are all permitted. Nevertheless, the fundamental interest remains the structure of the network. Indeed, during the early years, the terms “structural analysis,” “structural sociology,” and “structuralism” were often used interchangeably with “social network analysis” to refer to this field. For example, the chapter on social network analysis in Mullins’ (1973) book on modern American social theories is called “The Structuralists,” and the titles of several of the early books in this area referred to “(social) structure” instead of or in addition to “networks” (e.g., Nadel 1957; Burt 1982; Berkowitz 1982; Marsden and
Lin 1982; Hage and Harary 1983; Wellman and Berkowitz 1988), as did the famous articles published in 1976 by Harrison White and his students (White et al. 1976; Boorman and White 1976). Other early books, however, referred only to “social networks” in their titles (e.g., Mitchell 1969a; Leinhardt 1977; Knoke and Kuklinski 1982; Burt and Minor 1983). The more recent practice is to refer to the field as “social network analysis”; presumably the terms “structuralism,” and so on, fell out of favor because of confusion with the European school of social theory and research also called structuralism, which developed in a very different direction from the structuralism based on social networks.

<table>
<thead>
<tr>
<th></th>
<th>John</th>
<th>Harry</th>
<th>Dick</th>
<th>Jane</th>
</tr>
</thead>
<tbody>
<tr>
<td>John</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Harry</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Dick</td>
<td>1</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Jane</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.1. Representations of a hypothetical social network: (a) graph drawing; (b) Adjacency matrix
Early Research in Social Networks

A recent account of the development of social network analysis (Freeman 2004) has illuminated its diverse and fragmented origins in the nineteenth and twentieth centuries, in fields such as anthropology, geography, mathematical biology, sociology and social theory, political science, communication studies, management science, mathematics, and physics, and in countries including the United States, Great Britain, France, the Netherlands, and Sweden. Most writers on the development of social network analysis, such as Marsden and Lin (1982), Wellman (1988), Wasserman and Faust (1994), Scott (2000), Freeman (2004), and Knoke and Yang (2008), identify two or three major streams of thought, and groups of researchers, that laid the foundations of social network analysis: (i) sociometry, (ii) the organizational research done at Harvard in the 1930s and 1940s, and (iii) the structural research of British social anthropologists of the Manchester school in the 1950s. My own view is that the genius of early social network analysis lay in the marriage of a powerful new tool developed in sociometry – the sociogram – with a new theoretical development in social anthropology: the conceptualization of social structure as a web of actual human relations. Until it was taken up by anthropologists, sociometric analysis was limited in scope to the social psychology of small groups; until they discovered the sociogram, would-be structural anthropologists and sociologists were limited to using the concept of the “web” of human relations in a metaphorical sense, with no analytic leverage. Social network analysis can be seen, then, as having developed from the application of the sociogram to the problem of social structure.

Sociometry

“Sociometry” is a term coined by its founder, Jacob Moreno (1934), who also referred to it as “psychological geography” (Moreno 1937a:207). Originally, it involved the use of data on interpersonal choices made by the members of a small group to understand and manipulate for therapeutic purposes the social structure of the group and the positions of individuals within it.

The sociometric methods of data collection, data analysis, and therapeutic intervention were first developed by Moreno and his collaborator Helen Jennings in their research and clinical work in Sing Sing prison (Moreno, 1932) and the New York State Training School for Girls, in

---

1 Although the interpretations are my own, much of the historical information used in this section is drawn from Scott (2000) and Freeman (2004).
Hudson, NY (1934). In these and other sociometric studies, Moreno and Jennings were interested in social psychological processes such as leadership, isolation, rejection, reciprocity, popularity, and the dynamics of group structure. Their research was also clinical and experimental, as they used their research findings to make changes in group structures, for example re-assignments of inmates to different prison cottages, both as experimental manipulations and as individual- and group-therapeutic interventions. (Remarkably, Moreno is credited with founding not only sociometry but also American group psychotherapy and psychodrama [Marineau 1989].)

The fundamental contribution of sociometry to the development of social network analysis was the invention of the sociogram. In sociometric research, the researchers ask each group member to report their interpersonal choices – for example, with whom she would prefer to sit to eat – and then construct and analyze diagrams of the choices, or “sociograms” (e.g., Jennings 1937:114). Figure 2.1a is a sociogram. Jennings also constructed tables in which the rows represented individuals making choices, the columns represented individuals chosen, and a check mark in the cell indicated a choice, and did simple quantitative operations on them, such as summing the number of choices received by each individual (e.g., Jennings 1937:124).

Later writers made the obvious (in retrospect) connections with mathematical models. Dodd (1940a, 1940b) showed how the tables created by Jennings could be interpreted as matrices (later called “sociomatrices”) and analyzed using matrix algebra. Figure 2.1b is a sociomatrix corresponding to the sociogram in Figure 2.1a. Others (e.g., Harary et al. 1965:2–3) realized that sociograms can be interpreted as drawings of mathematical graphs, which can be analyzed using graph theory, thus greatly expanding the analytic power of the sociometric approach to studying social structure.

Moreno (1953:440–50) used the term “network” in the same sense as it is used today, discussed rudimentary techniques for analyzing networks, and foresaw the possibility of the wide application of sociometric methods and insights in many branches of the social sciences other than social psychology, such as political economy, and to human groups of all sizes, up to “the psychological totality of human society itself” (Moreno 1937a:215). He founded a journal – Sociometry – and served as its editor until 1955, thus providing a peer-reviewed forum for publishing research in all areas of the social sciences that utilized his approach (Moreno 1937b). While it can be said that with their invention of sociometry, and in particular the sociogram and sociomatrix, Moreno and Jennings laid the groundwork for social network analysis, their work and that of their followers remained largely confined to the social psychology of small groups.
During the early twentieth century, a particular conceptualization of social structure was developed in which it was seen as the patterning, or configuration, of actual relationships among a defined set of human beings. Early influential exponents of this view of social structure were Georg Simmel ([1922] 1955), whose writings referred to the “web of group affiliations,” and Alfred Radcliffe-Brown, who had been advocating what came to be called a “structuralist” view of society since the 1920s (Freeman 2004) and whose public lectures delivered in 1937 and 1940 referred explicitly to a “network of social relations” and “social morphology” (Radcliffe-Brown 1940, 1957). However, in the work of these pioneers of structural sociology and anthropology the concept of a web or network of human relations remained metaphorical.

Two major groups of researchers pioneered the use of the sociogram and/or sociomatrix to model social structure. At Harvard in the 1930s and 1940s, W. Lloyd Warner – an anthropologist who had been influenced by Radcliffe-Brown – and his collaborators applied ethnographic methods to the study of the social structure of a modern industrial society, namely the United States. Two famous studies by this group – the Yankee City study of a small industrial city in Massachusetts (Warner and Lunt 1941) and the Hawthorne studies of an electrical equipment factory outside Chicago (Roethlisberger and Dickson 1939) – utilized sociograms to visualize and analyze social structure, and their subsequent Deep South study of a segregated city in Mississippi (Davis et al. 1941) used both sociograms and sociomatrices. The rudimentary network analyses of those studies were further developed in George Homans’ (1950) re-analyses of data from the Deep South and Hawthorne studies.

In the 1950s, a group of British social anthropologists, often called the Manchester school, applied ethnographic methods and Radcliffe-Brown’s concept of social structure to the study of urban life in Britain, Africa, and elsewhere. Unlike the Harvard researchers, they were definitely aware of Moreno’s work and explicitly employed sociometric methods of graph visualization and analysis. Typical examples of their work include John Barnes’ (1954) study of a Norwegian fishing village; Elizabeth Bott’s (1957) research on marriage and family life in London; and the studies by researchers such as Epstein, Wheeldon, Kapferer, Boswell, and Harries-Jones of urban social relations in African towns in Clyde Mitchell’s (1969a) edited collection. Mitchell (1969b) in

---

2 Although, according to Scott (2000), there is no evidence that they were aware of Moreno’s development of sociometry.
particular showed a strong interest in using concepts from graph theory to model social structure, and cited the applications of graph theory that had developed from sociometry, by writers such as Anatol Rapoport (Rapoport and Horvath 1961; Foster et al. 1963), James Davis (1963), Claude Flamant (1963), Fararo and Sunshine (1964), and Frank Harary and his collaborators (Harary et al. 1965).

The anthropologists of the Manchester school confined their network researches for the most part to small-scale ethnographic research on the social networks of individuals living in modern urban settings, and interpreted them using rudimentary tools from graph theory. Their analyses remained close to the data, representing what Wellman (1988:22) calls “resolute British empiricism.” In contrast, the French anthropologist Claude Lévi-Strauss ([1949] 1969) – also influenced by Radcliffe-Brown – and his collaborator André Weil concerned themselves with the kinship-based social structures of entire “primitive” societies. Lévi-Strauss used various kinds of diagrams and graphs to represent structures of kinship relations, and Weil ([1949] 1969) constructed algebraic models of kinship structures. This approach was generalized from kinship-based social structure to a general algebraic theory of social structure as a system of social roles by the Austro-British anthropologist Siegfried Nadel (1957). Algebraic modeling of social structure as a system of social positions and roles occupied by structurally equivalent actors – whether of kinship systems (e.g. White 1963b; Boyd 1969) or of general social structure (e.g., Lorrain and White 1971; White et al. 1976; Boorman and White 1976; Pattison 1993) – has developed into a powerful extension of the graph-theoretic analyses that are more characteristic of mainstream social network analysis.

**Expansion Since the 1960s**

There are two major themes in the development of social network analysis from the 1960s to the present. One theme is the huge expansion in its scope: in the volume of published work, and in the scope of its application in different disciplines in the social sciences and to substantive areas within these disciplines. Social network analysis is now used not only by sociologists, anthropologists, and psychologists, but also by political scientists, economists, historians, epidemiologists, gerontologists, criminologists, ethologists, organizational scientists, mathematicians, computer scientists, information scientists, and physicists. It has been used in the study of small group dynamics, personal networks, marriage, family, urban and rural community, social support, social mobility, culture, cognition, attitudes, identity, meaning, market organization and behavior, social capital, kinship and kinship-based social structure, animal
behavior, online communication and communities, social stratification, political and corporate power, social movements, historical elites, terrorism, crime, criminal justice, intra- and interorganizational structure and behavior, the spread of disease, information and innovations, the organization of science, and world capitalism.

The other theme in the past 50 years of development of social network analysis is the increasing use of mathematical models and methods of analysis, aided by the increasing availability of computer programs and packages designed specifically for social network analysis (Huisman and van Duijn 2005, 2011; INSNA 2010). Beginning with finite graph theory, semigroup algebra, and multidimensional scaling, mathematical methods of social network analysis have been extended to include stochastic models (Wasserman and Robins 2005; Robins 2011; van Duijn and Huisman 2011), longitudinal stochastic models (Snijders 2011), and sophisticated visualization tools (de Nooy et al. 2005; Krempel 2005, 2011). There are now an increasing number of textbooks or compendia of mathematical models and methods for social network analysis (Wasserman and Faust 1994; Brandes and Erlebach 2005; Carrington et al. 2005).

These two characteristics of the development of social network analysis – the huge increase in scope and the increasing use of mathematical models – are not, in my view, unrelated. As Harrison White and many others have pointed out, one of the great utilities of mathematical structural models is that they are unencumbered by details of the specific situation, and therefore allow one to see structural similarities across radically different contexts. Thus, in the classic opening words of his essay on the “Uses of Mathematics in Sociology,” White (1963a:77) writes, “Subinfeudation reminds one of industrial decentralization” – a medieval system of land tenure and political allegiance is structurally similar to modern corporate organization. Perceiving similarities in structure allows one to perceive similarities in behavior and its explanation:

The same conundrums that baffled them baffle us. Just as William the Conqueror insisted on submission directly to himself from the chief vassals of his loyal lords … so a wise President seeks loyalty of subcabinet officers directly to himself. (White 1963a: 78)

Thus, the use of mathematical models in social network analysis supports incredible cross-fertilization across substantive areas: a structural property of the Internet (it is “scale-free”) is also true of citation networks of scientific papers, social influence networks among American physicians, and disease transmission networks (Barabási 2002).
Principal Concepts in Social Network Research

I have suggested previously that the genius of social network analysis lies in its use of structural mathematical concepts – mainly taken from graph theory – to model key concepts in the study of social structure. The brief review of substantive research in social network analysis that follows is organized under headings that represent, in my view, the main aspects of social structure that have been studied using network analysis, and the main network concepts that have been used to model them.

Social Relations, Graphs, and Networks

Fundamental to social network analysis is the representation of a social relation by a graph. Examples of social relations include parenthood, friendship, influence, social support, share ownership, having a common board member, citation, collaboration, voting for, and so on. Each of these relations can be represented by a graph in which there is a line between points a and b if actors a and b have the relation; otherwise not. Multiple relations among the same set of actors can be represented by a network, in which there are as many types of lines as there are relations, or “types of ties” among the actors.

Relations, or ties, among actors may be conceptualized as symmetric or asymmetric. If, for the relation R, aRb (a has the relation with b) logically implies bRa, then the relation is symmetric. If not, it is asymmetric. For example, in modern Western kinship, “sibling of” and “married to” are symmetric, and “parent of” is asymmetric. Liking is (conceptually) asymmetric, since “a likes b” does not logically imply “b likes a,” but, like many asymmetric relations, it is often reciprocated, so that it may be empirically symmetric, or close to it. Conceptually symmetric relations may result in asymmetric data, due to the contingencies of data collection; for example, “belongs to the same gang as” is conceptually symmetric, but failure of memory, differences of opinion, and other measurement problems may result in teenagers a and b that provide conflicting accounts of whether they belong to the same gang. Symmetric relations are represented in a graph by unordered pairs of points, and in a graph drawing by undirected lines, as in Figure 2.1. Asymmetric relations are represented by ordered pairs of points in a directed graph, or digraph, and by lines with arrowheads in a graph drawing, as in Figure 2.2.

The decision as to what actors constitute the population to be represented by points in the network is partly a matter of the conceptual orientation of the research: egocentric or sociocentric. Research on the effects
on individual actors (whether persons or otherwise) of their social environments (and vice versa) generally uses an egocentric (or ego-centered) approach. An egocentric network, or ego network, is centered on one social actor, or ego, and includes all actors, or alters, who (or which) are directly connected to ego by one or more type(s) of tie. Ego networks may also include the alters of ego’s alters – termed second-order alters – the alters of second-order alters, and so on. In practice, this is fairly rare, for several reasons: the difficulty of collecting such data, the rapidly increasing number of actors, and the likelihood that the salience of higher-order alters for ego is attenuated by their social distance from ego. Egos – each of which has its own egocentric network – may be selected purposively, randomly, and so on. The egocentric network is defined by ego, but it does not include ego (although often the drawing of the network includes ego, as an orienting point). The lines in the network are the ties among the alters, and the alters and their ties represent ego’s immediate social environment. An early example of egocentric network analysis is Elizabeth Bott’s (1957) study of the relationship between the conjugal roles adopted by a married couple and the extent to which the alters of the couple are connected with one another. The egocentric network approach has also been used extensively in the study of personal networks (e.g., Wellman et al. 1988), social support (e.g., Song et al. 2011), social capital (e.g., Lin 2001), and community (e.g., Wellman 1979, 1999; Wellman and Wortley 1990). It is used in social and community psychology, gerontology, addiction research, and criminology, where it has
been found that the structure and composition of an individual’s personal network affect his or her probability of committing a crime (Carrington 2011). It is applied clinically as network therapy, in which the client’s personal network is therapeutically adjusted.

In contrast, in sociocentric, or whole-network research, no individual is focal. Rather, a population of actors is defined by some inclusion criteria, and the actors and the ties among them constitute the network. It is not always straightforward to specify the inclusion criteria and to include all actors, and their ties, who fulfill the criteria. Examples of sociocentric network analyses include network studies of industrial market structures, which include all corporations or other business units involved in a particular market, or in a set of related markets, or in the entire economy of a nation (e.g., Carrington, 1981; Burt, 1983), network studies of economic and/or political elites that include all members of the elite (e.g., Soref and Zeitlin 1987) and/or all the corporations through which elites exert power (e.g., Carroll 1986), network studies of the social organization of science that include all scientists working in a given topic area or sub-discipline (e.g., Breiger 1976), network studies of small group dynamics that include all members of the small group (e.g., Homans 1950:chapters 3, 6), network analyses of interorganizational relations among all organizations involved in a given organizational field (e.g., Knoke and Rogers 1979), and so on. Sometimes it is not feasible to include all members of a theoretical population, and sampling must be used (e.g., Frank 2011), but the approach is still sociocentric and not focused on particular egos. In many fields of network research, and even in single studies, both the egocentric and sociocentric approaches are used. For example, Carlo Morselli (2005) has used the egocentric personal network approach to study the careers and contacts of selected organized crime figures, and he has also used the sociocentric approach to study the structures of organized-crime groups (Morselli 2009). Similarly, the network study of diffusion (of ideas or of diseases) uses both approaches: attributes of the personal (egocentric) network predict the probability of ego’s being infected or influenced; attributes of the whole network predict the parameters of the transmission of the disease or information through the population (Valente 1995).

Social Cohesion: Density, Connectivity, Embeddedness, Structural Holes, and Bridging

One of the most fundamental attributes of the social group is its cohesion. For the present purposes, a vague definition of social cohesion will suffice, as the “glue” or bond that holds the group together. Social cohesion has been studied extensively using social network research,
and several network concepts have been used to represent social cohesion; all assume that the tie or ties between two actors are the basic elements of the social bond, and that measuring or modeling social cohesion involves summarizing the cohesive nature of the ties in the network.

Density

The simplest – and least “structural” – conceptualization of cohesion in a social network is the overall density of ties in the network, defined as the ratio of the number of actual lines to the maximum number of possible lines. In general, the more lines there are – that is, the more pairs of actors that are directly tied – the greater the cohesion in the network. The density of ties in real-life networks tends to decrease as the network becomes larger, as the number of theoretically possible ties increases with the square of the number of actors, but there are practical limits on how many actual ties an actor can maintain. Mayhew and Levinger (1976) show that constraints on the time and energy available for tie formation and maintenance limit the number of most types of ties that each human being can have, implying a decrease in density as the number of others in the network increases. Overall density of ties has been used to measure social cohesion or its equivalent for the type of ties studied, in research in substantive areas such as small group dynamics (Homans 1950; Sanders and Nauta 2004), interlocking directorates (Burris 2005), industrial organization (Carrington 1981), and scientific communities (Crane 1972). If the ties in a network represent flow, or the potential flow, of information, disease, and so on, then a denser network predicts increased flow (Valente 1995).

Density is measured in the same way for ego networks, omitting the focal actor (ego) and its ties. For ego networks, the density of ties represents the cohesion of ego’s immediate social environment. Elizabeth Bott (1957) found that conjugal roles varied according to how “close-knit” the couple’s social network was: that is, how dense the ties among their alters were (although Bott did not use the term “density” or measure it quantitatively). Barry Wellman’s (1979, 1999; Wellman et al. 1988) research on community solidarity or cohesion analyzed the personal networks of a sample of residents of a neighborhood in Toronto. He found that the personal networks were relatively sparse (i.e., low in density) and that their density varied with the proportion of kin in the network, among other things.

Mark Granovetter’s (1973, 1974) famous theory of “the strength of weak ties” proposes that ties among alters who are connected to ego by strong ties – such as close family members and close friends – tend to be more dense than weak ties, such as acquaintanceship, colleagueship,
neighbor, and so on. One’s close family and friends tend to be tied directly to one another; whereas, one’s acquaintances, colleagues, neighbors, and so on, are less likely to be directly connected to one another. In network terms, strong ties tend toward transitive closure and weak ties tend to be more open. Furthermore, following the principle of homophily (McPherson et al. 2001) strongly tied alters are more likely to be similar to one another and to ego in various ways, whereas weakly tied alters tend to be more heterogeneous. The important implication of this distinction is that it is the alters to whom one is weakly tied who are more likely to be sources of new information, ideas, attitudes, and so on, since the information held by one’s strongly tied alters tends to overlap substantially with one’s own.

Connectivity and Cohesive Subgroups

Ties are generally not distributed uniformly over a network. Therefore, the overall density of ties in the network – like the overall mean of a quantitative variable – may not reveal much about cohesion in the network. A conceptualization of cohesion that is more sensitive to the structure, and not just the number of ties in the network, is based on the idea of connectivity. A line is a direct connection between two nodes, but nodes are also indirectly connected by paths consisting of lines passing through intermediary nodes. For example, in Figure 2.3b, there is a (shortest) path of length 2 between nodes e and g, and in Figure 2.3c, we see paths of length 2 between i and j, j and k, and so on. Indirect connections (paths) between nodes can also contribute to social cohesion. In graph theory, a graph is called connected if all the nodes are directly or indirectly connected to one another. In Figure 2.3, only graph 2.3c is connected. In a disconnected graph, each (internally connected) part is called a component. In each of Figures 2.3a, 2.3b, and 2.3d, there are two components. Evidently, a connected network will have more cohesion than a disconnected network: In fact, a disconnected network will, in most cases, suffer from a fundamental lack of cohesion, because, by definition, there are no bonds whatsoever between its components. Thus, a simple characterization of the social cohesion in a network is whether it is connected, and – if it is disconnected – a basic operation on the network is to identify its connected components.

Apart from determining whether a network is connected, and identifying components of disconnected networks, the main application of the concept of network connectivity to social cohesion has been in the identification of cohesive subgroups within connected networks or their components. Cohesive subgroups are subsets of nodes that are in some sense more interconnected, directly or indirectly, than nodes
Figure 2.3. Example graphs showing connectivity
outside the subgroup. The “ideal” cohesive subgroup is one in which all the nodes are directly tied (i.e., adjacent) to one another, which is the definition of a clique in graph theory. In Figure 2.1, John, Harry, and Dick form a clique. Since this too-restrictive criterion is rarely satisfied in real-life cohesive subgroups, the definition has been relaxed in various ways: For example, an n-clique is a subset of nodes in which every node is connected to every other node by a path consisting of no more than n lines (or, equivalently, by a path passing through no more than n – 1 intermediate nodes).

Moody and White (2003) argue that cohesiveness in a subgroup depends not on path lengths between nodes but on the vulnerability of the subgroup to becoming disconnected. This can be measured by the minimum number of nodes that must be removed to disconnect the subgroup. For example, the graph in Figure 2.4b is more cohesive, using Moody and White’s definition, than the graph in Figure 2.4a, because it would require the removal of 2 nodes (e.g., nodes a and c) to disconnect graph 2.4b, whereas removing only 1 node (g) would disconnect graph 2.4a. In graph-theoretic terminology, Figure 2.4a is 1-connected and Figure 2.4b is 2-connected. However, Figure 2.4a has a higher density than Figure 2.4b, suggesting the superiority of a connectivity-based conceptualization of cohesiveness.

---

3 Cohesive subgroups have been conceptualized in more ways than just their connectivity: Many different conceptualizations, measures, and procedures have been developed to capture and measure them (see, e.g., Wasserman and Faust, 1994: chapter 7).
Cohesive subgroups in networks have been used to represent many sociological and social psychological concepts, such as cliques, social circles, gangs, factions, and teams (Knoke and Yang 2008), employed in the study of homophily, attitude formation, social support, adolescent peer groups, schoolrooms, prisons, workplaces, the family, kinship groups, criminal and terrorist groups, military organization, sports organization, industrial organization, elites, the organization of science and scientists, and the transmission of information and of diseases.

**Embeddedness**

Membership in a cohesive subgroup also implies constraint: The more cohesive one’s alters are, the more similar they are likely to be in
attitudes, beliefs, and so on, and the more they are able to coordinate their efforts to exert influence on one’s own behavior, attitudes, access to information, and so on. The concept of embeddedness (Granovetter 1985, 1992) draws attention to the constraints on an actor that are due to its position in a social network. This concept has been used in the study of economic organization, social stratification, social support, sociology of health, and criminal networks (Moody and White 2003: 111–112).

**Structural Holes, Bridging, Betweenness, and Brokerage**

Identifying cohesive subgroups of nodes in a network also directs attention to the areas of relatively sparse ties between those subgroups. These
areas are called “structural holes” (Burt 1992) and are important as opportunity structures in social entrepreneurship (Thornton 1999). An actor that is positioned so as to bridge a structural hole is non-redundant; has high betweenness (Shaw 1954; Freeman 1977) and superior access to network-based resources, or social capital (Lin 2001:71); and may serve as a broker or mediator between or among cohesive subgroups (Marsden 1982, 1983; Gould and Fernandez 1989). For example, in Figure 2.4a, actor g bridges the structural hole between the two cohesive subgroups, so all exchanges of information or other valuables between the two groups must pass through g. That is not the case in Figure 2.4b. The concept of structural holes in networks has mainly been employed in research on organizational behavior (reviewed in Burt 2000). The concepts of bridging and brokerage in networks have also been used in research on personal networks (Blok 1974; Boissevain 1974), animal networks (Williams and Lusseau 2006), community elites (Galaskiewicz and Krohn 1984; Knoke and Laumann 1982), and criminal networks (Morselli 2005, 2009).

Social Statuses and Roles: Block Modeling, or Positional and Role Analysis

The term “social status” is used here in the sense of a discrete position in the social structure, not in its other common sense, of an actor’s place in a continuous scale of social stratification. Examples of social statuses in modern American social structure are “father,” “police officer,” “friend,” and “leader.” Social statuses are defined by the social roles, or repertoires of normative behaviors, that their occupants are expected to play in relation to occupants of other relevant social statuses. A father is necessarily a father of a child; his status is defined in terms of the biological role that he played in the conception of the child and/or the social role that he is expected to play in relation to the child in the family, kinship, and other relevant social subsystems. The status of father also implies expected behaviors toward the child’s mother, schoolteachers, playmates, and so on – toward all the members of statuses that constitute the role-set of the status of father in this society. Similarly, the occupational and legal status “police officer” is defined by expected behaviors toward such other relevant statuses as other police officers, including specific others such as the immediate superior, the “partner,” suspected or apprehended lawbreakers, persons in need of emergency help, witnesses to crimes, apparently law-abiding citizens, and so on. Similarly, “friend,” “neighbor,” “grandparent,” and “student” are all defined by normative relationships with occupants of other relevant statuses. Thus, social structure can be conceptualized as a system of interlocking social statuses and their associated behavioral roles (Linton 1936; Park 1955).
Social network models of social statuses and roles began with the formal modeling in anthropology of systems of kinship and were generalized to non-kin relations by Nadel (1957) and White and his associates (Lorrain and White 1971; White et al. 1976; Boorman and White 1976). That development was discussed earlier under the heading “Social Structure as a Network of Human Relations.” Social statuses or positions and social roles are modeled in social network analysis by positional and role analysis, also known as blockmodeling. A blockmodel of a social network is a model of the system of positions and roles. It consists of an image graph, in which each position is represented by a single point and the characteristic relations among the positions are represented by lines, and a mapping of the actors in the original social network into the positions in the model, that is, an assignment of each actor to a position in the model. All the actors in a given status or position – for example, all fathers, all police officers, all leaders, all friends – are, in terms of the social structure, equivalent.

It is rare that a researcher can posit a system of positions and roles a priori. The common approach to blockmodeling is inductive: Some criterion of equivalence and some clustering procedure are applied to the social network data to find subsets of equivalent or close-to-equivalent actors that constitute the points in the image graph; then the characteristic patterns of ties between occupants of positions are somehow summarized to produce the lines in the image graph. The important distinction between clustering actors in clique analysis (discussed under “Social Cohesion” earlier) and in blockmodel analysis is that in the former actors are clustered if they are tied to one another, but in the latter they are clustered if they are tied in similar ways to other actors. In principle, blockmodeling includes a second step, called role analysis – often, however, omitted in empirical research – which is the algebraic analysis of relationships among social roles that give rise to compound roles: for example, “sister of mother of . . . [i.e., aunt of . . .],” “friend of friend of . . . ,” or “subordinate of the same manager as . . . .”

Blockmodeling, or positional analysis, has been used to model status and role structures in many areas of research: for example, the study of kinship (White 1963b; Boyd 1969), community interorganizational relations (Knoke and Rogers 1979; Knoke and Wood 1981; Knoke 1983; Galaskiewicz and Krohn 1984), industrial market organization (Burt 1983, 1992), corporate power and economic elites (Scott 1986), the world system (Snyder and Kick 1979; Alderson and Beckfield 2004; Kick

---

4 A complete discussion of the theory and practice of blockmodeling can be found in Wasserman and Faust (1994); recent developments and extensions are in Doreian et al. (2005).
et al. 2011), social mobility (Breiger 1981, 1982), the social organization of science (Breiger 1976; Burt and Doreian 1982), adoption of innovations (Anderson and Jay 1985; Burt 1987; Galaskiewicz and Burt 1991), social influence (Friedkin 1984; Mizruchi 1989, 1990), social cognition (Pattison 1994), and animal social structure (Pearl and Schulman 1983; Flack et al. 2006).

**Importance: Centrality**

The importance of an actor by virtue of its location in a network is generally conceptualized in social network analysis as the actor’s centrality. Importance, and hence centrality, can mean many different things, depending on the context, or the type of relation (s) in the network: for example, power, prestige, popularity, dominance, prominence, or visibility. Social network analysis is often used to measure the relative importance or centrality of each actor in a network, to identify the most important or central actors, and to identify the correlates of importance, or centrality. While (actor) centrality is an attribute of an individual actor, centralization, or graph centrality, refers to the degree to which a network has central actors. Due to limitations of space, research on centralization is not discussed here.

The relative centrality of actors in a network is occasionally obvious from visual inspection of the graph drawing, especially if the network is small and highly centralized: for example, the “star” configuration in Figure 2.3c. This is not usually the case, however, especially in larger networks, and many definitions and measures of centrality have been proposed (see, e.g., Wasserman and Faust 1994: chapter 5, for a review). The most widely used definitions of centrality are the three reviewed in Freeman’s (1979) seminal paper – degree, closeness, and betweenness centrality – and eigenvector centrality (Bonacich 1972, 1987).

Degree centrality is simply a normalized measure of the number of other actors to which the focal actor is directly tied, or adjacent: in graph-theoretical terminology, the degree of the point. Degree centrality has been used to study influence, leadership, efficiency, personal satisfaction and information flow in small task-oriented groups (e.g., Bavelas 1948, 1950; Jennings 1937; Moreno 1934), personal communities (Wellman 1979), community power structures (Wheelon 1969; Laumann and Pappi 1976), intraorganizational power and influence (Krackhardt and Brass 1994:210–211), interorganizational power and influence (Mizruchi and Galaskiewicz 1994:239), dominance in primate networks (Sade and Dow 1994:156–157), and so on.

---

5 “Prestige” is also used in a particular sense based only on ties received, in reference to directed graphs; see Wasserman and Faust (1994: 174–175).
Closeness centrality measures how “close” an actor is to all other actors in the network. Closeness is the inverse of distance, which is the number of lines in the shortest path between a pair of points: For example, two points that are directly tied have a distance of 1; a pair separated by one intermediary point (and therefore 2 lines) has a distance of 2, and so on. An actor with high closeness centrality is connected to other actors in the network by relatively short paths. Closeness centrality has been used especially in the study of power and influence in organizations that is related to the control of information or communication networks (e.g., Leavitt 1951; Brass and Burkhardt 1993; Krackhardt and Brass 1994:210–11) and to power and influence in trade networks (Hage and Harary 1983:35).

Betweenness centrality measures the extent to which an actor is “between” other actors in the network, that is, the number of shortest paths between pairs of other actors on which the focal actor is located. Some applications of betweenness centrality were discussed previously in the context of social capital and bridging between cohesive subgroups, under the title “Structural Holes, Bridging, Betweenness and Brokerage.” Apart from providing opportunities for brokerage, betweenness centrality also confers upon its possessor access via multiple paths and from multiple sources to resources such as information. Thus, betweenness centrality has been used in research on organizational power, influence, and information control (e.g., Krackhardt 1990).

Finally, eigenvector centrality measures the extent to which an actor is tied to other actors that are central, using the same definition (Bonacich 1972, 1987). Due to its recursive nature, this definition is less easy to operationalize, but also more sensitive to global network structure, than the other definitions. As its alternative name, power centrality, suggests, it is believed to be particularly appropriate for measuring power (or prestige or prominence) in networks (Knoke and Burt 1983) and has been used particularly in analyzing power in organizational settings (Friedkin 1993) and corporate power in networks of interlocking directorates (Mizruchi and Galaskiewicz 1994:239; Scott 2000:96–98).

Conclusion

In this chapter, I have tried to give a sense of the origins and development of social network analysis, and a brief overview of the range of social network research, grouped within what seem to me to be the most frequently referenced conceptual themes in social network analysis: social cohesion, social status and role, and centrality. This survey has necessarily been both abbreviated and selective: There are a large number of other concepts and operationalizations in social network analysis, which
are reviewed in detail by Wasserman and Faust (1994). For a more comprehensive review of social network research in different subject areas, the reader is referred to the handbook by Scott and Carrington (2011).

Social network analysis originated in the early twentieth century with the application of the sociometric method developed by Moreno (1934) to the sociological and anthropological theory of social structure as a web of human relations (Simmel [1922] 1955; Radcliffe-Brown 1940, 1957). By the 1970s, social network analysis had become a recognizable paradigm that guides the selection of the social behavior data that are studied, influences the way these data are organized for analysis, and specifies the kinds of questions addressed. (Leinhardt 1977: xiii)

Social network analysis has a clearly defined and generally accepted theoretical and conceptual framework and an even more clearly defined and accepted methodology. Social network analysis is also a scientific community, or invisible college, with a recognizable intellectual lineage and clusters of researchers based in several centers and loosely linked by cross-cutting collaborations and intercitations. It is also a scientific institution, with dedicated journals (Social Networks, Journal of Social Structure, and Connections), textbooks and handbooks (e.g., Degenne and Forsé [1994] 1999; Wasserman and Faust 1994; Scott 2000; Knoke and Yang 2008), dedicated computer software (see, e.g., Huisman and van Duijn 2005, 2011), and an association (the International Network for Social Network Analysis; see http://www.insna.org/).

Although a well-defined paradigm, social network analysis is firmly embedded within traditional disciplines such as social psychology, social anthropology, communication science, organizational science, and, especially, sociology, as attested to by the many citations in this chapter to social network research published in the central sociological journals such as the American Journal of Sociology and the American Sociological Review. Since its “take-off” in the 1970s, the volume of published research in social networks has grown exponentially (Knoke and Yang 2008:1–2), while the number of subject areas in which it is being employed has experienced “almost linear” growth, from a handful to almost 60 by the year 1999 (Freeman 2004:5). Neither the volume of published research nor the expansion of social network analysis into diverse subject areas shows any sign of leveling off.

The brief account in this chapter may have left the impression that the major theoretical and methodological developments in social network analysis had been completed by the mid-twentieth century. Nothing could be further from the truth. Major developments occurred in the later twentieth century, and are still occurring – including the increasing
use and formalization of statistical theory and methods in a field that was previously largely non-stochastic, the introduction of theory and methods for change over time in networks, the development of qualitative and mixed methods (Hollstein 2011; Hollstein, this volume), and the so-called “invasion of the physicists” (Bonacich 2004; Freeman 2011; Scott 2011). Ironically, these last two developments – the development of qualitative and mixed methods and the increasing contributions by physicists – represent for social network analysis a return to its roots. Much of the foundational work in social network analysis was done by ethnographers associated with the Manchester school, doing field work and using qualitative and mixed methods (e.g., Bott 1957; Mitchell 1969a), and the man who is often credited with the creation of modern social network analysis – Harrison White – was trained as a theoretical physicist (Freeman 2004).

References


———1940b “Analyses of the interrelation matrix by its surface and structure.” *Sociometry* 3:133–43.


Social Network Research


Introduction

This chapter deals with the potentials of triangulation of qualitative and quantitative data and methods in network analysis by pursuing two inter-related aims: first, to clarify under which circumstances a triangulation-based research strategy should be pursued and, second, to demonstrate how triangulation can be applied for network data collection and analysis. The relevance of the topic is due to the observation that a narrow focus on either a qualitative or a quantitative research strategy does not capitalize on the full explanatory potential as it systematically excludes certain insights and aspects of the phenomenon under investigation. For certain research questions and phenomena it can be useful and necessary to overcome these limitations (Hesse-Biber 2010). This approach follows the assumption that a method is not wrong or right per se. However, it can be more or less appropriate for specific research aims and settings. Different methodological approaches elaborate on different aspects of reality and are therefore dependent upon the research question (Bryman 2007). Therefore, I will not refer to the fundamental debate between quantitative and qualitative purists (Johnson and Onwuegbuzie 2004). Likewise, I do not discuss the relationship between research methodology, ontology, and epistemology in greater detail. From an ontological point of view, the necessary precondition for applying data triangulation is a very moderate positivistic position that is also in line with the assumptions of Grounded Theory and moderate (social) constructivist
approaches (Sale et al. 2002). Triangulation can be used to learn more about an objective reality, but also for investigating the social construction of meaning and perceptions.

The concept of triangulation originates from geodesy, a science dealing with the measurement of the Earth. In this discipline, triangulation describes a procedure to measure the position of a point C. If the distance between point A and point B is known and the angles between A and C as well as between B and C are given, the position of C and the distances A–C/B–C can be determined by means of trigonometry. In social science research triangulation means the combination of different methods in data collection, data analysis, and for the interpretation of data with the purpose to gain more precise and broader insights compared to the use of only one method and/or source of data (Denzin 1978; Straus 2002; Creswell 2009). This definition is similar to several definitions of mixed methods research (Johnson et al. 2007). The critical part of this definition refers to the purpose: Through the triangulation of two or more methods and/or sources of data, the respective weaknesses will be overcome by a combination of the specific strengths of each approach. Triangulation combines several data sources and/or research methods for cross-validation. The aim is to come to a more encompassing and valid understanding of the phenomenon. Greene et al. (1989:259) provide a classification scheme for mixed methods designs. They identify different rationales behind mixed methods designs: triangulation, complementarity, development, initiation, and expansion. Triangulation in mixed methods designs is mainly used to increase the validity of measurement and inference.

In quantitative research, validity refers to the question of whether a research instrument actually measures what it is supposed to. A measurement instrument is valid, if it is precise, accurate, and relevant (Sarantakos 2005). For instance, internal validity is about the validity of causal inference (e.g., can the effect observed in the statistical model really be attributed to the explanatory variables and not to other causes?) whereas construct validity refers to the question to which extent operationalizations correspond to the theoretical construct. Commensurate to the concept of validity in quantitative studies, qualitative research uses a set of criteria for evaluating the quality of empirical research. Although there are no generally accepted labels, “dependability,” “transferability,” “confirmability,” and “credibility” are among the most prevalent ones (Onwuegebuzie and Johnson 2006). Credibility, for instance, is equivalent to internal validity in quantitative research.

To avoid an association with either qualitative or quantitative research, Onwuegebuzie and Johnson (2006) use different labels for their criteria for assessing mixed methods studies. They term these criteria “legitimation types,” which comprise “sample integration,” “inside-outside,”
“weakness-minimization,” “sequential, conversion,” “paradigmatic mixing,” “commensurability,” “multiple validities,” and “political.” For the triangulation of network data and methods, sample integration legitimation, inside-out legitimation, conversion legitimation, and multiple validity legitimation are particularly important. The meanings and the applications of these criteria will be discussed further in the empirical part of this chapter.

The concept of data triangulation has a long tradition in social science and has been used with a focus on the validity of data (Campbell and Fiske 1959). However, triangulation is neither restricted to data nor does it only comprise the triangulation of qualitative and quantitative methods. Denzin (1978) identified four different types of triangulation: data triangulation, theory triangulation, investigator triangulation, and methodological triangulation. Analytically, these types are separate entities; that is, one can imagine a triangulation in data collection combined with a purely quantitative approach in data analysis. In practice, the more prevalent form is a combination of several types of triangulation, for example, data triangulation along with methodological triangulation. In the following I will focus on triangulation of quantitative and qualitative network data and method.

Due to the broad and extensive use of network analysis in social science, a clarification of the underlying concept is necessary to avoid misunderstandings (Wellman 1988). From a network perspective, three dimensions can be distinguished: network phenomenon, network theory, and network method. Although this chapter uses examples of networks as phenomenon (i.e., networks of cooperation between research groups) and network theories (i.e., theories of social capital), I concentrate on network analysis as a research method for analyzing social structures. This method is not about individual attributes such as age, gender, or income, but rather about the patterns of relationships between individual, collective, or corporate actors (Emirbayer 1997). Therefore only such methods qualify as network analysis, which have been explicitly designed to examine the patterns of relationships (see Carrington, this volume).

Potentials and Limitations of Quantitative Network Analysis

In the following I distinguish the phases of data collection, data analysis, and interpretation. In practice, the phases of the research process often overlap and a myriad of interdependencies exists. For instance, the selection of a specific survey instrument (data collection) restricts the methods that can be applied in the phase of the analysis.
Data Collection

There are two prevalent approaches for collecting network data for individual and corporate actors: “egocentric networks” (personal networks) and “complete networks” (whole networks) (Wasserman and Faust 1994; Marsden 2005). In addition, social network data can be obtained by observation and archival records. The goal of a complete network is to survey a network between all actors of an explicitly defined area. This approach usually follows two steps. First, system delineation identifies the relevant actors. This is a very crucial and often problematic procedure (Lauman et al. 1989). Second, the relation content(s) of the network(s) has to be determined. Once the actors and relation contents are identified, data collection uses standardized lists including the complete set of actors. The interviewees are asked to mark all actors with whom they have a relationship. The relation content also determines if there are undirected (family ties, friendship) or directed (support, information) graphs in the networks.

Collecting data of complete networks requires comprehensive a priori knowledge of the system under investigation. The subjective meanings attached to the relations and their content must be known and/or be relatively stable as the relation content is predefined by the researcher. Dealing with networks between corporate actors, these necessary preconditions usually are given to some extent. For instance, in policy network studies, the actor set is composed of political agents and interest groups that can easily be identified on the basis of formal criteria such as legal documents or membership in a parliament (Pappi and Henning 1999). When it comes to the definition of the relation content, things become more difficult as it is the key informant answering the questionnaire on behalf of the organization. The question on the informant’s interpretation of the relation content is hardly considered. Needless to say, people differ in their perceptions, frameworks of relevance, and subjective meanings regarding network relations and their content. Formulating the relation content before data collection is always ad hoc and therefore prone to measurement errors, random errors, equivocal findings, and validity problems (Burt and Schott 1985).

If only little prior knowledge about the system under investigation exists and the frameworks of relevance and subjective meanings of the actors differ significantly, the a priori delineation of the system and the definition of relation contents can lead to the systematic exclusion of relevant context factors and fundamental explanatory factors. Quantitative designs for collecting network data may particularly encounter problems of validity, especially when collecting data of complete networks. A typical validity problem for complete networks results from a difference
between the definition of the relation content by the researcher and the individual perception and relevance of the relation content of the respondent. Respondents fill out the network lists of information flows or friendship but have a different understanding of what to consider a friendship tie or what to consider important flow of information. In this case, the data-collection procedure leads to a single network of information that in fact comprises different relation contents and may not measure information flow as intended by the researcher. This problem can be reduced but not entirely eliminated by precisely defining and explaining the relation content to the interviewees and by using only “confirmed” network data for the analysis. This method increases face validity. A relation between two units i and j is considered to exist only if in the interview i and j separately confirm that the relation exists (Krackhardt 1990).

The collection of egocentric (personal/focal) networks allows for accounting for some of these problems. Egocentric networks delineate the system on a personal basis. With the help of name generators, relevant actors for ego as the focal player (the interviewee) are identified. Respondents are asked to compile a list with all other persons (the alteri) with whom they have a (specified) relation. In a second step, name interpreters help to characterize the quality of the relationships between ego and alteri and also between the alteri (Marsden 2005). The name generator is the functional equivalent to the system delineation for complete networks. The number of actors is not defined a priori but it is the respondent who actively sets the boundaries. As a consequence, network size and the alteri usually vary among the egos in the sample. As an example, Burt in his study on the social capital of managers accounted for different frameworks of relevance of the respondents. Interviewees were asked to list persons with whom they discuss important personal matters. It was left open, if it were job-related or private matters (Burt 1992). The networks could vary regarding their specific relation content (business vs. private communication), as well as the quantity and quality of alteri (colleagues, friends, or family), although the general relation content “communication of personally important things” was predefined. In an earlier study, Pfenning (1995) compared different standardized name generators regarding their reliability and validity. He found that, in general, established name generators bring about sufficiently valid and reliable network data. Nonetheless, the validity of egocentric network data remains problematic for the alterito-alteri relations.

In contrast to complete networks, the survey instrument for egocentric networks is more open but limits, as it will be shown in the next section, the possible range of structural analysis. In case of even more
explanatory research questions, more unstructured settings, complex context factors, and highly subjective meaning and perception (Hollstein 2003), standardized surveys with egocentric instruments may still be inappropriate for capturing all relevant aspects of the situation.

Data Analysis and Interpretation

Network analysis provides a set of powerful tools for the study of egocentric networks and complete networks. The methods allow for a precise description of network properties and for testing hypotheses on the coherence between relation properties and the actors’ attributes. In addition, the existing procedures also offer a wide range for explorative, that is, hypothesis-generating, analyses. For the analysis of complete networks, the entire spectrum of methods is available. These range from simple indexes on the actor level (e.g., centrality), the level of single relationships (e.g., multiplexity), and the network level (e.g., density) to more advanced procedures of position and role analysis, in which complex, multiple network structures can be reduced to underlying macro-structures. More recently, quantitative network analysis developed more advanced methods for simulating network dynamics (Carley 2003; Snijders et al. 2010) and random graphs models (Koehly and Pattison 2005).

Compared to complete networks, egocentric networks limit the possible range of methods. The focus is on simple measures to describe the network structure such as network size or average tie-strength. On the other hand, egocentric networks allow for applying sample techniques and statistical analysis. In many studies, network-analytical measures for ego are treated like individual attributes and used as independent or dependent variables.

For both kinds of network data, certain research settings limit the explanatory power of purely quantitative research methods. Again, the predefined categories may not fit to the real situation. The established network-analytical measures deliver figures that may result in artifacts. As an example, a name generator may distinguish two networks, information exchange and cooperation, but interviewees may consider this relation content as identical. This results in a high multiplexity of the networks, a finding that could be misinterpreted if the subjective meanings were disregarded. Another pitfall for the interpretation of quantitative results is the motivation for network behavior which is often (implicitly) assumed but not empirically validated (Burt et al. 1998; Kadushin 2002). The interpretation of results is then based on these theoretical assumptions. This can be especially difficult in the light of
deviant findings leading to ad hoc hypotheses because actor motivations and relevant context factors were not considered explicitly.

In short, quantitative network analysis offers a set of sophisticated tools for structural analysis. The two crucial steps in network data collection, system delineation and the definition of the relation contents, require extensive prior knowledge about the field of investigation. In more exploratory, hypothesis-generating research, a purely quantitative research strategy is not appropriate. Due to its high degree of standardization, quantitative methods may systematically neglect subjective meanings, individual frameworks of relevance, and context factors. In principle, one could raise a similar critique against quantitative network analysis as against quantitative methods in general (Lamnek 1993). Following Hollstein (2011), the specific traits of qualitative social research are the understanding of meaning, the openness of the survey instruments, and the interpretative character of the data analysis (see Hollstein in the introduction to this volume). This results in the question of how to compensate for the weaknesses of quantitative methods by triangulation with qualitative approaches.

Specific and Generic Qualitative Methods

For the methods of quantitative network analysis a variety of systematic introductions and textbooks exists (e.g. Wasserman and Faust 1994; Degenne and Forsé 1999; Scott 2000). A significant amount of publications on network analysis in different social science disciplines demonstrates the maturity of this field. With very few exceptions (e.g., Hollstein and Straus 2006) this is not the case for qualitative network analysis. This might be due to the fact that qualitative network studies have only recently become more prevalent. For the German-speaking countries, Straus (2002) identified only 12 articles published in the period from 1987 to 1999. The more generic character of the qualitative methods used in network studies is an alternative explanation for this finding. The use of qualitative methods in network analysis usually takes the form of cognitive, interpretative, and explanatory approaches that serve as a complement for quantitative methods. With a few exceptions, these methods have not been specifically designed for the analysis of relational data.

Qualitative methods for collecting network data can be found in the fields of social psychology (Straus 2002), political sociology (Broadbent 2003), sociology of the family (Hollstein 2003), and ethnology (Trotter 1999). Kahn and Antonucci (1980) introduced the method of “concentric circles” which demonstrates the openness of qualitative instruments.
The collection of the egocentric network data starts with a diagram of concentric circles where the name of the person interviewed stands in the innermost circle. During the interview, the interviewee is asked to place people with whom he feels emotionally connected in the outer circles. A position on an outer circle represents a lower emotional intensity than a position close to the center. At this stage, it is left open as to which kind of relations (relation content) ego has to the alteri. This kind of information is considered at a later stage of the interview. The method of concentric circles and related tools like network cards (Straus 2002; Bernardi et al., this volume) are functional equivalents to the more standardized name generators and name interpreters often used in quantitative designs. Instead of a list, respondents enter the contact persons in different circles. Compared to name generators, network cards are kept more open, that is, they do not predefine the relation content. The latter can be defined by the respondents by dividing the circles in several segments corresponding to different types of relations (friends, family, and work). The interviewees are asked to place the contact persons in the relevant sectors (Straus 2002). On this basis, the respondents further characterize their contacts and the respective relations. Additional symbols on the contact persons can be used to visually indicate certain characteristics (Straus and Höfer 1998). The distinction between quantitative and qualitative approaches for collecting network data is often blurred. At least to some extent, triangulation seems to be prevalent for data collection in egocentric network studies.

Network visualization is another prevailing tool in qualitative studies (see Bernardi et al.; Molina et al., this volume). It proved very helpful for exploratory analysis. These tools also have a long tradition in quantitative network research. Starting with simple sociograms drawn by hand (Whyte 1943) visualization techniques have progressed tremendously over the last couple of years (Brandes et al. 2001; Moody et al. 2005; Freeman 2005). Using mathematical transformation rules, quantitative information is converted into graphics. The position and shape of the network nodes, their size, and the strength of the lines are drawn depending on the nodes’ position in the network and on several other characteristics of nodes and lines. Additional characteristics of the network and its environment, for example, clusters and cliques, can be marked in terms of variations in background color. Compared to the quantitative visualization techniques, qualitative network graphs usually are relatively simple.

To sum up, qualitative methods specifically designed for network analysis have developed tools for data collection and visualization. They can be considered as more open and less formalized counterparts of quantitative tools. Further methods, like expert interviews, narrative interviews, and content analysis, are more generic and their application is not
restricted to applications within the scope of network studies. The next section demonstrates with a practical example how quantitative network methods and more generic qualitative methods can be combined.

Potentials of Triangulation in Network Analysis

Fundamental Prerequisite

Triangulation of qualitative and quantitative methods is complicated by the fact that researchers from both proveniences have grown out of their particular scientific communities and paradigms (Sale et al. 2002). The prevailing epistemological, ontological, and methodological assumptions may result in the incommensurability of the results. Every method has a specific approach toward reality and therefore can only analyze a particular aspect of it. Moreover, the application of a specific method to a large extent predefines the process of data analysis and interpretation. Data obtained from a large-scale standardized survey cannot be analyzed by means of content analysis, and data from narrative interviews can hardly be entered in structural equation models. The same is true for the underlying theoretical approaches. This “lack of consensus” may only be reduced but not completely eliminated with a triangulating research design (Denzin 1978; Howe 1988; Morse and Niehaus 2009).

As a necessary precondition for a successful triangulation, the members of the research teams should mutually reveal their (implicit) interpretation schemes and their pre-structuring of the research object and problem. Furthermore, it must be specified how to combine the different methods and instruments in order to broaden the perspective and to deliver more complete results. The successful combination of different epistemological, methodological, and axiological beliefs pertains to “paradigmatic mixing legitimation” as one criterion for the validity of mixed methods research (Onwuegbuzie and Johnson 2006). Triangulation does not simply mean to simultaneously use several methods and data but to purposefully integrate them (Caracelli and Greene 1993). Finally, researchers must be aware of the fact that triangulation may bring about discrepant findings. Contradicting results of the qualitative and quantitative elements of a study can be both a source of conflict and an opportunity to enhance the robustness of a study (Moffatt et al. 2006).

Triangulation in a Research Project on Network Strategies and Network Capacity

The research project “Networking Strategy and Network Capacity of Research Groups” was part of an interdisciplinary research group founded by the German Research Foundation (DFG JA-548/5–1). The
project dealt with the effects of reforms in the governance of German research institutions on the research group as the unit of analysis. A research group is defined as the smallest stable unit in an organization that conducts research (Wald 2007). The focus was on networks between research groups in the fields of astrophysics, nanotechnology, and microeconomics. The research questions were, (a) How do individual groups systematically build up research cooperations and maintain them (network strategy)? (b) How are these networks composed and structured? (c) Which individual relevance do these cooperations have for research and how are they managed (network capacity)? and (d) What impact do the networks have on the performance of the research groups (network effects). For further details regarding the research design, theoretical foundations, research questions, and results see Franke et al. (2006), Wald et al. (2007), Jansen (2007, 2008, 2010), Jansen et al. (2007, 2010), and Wald (2007).

On an abstract level, a common code (true/false) exists for all scientific research regardless of the discipline or institution (Luhmann 1994). On a more concrete level, there is a huge variance in the logic of knowledge production in different disciplines, different institutional settings, and different national science systems. These differences intensify if we consider individual researchers or research groups. Different subjective meanings, frameworks of relevance, and context factors influence the logic of knowledge production. These factors had to be taken into account when analyzing the effects of governance reforms, but little prior knowledge existed on the specific logics of knowledge production in the different disciplines (Franke et al. 2006). Therefore, a qualitative approach seemed to be the appropriate research strategy. However, the findings should not be restricted to very few cases but rather be representative for the three fields of research. Therefore a quantitative approach based on a random sample and a standardized survey seemed to be appropriate. Finally, a triangulation of qualitative and quantitative methods for data collection and for data analysis was chosen. The assumption was that regardless of the research field, institutional affiliation, and other context factors, the researchers could specify their networks of cooperation and information exchange and also provide additional information on the composition of the research group and the research output measured in terms of publications. This part of the data could be collected with a standardized instrument for egocentric networks. For the analysis of subjective meanings, context factors, and perceptions of the individual partners as well as the entire network, a more open instrument was required. Following the typology of mixed methods designs discussed by Hollstein in the introduction to this volume, the research design of the study at hand can be classified as a parallel design that also includes elements of a conversion design.
Data Collection

The empirical basis consisted of a random sample of 75 research groups in the field of nanotechnology, astrophysics, and microeconomics (25 for each field) in the publicly funded part of the German research system. In this aspect, the study differs from many mixed methods research where we often find purposive sampling techniques (Teddlie and Yu 2007). Using exactly the same groups for the qualitative and the quantitative parts of the study enhances validity in the sense of “sample integration legitimation.” This positively affects the generalizability of the results, which are not restricted to the sample but can be extended to a larger population (Owuegbuzie and Johnson 2006).

Data were collected in personal interviews with the heads of the research groups. All interviews were recorded and transcribed. The qualitative and the quantitative data were simultaneously collected (parallel/concurrent design). Semi-structured, qualitative expert interviews were complemented by a standardized questionnaire covering data on size, input factors, and output of the group. In addition to the qualitative data, a formalized inventory was used to collect data on the egocentric networks. A name generator served to identify the relevant partners for two networks: cooperation and information exchange. Respondents were asked to name all important cooperation and information partners on a list. The following question was asked as a name generator:

In the following we would like to ask you about the network embeddedness of your research group. The aim is to identify and describe those relationships which are important for your research activities. First, we would like to ask you to list all the relevant actors with whom you cooperate or share information within the scope of your research activities.

Two separate name interpreters for the network of information exchange and cooperation served to collect the data on ego–alteri relations as well as alteri–alteri relations. Using a triangular matrix, respondents could indicate two different intensities for the relations (1 = regular, 2 = very intense). Figure 3.1 provides an example of the name generator and name interpreter used in the study. In the original questionnaire, the name interpreter comprised additional space to provide information on the partner’s attributes (institutional affiliation, age of the relation, etc.) which is not shown in the figure. In the example in the figure, the research group (ego) maintains 11 collaborative relationships, of which 5 are very intense. Among the alteri 10 relationships exist.
The name generator and name interpreter represented the standardized quantitative part of the data-collection process. In the next step, an open question asked for describing the role of the individual cooperation and for providing more information on the partners:

Could you please further describe your cooperation? Which partners are of particular importance and why?

Answering to these questions, the interviewees revealed their individual perceptions, subjective meanings, and frameworks of relevance. They also explained how and why specific context factors have an impact on their networks. This kind of data triangulation helped to avoid a potential misinterpretation of network relations and enhanced the validity of the data (Burt and Schött 1985). It led to an improvement of the criteria of “weakness minimization legitimation” and “multiple validities legitimation.” Weakness minimization corresponds to the question of how the weaknesses of one approach are compensated by the strengths of the other approach, and multiple validities is “the extent to which addressing legitimation of the quantitative and qualitative components of the study result from the use of quantitative, qualitative, and mixed
validity types, yielding high quality inferences” (Owuegbuzie and Johnson 2006:57).

In research on the coherence between network embeddedness and individual action/individual outcome, measures of the individual’s position in the network are often treated as independent variables and outcome measures (e.g., number of publications) as dependent variables. Although a variety of studies was able to show network effects in different contexts (e.g., Burt 1992; Uzzi 1996), the question of whether a favorable position in the network was purposefully chosen or was a rather emergent phenomenon was hardly considered. In the study on networks among research groups, another open question was asked about the motivation for building and maintaining relationships (network strategy) and about the success and failures in doing so (network capacity). In combination with the network data, this information was used to better interpret the findings of the statistical analysis and to test common-held assumptions on actor motivations (multiple validities legitimation).

Please describe how your collaborative relationships have emerged.

What are the contents and goals of the relationships?

Due to a sample size of 75 cases, the pre-definition of relation contents and a standardized collection of the network data and additional attributive data were necessary. Nonetheless, several open questions left room for the respondents to add as much individual information as they considered relevant. In general, the optimal share of qualitative and quantitative instruments for data triangulation must be chosen on a case-by-case basis and depends on the research question and objectives.

A challenge for triangulation is to adequately combine quantitative and qualitative elements in the instruments and in the interview situation. In the study at hand, the interviewer guided the interview and decided when to ask the open questions and when to fill out the standardized questionnaire and network matrixes. As all interviews were recorded, there was no need to take notes during the interview. This gave the interviewer flexibility to respond to the interviewee’s reactions and to create an atmosphere of a conversation instead of an inquiry. Filling out the name generator and name interpreter often caused breaks in the conversation in which the interviewee had time to reflect. The respondents were sometimes surprised about how much information they came up with and often mentioned important details about their networks while filling out the form. In a different research situation this might not be possible and the interviewees might be forced to keep more strictly to the sequence of the questionnaire.
To avoid a loss of information, triangulation on the level of data collection needs to be continued in the phase of data analysis. However, triangulation does not mean to separately analyze the quantitative and the qualitative data but to combine both sources of data. Similar to the process of data collection, the share of qualitative and quantitative elements has to be determined for the analysis of data. In the study at hand, the quantitative part played a dominating role for reasons of the relatively large sample size and of statistical evidence.

A computer-based content analysis was applied to the qualitative interview data, using the software package ATLAS.ti (Krippendorff 2003). To avoid a subjective bias, three persons separately examined the entire text material. The textual information was categorized by developing empirical categories that could be matched with the different research questions. Each person assigned the categories of the coding frame to different parts of the transcripts. In a further step, the results of the separate analyses were consolidated. For the most part, the results of the three investigators were identical. In case of discrepant categorizations an intensive discussion led to a common assignment of textual parts to the categories. To demonstrate the coding procedure, I consider the category about the influence factors/mechanisms of network building. It comprises several subcategories which are shown in Table 3.1.

The coding procedure is based on a multilevel process. In a first step, all parts in the text were marked, which had the topic “network building” and/or “network development.” The codes were defined in a content-semantic and not in a formal-syntactic way (Früh 2001). In a second step, all codes of a category were compared to each other and their meanings were identified and described. Finally, the codes were assigned to a subcategory. For instance, a nanotechnologist mentioned that he predominantly selects his research partners strategically:

This was a strategic decision […] which kind of information do we need and how do we get access to this information in the best possible way […]. I started to get in touch with potential […] colleagues. Of course, I knew them before. We are in a small field of research. We know each other.

This statement falls in the subcategory “Strategic based on a limited pool of partners.” Each relevant part in relation to a specific category was coded only once per case, even if a statement was repeated several times in similar words and/or different words. As a consequence, all categories have a dichotomous data format. Special attention was paid to the development of a code book. It covers not only the indices but also the abstractions of individual statements to the subcategories and to the main categories.
As mentioned earlier, the study’s goal was to provide statistical evidence for the effects of governance reforms on the individual research group. Therefore, the qualitative data were transformed into standard variables on a nominal or ordinal scale (Caracelli and Greene 1993). “Conversion legitimation” is the validity criteria for mixed methods research that measures the extent to which the quantitizing of qualitative data or the qualitizing of quantitative data improves the quality of inferences (Owuegbuzie and Johnson 2006). Table 3.2 shows the results of this transformation for the category “network building” and the discipline of astrophysics.

The integrated analysis of qualitative and quantitative data contributes to a better understanding and produces more valid results. It not only allows for the testing of theoretically derived hypotheses, but, in the case of an empirical rejection, may help to reformulate and refine theoretical postulates. As an example I use two well-known hypotheses on social capital: The first hypothesis postulates that social capital is generated in dense networks (network closure), whereas the second hypothesis assumes that occupying a broker position in sparse networks (structural holes) is a source of social capital (Burt 2005). Exemplarily, Figure 3.2 shows the networks of cooperation of two research groups, EGO 1 and EGO 2, in the field of astrophysics. From the visual analysis it is obvious that the upper network has a high density (88%) while the network below has a comparatively low density (21%). Moreover, the structure of EGO 2 resembles the ideal type of a network rich in structural holes (with the exception of several redundant relations). The research group of EGO 2 bridges holes in the network structure and, according to theory, should generate social capital out of it. In contrast, the network of the research group of EGO 1 exhibits the ideal type of a high network closure. Standard procedures of quantitative network analysis can identify these structural properties and test the two hypotheses on social capital (Franke et al. 2006). Empirical results may support theory or lead to the rejection of the hypotheses. The interpretation of results, in particular those that contradict theory, can be improved by adding qualitative information. For the two networks in Figure 3.2, information on the underlying motivations of actors for network building (Table 3.2)

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Subcategory</th>
<th>Subcategory</th>
<th>Subcategory</th>
<th>Subcategory</th>
<th>Subcategory</th>
<th>Subcategory</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Emergence/ path dependency</td>
<td>Strategic based on</td>
<td>Strategic</td>
<td>External</td>
<td>Internal</td>
<td>Other</td>
</tr>
<tr>
<td></td>
<td></td>
<td>a limited pool</td>
<td>based on an</td>
<td>incentives</td>
<td>incentives</td>
<td>reasons</td>
</tr>
<tr>
<td></td>
<td></td>
<td>of partners</td>
<td>open search</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>for partners</td>
<td>for</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1. Category and subcategories
Table 3.2. *Network building in the field of astrophysics*

<table>
<thead>
<tr>
<th>Subcategories</th>
<th>Cases (n = 25)</th>
<th>% of cases</th>
<th>% responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emergence/ path dependency</td>
<td>22</td>
<td>88.0%</td>
<td>42.3%</td>
</tr>
<tr>
<td>Strategic based on a limited pool of partners</td>
<td>6</td>
<td>24.0%</td>
<td>11.5%</td>
</tr>
<tr>
<td>Strategic based on an open search for partners</td>
<td>17</td>
<td>68.0%</td>
<td>32.7%</td>
</tr>
<tr>
<td>External incentives</td>
<td>0</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Internal incentives</td>
<td>6</td>
<td>24.0%</td>
<td>11.5%</td>
</tr>
<tr>
<td>Other reasons</td>
<td>1</td>
<td>4.0%</td>
<td>1.9%</td>
</tr>
<tr>
<td>Total</td>
<td>52</td>
<td>208.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>
is relevant. It is possible that both network structures are the result of strategic choices. In this case there is a high probability that both structures are appropriate means in achieving the targeted goals and therefore clear (positive) network effects should be observable. Alternatively, the network could be the result of path-dependency and chance and may therefore not fulfill a specific purpose. Accordingly, network effects may either not occur or may be rather weak. This kind of information related to actor motivations and differing frameworks of relevance can hardly be obtained with standardized surveys.

**Additional Value and Additional Effort of Triangulating Research Strategy**

In the example presented in the previous section, the additional insights gained by combining qualitative and quantitative methods outweighed the additional efforts in data collection and data analysis. The study
allowed for a comprehensive and integrated analysis of quantitative data on the egocentric networks, the groups’ attributes (size, age research output, composition of the group, etc.), and of quantitative data on the motivation, subjective meanings, frameworks of relevance, and context factors. In particular, the answers to several research questions would have been less precise, incomplete, and less valid by not using triangulation. The following examples illustrate the additional value gained by using triangulation:

- Question: Do network structures differ according to the orientation of research (fundamental vs. applied)? Answering this question by using only quantitative network data and a quantitative measure for the orientation of research would have resulted in a distorted picture of the coherence of structure and research orientation. Not only did the definition of fundamental and applied research differ across the three fields, but also within a field like nanotechnology, the distinction between fundamental and applied research was often not clear-cut.

- Question: Is there a relationship between the network strategy of the groups and their performance? Data on the network strategies of the research groups were collected in the qualitative part of the study and then transformed to quantitative data. This transformation allowed for statistical testing of the causal hypothesis. However, the qualitative data also revealed that the relevance of collaborative networks depended on the individual research orientation of the groups. For instance, some researchers in the field of economics were able to successfully (success measured with publication output) conduct research without any external network partner, whereas for most groups in nanotechnology and in astrophysics collaboration was vital. In addition, context factors like the resource endowment, the size of the group, the institutional affiliation, or the specialization were found to have an influence on network strategy. Therefore, the qualitative information not only enhanced the understanding of the logic of knowledge production in the different fields, but also served to better interpret the results of the quantitative analysis.

To sum up, triangulation in data collection, analysis, and interpretation contributed to a higher validity of the egocentric network analysis. In addition to testing theoretically derived hypotheses with statistical methods, contradicting and equivocal results could be further analyzed and explained. A purely quantitative or a purely qualitative network analysis would not have been able to adequately answer these questions. The former would have neglected important information revealed only in the expert interviews. For the latter, results would have been
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restricted to a few singular cases and not be representative for the entire research field.
However, the advantages of triangulating research designs do not come for free and triangulation is not an end in itself. The combined application of qualitative and quantitative methods poses a challenge in terms of methodological knowledge, time, coordination effort, and financial means (Creswell 2009). This additional effort must be carefully weighed up against the additional value. The integration of qualitative and quantitative methods usually requires a research team composed of experts in both fields. This leads to a higher effort for co-coordinating the activities. Combining quantitative data collection with expert interviews is also more time consuming and severely limits the sample size. In the study presented in this chapter the sample size was 75 cases, which is close to the lower limit for running statistical tests, but at the same time it entailed a considerable effort for conducting expert interviews. Triangulation also results in higher costs of the research infrastructure, for example, software packages for both kinds of data and analysis must be acquired and administered.

Conclusion

The aim of this chapter was to elaborate on the potentials of triangulation of qualitative and quantitative data and methods in network analysis. Special attention was paid to data collection and the problem of validity. A study on the networks of cooperation of research groups served to demonstrate how triangulation can be applied in practice.

Due to the large variety of different research questions and of potential context factors in the different social science disciplines, no detailed decision support can be provided for deciding on when to use a triangulating research strategy and on how to combine qualitative and quantitative elements of a study. However, a generic framework with three criteria may guide the decision about a single method or a mixed methods design (Table 3.3). These criteria are the research question, the research objectives, and the nature of the phenomenon (Johnson and Onwuegbuzie 2004; Bryman 2007; Greene 2007; Hesse-Biber 2010).

A triangulating research strategy should be chosen if there is a highly complex research question (Morse and Niehaus 2009). Complexity in this sense does not only pertain to the content of the question (e.g., many different questions in parallel, a complex set of potential inter-relationships) but also to the purpose of the study (e.g., gaining in-depth knowledge about the phenomenon and simultaneously obtaining results that can be generalized). The purpose is directly related to the second criterion, the research objectives. A triangulation of qualitative and
The third criterion is related to the research field and the nature of the phenomenon. If

<table>
<thead>
<tr>
<th>Quantitative</th>
<th>Triangulation</th>
<th>Qualitative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objectives: Confirmatory Testing of hypothesis derived from an established theoretical base, extension of existing theory based on empirical results</td>
<td>Objectives: Confirmatory and exploratory Testing of hypothesis derived from an established theoretical base, extension of existing theory based on empirical results and development of new theory</td>
<td>Objectives: Exploratory Development of theory and hypothesis</td>
</tr>
<tr>
<td>Research field / phenomenon:</td>
<td>Research field / phenomenon:</td>
<td>Research field / phenomenon:</td>
</tr>
<tr>
<td>Well structured, extensive knowledge of the field and on relevant context factors</td>
<td>Well structured elements and unstructured elements, prior knowledge of the field and on relevant context factors exists but is incomplete</td>
<td>Unstructured, little prior knowledge of the field and on relevant context factors</td>
</tr>
<tr>
<td>Subjective meanings and frameworks of relevance of the actors do not differ significantly and are rather stable</td>
<td>Subjective meanings and frameworks of relevance of the actors differ significantly and/or are unstable</td>
<td>Subjective meanings and frameworks of relevance of the actors differ significantly and are unstable</td>
</tr>
<tr>
<td>Networks: System can be clearly delineated and the definition of relation content is straightforward</td>
<td>Networks: No clear delineation of the system; definition of relational content depends on subjective meaning and frameworks of relevance</td>
<td>Networks: No clear delineation of the system, definition of relational content depends on subjective meaning and frameworks of reference relevance</td>
</tr>
</tbody>
</table>

quantitative methods in network studies should be pursued if individual meaning, perception, frameworks of relevance, and additional context factors play an important role, and at the same time statistical evidence from a representative sample should be obtained.
little prior knowledge on the phenomenon exists or if this knowledge is incomplete, the qualitative part of the study may reveal differences in subjective meanings and frameworks of reference. Once discovered and accounted for, this information can be integrated into the quantitative analysis.

The choice of a triangulating research strategy is also contingent on a variety of context factors which should be carefully considered on a case-by-case basis. This also applies to the subsequent decisions on the share of qualitative and quantitative elements and their integration in the research design (Caracelli and Greene 1993; Creswell and Plano Clark 2007). A very practical but highly important context factor is the (non-)availability of the necessary resources. First of all, researchers involved in the study must be able – in terms of their knowledge of both qualitative and quantitative methods – and willing – in terms of their readiness to embark on a mixed methods research – to conduct a triangulating study. Second, the additional financial resources and the additional time needed to collect and to analyze qualitative and quantitative data must be available. Third, additional context factors such as the expectations of important stakeholders (e.g., funding agencies), the methodological orientation of targeted outlets for the research results (e.g., qualitative vs. quantitative oriented scientific journals), or the research strategy of the institution to which the researchers are affiliated may influence the decision on the use of a triangulating research design. Provided that all the necessary preconditions for triangulation are given, this research strategy leads to a more valid and more insightful understanding of complex social phenomena.
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A Network Analytical Four-Level Concept for an Interpretation of Social Interaction in Terms of Structure and Agency

Roger Häussling

Introduction

This contribution proposes a four-level concept for network analysis designed for adequately capturing and interpreting the socially multidimensional nature of human interaction. Specifically, the concept serves to link the actor perspective of an interaction-oriented sociology with a structural perspective on prevailing constellations of interaction and overall framework conditions. Both perspectives are warranted and stand more in a complementary than in a rival or even a mutually exclusive relationship. On the empirical side of methodology, this insight is mirrored by employing a combination of qualitative methods of collecting network data and formal methods of network analysis. The analysis itself follows a multilevel parallel design strategy (cp. Introduction). Exploiting the advantages of both approaches requires a conceptual framework capable of pinpointing what each approach can be expected to accomplish and where its limits is.

This conceptual framework is outlined in the following section. Its application is demonstrated afterwards drawing on a case study. The findings from a study on processes of communication and knowledge transfer in the sales department of an auto manufacturer are presented. Special attention is paid to ways of linking the results obtained through different methods of network analysis. The chapter concludes by underscoring that, when using mixed methods designs, method triangulation should be based on a conceptual framework defining the range and function of the individual methods applied. In case of network analysis, the concept of interaction is especially suited for this purpose.

1 This four-level concept of interaction is not at all related to empirical multilevel analysis (see, inter alia, Engel 1998). For an alternative to the concept of levels proposed here see Haller (1999:603 ff.).
The Conceptual Framework of Interpretation: A Four-Level Concept of Interaction

In accordance with common sociological definitions, here “interaction” is conceived of as “mutually related actions” where ego in the presence of alter orients action by taking alter’s expectations and the common definition of the situation into account (see, e.g., Hillmann 1994:381). Viewed in this way, the sociological conception of interaction has always been a relational and procedural one. The concept of interaction proposed in this chapter is basically in line with this tradition. The specific objective is to link the view of the individual actor with the perspective that arises when we shift attention to the emergent level of interaction with its rules, resources, and own momentum. To accomplish this goal, four levels are analytically distinguished. This distinction intends to capture the multiperspectivity and multidimensionality of social interaction. The operationalization of the concept then leads to four corresponding levels of analysis, each of which calls for its own specific instruments of data collection. In the following, those four levels are introduced separately and some basic considerations are given as to how they might be approached empirically:

(1) The level of semantic context: Any interaction is part of a context and can be grasped properly only if this context is taken into consideration. However, the context to be considered is much more comprehensive than what Erving Goffman had in mind when speaking of framing. The context of interaction is more than the schemes of interpretation that actors rely on in making sense of concrete interactions (see Goffman 1977:36). It also involves tacit decisions that predetermine the perspective and cannot be detected by a situation analysis no matter how careful it is conducted; rather, such predetermining factors can only be grasped with reference to framework conditions that are either specific to the social entity in question or society in general. The societal framework also includes, for instance, those perspectives, possible interpretations, and modes of distinction that are established within a societal figuration at a certain time. Analytically, we may thus distinguish two types of framework conditions: The first type pertains to the conditions specific to the situation that have to be presupposed for a concrete interaction to take place. Following Anthony Giddens (1984:17–25; 254–55), we may speak of rules and resources in this case. This includes, for instance, role patterns, means of power, routines, and standards of behavior tailored to specific instances of concrete interaction. The second type refers to framework conditions that exert a major external influence on interaction. This involves conditions that affect interaction from superordinate levels. For instance, the legal, moral, and normative demands individual actors face fall into this category. We will draw on Niklas Luhmann’s notion of semantics to characterize these
heterogeneous context factors: The notion of semantics refers to the totality of forms of meaning considered worth preserving in a certain temporal, spatial, and social context (see Luhmann 1997:200). Cultural symbols, concepts, common language, expert or scene-related jargon, patterns of interpretation and action, norms, values, and logics that shape perception and determine the connections made, as well as established role sets all form the semantic context of an interaction. In a concrete situation such elements make up a semantic network, in which the interaction network is embedded. Also, the semantic network can be analyzed by formal network analysis methods. Depending on the case in question, data collection on such semantic contexts can involve a mix of observation methods, document analyses, interview analyses, and/or analyses based on an open-ended questionnaire.

(2) The level of interaction network: The interaction level can also be analytically approached in two ways: by focusing either on its dynamic aspects or on its structural dimension. Following Harrison C. White (1992), it is assumed that in the structural dimension network dynamics and constellations assign each member its position in the network and identity respectively. Actors thus take specific network positions that for the most part are socially constructed. Somewhat overstated, those positions may be viewed as interpretive constructs of a “community of interpretation” (Lenk 1995:155 f.) and thus of a semantically framed network. Accordingly, social relations and the specific form they take are contingent upon a web of other relations. However, that means that network constellations and focal processes to a considerable extent shape individual interactions, as they do actors’ perceptions of self and perceptions of self by others. In case of focal processes, relational and dynamic constellations can give rise to paths of interaction that can hardly be influenced by individual actors once the process is set in motion. Over time, interactions become tied in with perceptions and circumstances to an extent that departing from the path of interaction once taken is possible only at the expense of considerable effort.

2 For Luhmann, the notion of semantics has the edge on the term culture in several aspects: First the notion of semantics does not run the risk of becoming a catch-all term, because the notion of semantics is strongly focused on the aspect of shared understanding. Second, the meanings used in certain situations can be analyzed separately in order to complete the interaction analyses, which otherwise are focused on social processes and structures. Third, the notion of semantics can be used to analyze the term “culture” itself, which was created in the seventeenth century in order to handle the increased cultural contingency.

3 As mentioned earlier, semantic analyses can be performed on a great variety of research objects. They can include role patterns as well as key concepts. Hence, the methods of analysis turn out to be no less heterogeneous, although areas involving language provide an especially fruitful terrain for hermeneutical procedures (cf. Hitzler and Honer 1997).
The network constellations involve, for instance, the prevailing relations of power, patterns of alliances and cooperation, influential configurations of (formal and informal) relationships, and also existing barriers and rivalries. The formation of (sub-)groups, intensification of contacts, creation of new positions, rearrangement, and elimination of actor positions are all manifestations of network dynamics. The commonly employed methods of formal network analysis, such as the blockmodel method, are suited for empirically capturing some of the structural and dynamic aspects (see Wasserman and Faust 1998:394 ff.). Such an analysis can be complemented by examining the emergence of an interaction or by a sociological figuration analysis (see, inter alia, Sofsky and Paris 1991).

(3) The level of interventions: The four-level concept draws a sharp distinction between interactions and interventions. Interventions arise from micropolitical calculus of individual actors and thus reflect attempts at influencing ongoing sequences of interaction. Interventions can unfold an unintended life of their own at the interaction level, as, for instance, unintentional arguments demonstrate.

For this reason, it is not only a process of assigning an identity and a position within a network, as described earlier in the second paragraph. A reduction of this kind would be the result of a purely relational constructivist perspective. Instead, actors actively individually appropriate a position, bring to bear their own motivations, and thus virtually give shape to the position in question. The motives may be geared toward consolidating or changing one’s position in relation to other actors, accumulating means of power, or actively engaging in networking. Once the “interpretive construct” (Lenk 1987) of “network actor” takes its position, the actor begins actively interpreting and reinterpreting the self and the environment to assess the potential scope for intervention. An adequate and sufficiently detailed interpretation of focal processes in networks, network constellations, and one’s role therein is a prerequisite for being able to evaluate the chances of achieving the goals of an intervention.

Thus, successfully launching an intervention requires far more than sound motives. An intervention stands or falls on the translation of motives (mental level) into calculated interventions (social actor level) based on interpretations of the interaction network adequate to the situation. The considerations entering into such interventions must be based on an adequate conception of both the network and the focus of network interactions (second level).

Ego’s subjective view of the web of relations of which ego is part is of course not identical to alter’s external view of the same network.

---

4 The concept of micropolitics (cf. Küpper and Ortmann 1992) or, in the world of employment, career politics, as proposed by Hitzler and Pfadenhauer (2003) allows observing how such motives translate into interventions.
Irrespective of the answer to the unproductive question as to which perception is more real, we maintain that actors are confined to their subjective views, which provide the only basis for actor decisions on interventions, the shape they might take, the aims pursued, and the means employed. From this, however, it follows that (empirically based) insight into an actor’s subjective perception of a network, specifically, is crucial for an adequate understanding of interventions. And this precisely is the main contribution of qualitative methodology to network analysis.

To the extent that an intervention fails to achieve its objective, this may have a root in a discrepancy between the internal and external perceptions of the respective networks since how the other network actors receive and respond to an actor’s contribution plays a decisive role in goal attainment. Transforming an intervention into a contribution to interaction is for the most part the product of interpretations on the part of a “community of interpretation.” In the process, the interpretation does not necessarily have to focus on the essence of what the initiator actually intended. For instance, there may be a deliberate misunderstanding. For this reason, it cannot suffice to limit an actor analysis to interventions and their underlying motives. Rather, the key to a relevant analysis of interaction is to also consider the modalities and appropriateness of alter’s interpretations as well as the prevailing set of social relationships. Seen from this angle, producing and interpreting stories can be conceived of as a particular form of intervention.

The success of an intervention is not in the hand of the intervening party alone. It also depends on the circumstances of a network, which can never be completely transparent to any individual actor. That means that, in principle, any actor’s deliberate efforts can have unintended side effects no matter how straightforward the intention. Yet, actors have no other choice than to launch interventions to the best of their knowledge, time and again, in order to give their motives a form of expression to which others can potentially respond in the first place. It has already been mentioned that qualitative procedures

---

5 This corresponds with the insight Berger and Luckmann (1966) adopted from Cooley, Dewey, and Mead according to which actors in constituting interaction are required to engage in a “reciprocity of perspectives.”

6 Because there does not exist any isolated actor position in a network, an intervention strategy can fail no matter how much care and determination go into planning. Other network actors may engage in counteracting strategies that are more influential, or network structures and dynamics may deflect an intervention in other directions. Such changes in direction thus result from actors providing stimuli that trigger a chain of interactions at the network level; the emerging paths of interaction lead to a change in direction or, rather, to an autonomous momentum that may run contrary to the initiator’s intentions.
of collecting network data are the methods of choice for collecting empirical information about such interventions and interpreting them (e.g., observation methods, video analyses, interviews reflecting past interaction). Only qualitative methodology permits accessing the subjective perception of actor constellations and social relationships that is required to gain an adequate understanding of the concrete interventions observed. Nevertheless, quantitative methods should not be excluded at this level (e.g., to analyze the “community of interpretation” in an adequate way).

(4) The level of emotional expression: From the actor’s strategic activities with regard to focal interactions, we must distinguish analytically the signals an actor sends in face-to-face situations. They express the degree of actor affiliation with the respective network of social interaction and the prevailing semantic context (e.g., a youth subculture with its own jargon, norms, and values). Such affiliation is mainly expressed via ritualized action or non-verbal communication in everyday face-to-face interactions. Pongratz (2002), for instance, was thus able to show that controversy with superiors can occur at the workplace without threatening the formal social order if employees at the same time send signals of subordination at the non-verbal level. Such demonstrative expressions of acknowledging the prevailing social relations play a key role in maintaining and perpetuating an ongoing interaction. They are additional signs indicating the “proximity” or “distance” of two network actors that are accessible to (qualitative and quantitative) observation methods. In this sense, they can serve as a potential corrective to the subjective assessments of social relationships obtained through qualitative methods. For a long time, interpretive approaches, conversation analyses, and analyses of interaction systems (cf. Garfinkel 1986; Suchman 1987; Goffman 1988; Sacks 1992; Luff et al. 2000) were by and large the only approaches in sociology to take expressions of this kind into consideration. In recent years, however, greater efforts have been made to find appropriate means of empirically capturing the meanings emanating from gestures, facial expressions, and body postures (for the state-of-the-art of this line of research, see Pongratz 2003:172 ff.). Those subtle expressions that accompany any

---

7 Strictly speaking, this also represents a level of intervention in its own right. Since these interventions are of a special kind, requiring their own specific methodology, it makes sense to introduce an analytical level of its own for such interventions.

8 In this case, we are looking at a second possibility of qualitatively approaching network structures based on observation alone. The individual relations that make up the overall picture of the web of relationships gained from other data sources are determined more precisely by the systematic observation of the respective encounters. The key issue is how the mostly non-verbal representations and expressions of affiliation indicate “proximity” and “distance” to the respective counterpart.
activity also extend legitimation to the semantic framework. They are to be recorded and analyzed in exemplary situations (such as the routine meetings of an administration) based on observation methods (video recording; cf. Häussling 2009).

Those four levels interlock in many ways: Non-verbal expressions of affiliation make use of semantics that allow conveying pleasure, approval, closeness, or other emotional states in a certain interaction setting through facial expression, gestures, body posture, or tone of voice. The same holds true for interventions. Interventions, too, rely on semantics that define a contribution, for instance, as an order, a question, or an act of assistance. Those semantics are of a collective nature, for actors employing such forms and patterns in making their contributions are aware of the fact that the other participants have internalized their meanings (via socialization and processes of learning) just the way they themselves have (see Berger and Luckmann 1966:129 ff.).

The network level assumes a key position in this multilevel model because the effects of micropolitical interventions on the formation of interactions can be observed at this level as can the ways in which the given semantic framework is appropriated and put to use. Since the community of interpretation translates interventions and non-verbal expressions of affiliation into contributions to interactions, those interventions and expressions take effect at the network level by influencing interaction processes also shaped by social structures (e.g., power structures) and the autonomous momentum that such processes unfold. Sometimes, a new semantics of interaction can also be established at this process level (e.g., a new greeting ritual as a sign of identification and belonging to a subculture) and then may enter into the semantic context of interaction. Operationalization of these theoretical considerations will be exemplified using the following case study.

A Case Study on the Implementation of Knowledge Management in a Company Department

This case study is a companion study of the implementation of knowledge management measures in the sales department of an auto manufacturer. The semantics of knowledge management is situated in a field
of tension rooted in developments within businesses throughout the Western world, which are widely debated in public discourse (societal semantics). Among these developments are the widespread introduction of information and communication technologies in business administrations and the intensification and interconnectedness of information flows that go along with it; reduced product life cycles in nearly saturated, hotly contested markets that have become global; the far lower cost of industrial production in so-called developing and newly industrializing countries; an increased customer orientation geared toward providing higher quality services; a sharp rise in the complexity of the work and decision-making process of businesses; staff fluctuation due to personnel cutbacks, relocation of production; and so on; and the globalization of markets (for goods and services as well as labor markets) and competition requiring businesses to engage in networking with their environment (e.g., business networks [cf. Sydow and Windeler 2000], outsourcing, juridification, Europeanization, etc.).

Those ubiquitous developments at the same time indicate an increasing knowledge orientation of businesses, which has far-reaching consequences for interaction among employees (cf. Reinmann-Rothmeier and Mandl 2000). It is characterized by a sheer explosion of information and the elevation of knowledge transfer to become a key issue in the business process. As far as the transferred contents are concerned, they not only involve matters of greater complexity (due to the higher degree of interconnectedness) but typically also have a much shorter lifespan than in the past in terms of topicality and validity. Those transformations go hand in hand with dense informational interdependencies between organizations and their environments (increased market dependency, financial interdependencies, etc.), resulting in communication virtually overrunning company boundaries and thus rendering them less significant.

These and other features of an increasing knowledge orientation of businesses also entail a number of problematic consequences for everyday work life, which so far could not be contained even by the most sophisticated information management systems. One such consequence is the informational overload employees face, which becomes most conspicuously manifest in overflowing mailboxes. In connection with this, potential sources of knowledge may suffer from a loss of transparency. Simultaneously tackling the same problems in different departments in an uncoordinated fashion or even disregard of important information are possible consequences. At the same time, there is a danger of important information remaining unused.

10 In many companies, that development in particular has led to the dissolution of informal structures that had evolved over lengthy periods of time and had ensured an effective knowledge transfer among colleagues.
Businesses employ the semantics of knowledge management to respond to these global developments. These semantics seek to establish new standards for knowledge transfer, communication, and information exchange within the company. The goal thus is for business processes to accord with those imposed semantics in the future. For this reason, I will first briefly introduce aspects of the knowledge management doctrine relevant to the case. Then I will turn to the concrete case under study. The following sections are divided up according to the four-level concept. While the first section introduces the level of semantic context with reference to the case under study, the second section is devoted to the level of concrete interaction. The level of interventions by department staff is addressed in the third section before finally the level of expressions of affiliation is discussed in the fourth section.

On the Semantics of the Knowledge Management Doctrine

For more than a decade now, the management concepts of “the learning organization” and “knowledge management” rate highly with business consultants, businesses, and even with non-profit organizations. Willke defines knowledge management as “the totality of organizational strategies for the creation of an ‘intelligent’ organization. With regard to persons, it involves the level of competence, training, and learning capacity of the membership throughout the whole organization; concerning the organization as a system, it is a matter of creating, utilizing, and developing collective intelligence and the ‘collective mind’; and as regards technological infrastructure, knowledge management is primarily about how and how efficiently an organization puts to use a communication and information infrastructure matching its mode of operation” (Willke 2001:39 – author’s translation from German). Consequently, knowledge management measures have to prove adequate in the following three dimensions:

(1) The social dimension: The social dimension paints a new picture of employees as valuable bearers and creators of knowledge; in terms of employees’ everyday work experience, this demands coping with new knowledge-oriented tasks, responsibilities, and

---

11 Management jargon is deliberately used throughout the entire chapter to capture linguistically the formative power of semantics as it transforms social relations. That which is posited almost as an absolute in pleasant-sounding terms has grave consequences for the employees, no matter whether they applaud or attempt to fend off the measures in question.

12 For the concept of the “learning organization” see, e.g., Probst and Büchel (1998).
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Objectives. Social competence, in particular, plays a key role as a necessary prerequisite for openly dealing with knowledge.

(2) The organizational dimension: At the organizational level, knowledge management measures are expected to contribute to creating a knowledge-friendly organizational culture. Reducing the mechanisms of control, improving the transparency of decisions, a considerate and cooperative style of leadership, and establishing new generally binding standards for knowledge transfer are considered to be especially important means of achieving that objective. Such a call for self-organization and decentralization in conjunction with delegating decisions corresponds with the insight that processes of growing complexity and dynamism escape deliberate organizational planning and control.

(3) The technological dimension: This dimension of knowledge management is often referred to by the catchword “information management,” which denotes the development of new and more “intelligent” databases and data networks (e.g., Lotus Notes).

There hardly exist any specially developed management measures for this purpose. Rather, knowledge management deliberately relies on a new mix of methods that have proven effective in the past decades (lean management, teamwork schemes, etc.) (see Wuppertaler, 2000:77–94). The novelty of knowledge management lies in the focus on improving the process of knowledge transfer as well as communication and information exchange within a company (also see Willke 2001:19 ff.). New standards of organizing the future workflow are to be imposed – or, cast in the terminology proposed in this chapter, work situations are framed by a semantics that becomes the key measure for individual and collective success.13

The network level of interaction

In examining the network level of interaction, we may analytically distinguish two axes of interpretation as shown in the second section. One axis is supposed to represent the structural aspects of the social entity under study; in this case, it is the sales department and how it

---

13 As is the case with many management measures, such a new semantics can of course also be used to lay the argumentative groundwork for changes already planned (such as reducing or rejuvenating staff). Nevertheless, the means cannot simply be chosen at will. The measures are adopted based on expectations that they will help a company cope with its most urgent problems.
is embedded in processes of knowledge transfer that extend beyond the individual departments. The other axis sheds light on the dynamic aspects of this department. Since both aspects are closely connected, they will be introduced accordingly in an interconnected fashion. The following section is organized according to the sequence of events: The first subsection is concerned with the actual state of the department and the appropriateness of change. The second subsection addresses the implementation phase and introduces the measures in detail. The third subsection describes the anticipated scenario of the department’s future underlying those management measures: How is knowledge transfer to take place, and what structural framework needs to be created for this purpose?

The Department Status Quo and Expediency of Change

The sales department of an auto manufacturer at the center of the study\textsuperscript{14} consists of 50 employees organized in five teams. Each team has a team leader, and a department manager is in charge of the department as a whole. The fact that the department was newly formed six months prior to the study by merging two previously (also spatially) separate departments poses a special challenge. Subdivision A might be described as the “old factory culture.” It consists of two large teams, the members of which mostly entered the company as trainees and have worked there for decades in jobs with a strong technical focus. In contrast, subdivision B can be characterized as “business-minded.” It is comprised of small dynamic teams who operate with a market focus. Most employees of subdivision B are university graduates and considerably younger than the subdivision A staff. The employee interviews show that at the outset there existed a rivalry between the two department cultures. Even four years after the merger, there were still few contacts extending across the old boundaries. In spite of measures designed to enhance networking across the newly defined areas of work and responsibility of the individual teams, the traditional reservations were further cultivated (both sides referred to one another as “those over there”).\textsuperscript{15} Thus the quantitative analysis performed on the catalogue of network analytical questions contained

\textsuperscript{14} In this study, data were collected in three waves in 2003, 2005, and 2007: All employees were interviewed and asked to complete a self-administered questionnaire, expert interviews were conducted with executives, documents were analyzed, and participant observation was carried out.

\textsuperscript{15} Even a future workshop that in the course of an entire weekend gave department staff an opportunity to openly voice problems, fears, and concerns and get to know “those over there” failed to yield any lasting effects.
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in the questionnaire, which all department staff were asked to complete, produced a telling, sobering account of the status quo. Although we observed that in individual cases regular channels of communication had been established between the previously separate subdivisions A and B, as far as informal contacts were concerned, department staff not only perpetuated the antiquated divide but also engaged in team-specific processes of closure. Figure 4.1 shows the results of the analysis.

Already before the merger, the department staff’s daily tasks largely consisted of obtaining information for sales purposes and preparing it for various target groups, for instance, in the form of operating manuals. Finding the information needed at any point in time is a contingent process in light of today’s information explosion. Thus, the majority of staff members complained in the interview about spending most of their time looking for adequate information. At the same time, they are swamped with a mass of irrelevant information especially by email.

The department crucially depends on information supplied from outside of the department and in turn is required to provide knowledge to third parties as well. Among the external sources of information are other company departments (in-plant relationships), sales departments in other countries (in-company relationships), the network of appointed dealerships referred to as the field organization (external relationships), and (big) customers (external relationships). From a network theoretical point of view, sources outside the department represent peripheral nodes of the network that are grouped around the department as the network core, which displays a higher density of information exchange. The department is not only the hub for collecting, processing, and

---

16 The response rate to the questionnaire was 70%. However, part of the respondents showed reservations in answering the network analytical questions, especially concerning informal contacts (even in the light of legally binding guarantees of anonymity).

17 The leader of the team Technical Consulting (node 22), who headed a team of the other subdivision prior to the merger, is an exception in this respect.

18 Note the following for a better understanding of the illustrations: As to the intensive formal relationships, four questions were asked requesting the respondent to name the three most important persons in each case. Figure 4.1a presents the aggregate results. Two questions were asked regarding the most prominent informal relationships (again responses were limited to naming three persons). The results are summarized in Figure 4.1b. The respondents could also name persons outside of the department to whom they entertained intensive formal or informal contacts (nodes 51–61). The members of the department were assigned numbers from 1 to 50 at random. Nodes representing individual team members are shown in shades of gray to distinguish the teams. Arrows indicate relationships that can involve various forms of formal or informal interaction. Department staff who did not answer network analytical questions and were not mentioned as significant others by other persons are displayed as isolated nodes on the right-hand margin of the illustration (this involves only staff of subdivision B).

19 Almost all staff, in the interviews and again in responding to the questionnaires, referred to this type of knowledge work as the “day-to-day core activity.”
Figure 4.1. Intensive contacts: (a) formal and (b) informal
relaying heterogeneous information. It is also the place for complex
data exchanges and cooperation in generating knowledge.

In the process of department restructuring, the department manager
embraced the key idea of knowledge management to turn the department
into a “community of practice”\textsuperscript{20} organized around knowledge transfer
as the main value creating activity.\textsuperscript{21} If such a community is success-
fully established, that environment should guarantee an open exchange
of information: Problems can be discussed openly without running the
risk of getting caught up in micropolitical games – at least this is what
this management doctrine leads us to expect (see Romhardt 2002:19
f.). Forms of cooperation based on mutual trust among department col-
leagues are expected to provide the basis for processes of knowledge
transfer in accordance with the principles of solidarity. More intensive
cooperation would also create channels for accessing “tacit knowledge”
(Polanyi 1958)\textsuperscript{22} – the generally hardly verbalized practical know-how –
which is considered to be especially valuable. The measures adopted for
achieving that objective are presented in the next section.

The Implementation Stage: Knowledge Management in Detail

The department has attempted to implement a whole bundle of mea-
ures geared toward establishing the envisioned “community of prac-
tice.” The measures will be introduced in the following along the three
dimensions of knowledge management (see the section ‘On the Semantics
of the Knowledge Management Doctrine’). Improving the existing data
platform to serve as an “intelligent” IT platform for knowledge transfer
represents a technical measure.\textsuperscript{23} The platform is to function not only

\textsuperscript{20} Lave and Wenger (1991) first introduced the concept of a “community of practice.”
\textsuperscript{21} The minutes of a team leader workshop give an instructive account of this vision: “As
Sales Support Center we want to take the lead by providing convincing services, install-
ing best practice processes, and engaging in innovation. In our role as Competence
Center for demand-oriented information and knowledge management, we want to be
the benchmark [of our company] in terms of relevant product information and knowl-
edge management and enthuse our customers. We want to produce added value based
on innovative processes, high product quality, new services, and competent and moti-
vated staff […]” (internal department document).
\textsuperscript{22} Nonaka and Takeuchi (1997) discuss the significance of “tacit knowledge” for knowl-
edge management.
\textsuperscript{23} However, in an expert interview the department manager mentioned that only when
additional social and organizational knowledge management measures are imple-
mented will this platform be able to perform this function effectively and compre-
hensively. By his own account, the point is for his department to “live” the ideas of
knowledge management one day. In this context, virtually on a philosophical note,
he spoke of “creating more space” and characterized that space in terms of a “space
of thought,” a “space of support,” a “space of encounters,” a “space of time,” and a
“space for the informal” (cf. interview transcript – translated from German). We will
return to the space metaphor in more detail later on.
as an archive of knowledge, like a conventional database, but also as a
dynamic realm for the exchange of thought and experience. For this pur-
pose, discussion fora and a support function to allow retrieving informa-
tion via a search engine will be set up. Partly automated filters serve as a
first means of reducing potential information overload.

Considering the fact that two separate departments are to form
one under the banner of a “community of practice,” uniting them in
one location becomes a crucial task with great symbolic impact. The
department manager, as he explains in the interview, is well aware of
the importance of the issue.24 Much more is therefore involved than
merely creating new office space. For this reason, a new office concept
was developed as a social measure extending beyond mere building mea-
sures to give the idea of community a spatial expression. The concept
was designed to promote the development of the envisioned network
of knowledge exchange within the department. The new office concept
draws on familiar concepts of desk sharing where staff members have
no permanent workplace but choose a vacant desk as they arrive at work
(see Neuhaus 2002:42 ff.). Employees keep files and their personal items
in mobile containers waiting on them in the entrance area upon arrival
at the office. This reduces office supplies, working utensils, and personal
accessories to a minimum. In the end, the main tool required to go about
one’s work is the computer at each desk.

The office concept intends for workplaces to be arranged in a way
that actively fosters communication between the members of the
various teams. Thus, the workplaces are not supposed to be strictly
arranged according to team membership, rank, or other criteria of sim-
ilar kind. The desks are grouped in a cloverleaf fashion or set up in
groups of two or three. In addition, there are individual workplaces
for undisturbed working or ones that are equipped with special data-
base connections or software. A deliberate effort is made to create
spaces conducive to informal communication, such as a kitchen, and
also a living room–type zone for relaxation as well as meeting rooms.
Tellingly, an information center is located in a central position that
will be open to members of other departments and certain visitors.25
For legal reasons, Figure 4.2 is limited to giving an outline of the basic
principles of the office concept.

24 The department manager repeatedly emphasized that a “consensual” solution to the
issue of office space was being sought. To arrive at such a solution, the final plan was
developed iteratively in several rounds of discussions facilitated by two interior design-
ers involving representatives of all teams so that individual wishes could be taken into
account (cf. interview transcript).

25 It is telling because this arrangement also symbolizes, in terms of how space is orga-
nized, the central importance of knowledge and information to the department.
Furthermore, organizational measures are conceived to reduce organizational regulations, work guidelines, and mechanisms of supervision. This is due to the fact that, because of the complexity of knowledge transfer, forms of centralized control and supervision are obsolete. Instead, knowledge transfer must take place in self-directed ways. The more the transfer of knowledge becomes the decisive factor for success, the more important it is to provide the process with a stable, reliable, and transparent set of rules since the processes as such cannot be organized in a standardized fashion. The department manager consistently applies the doctrine of knowledge management in viewing the creation of a community spirit and peer pressure as a means of achieving the envisioned self-regulation. This consideration shall be elaborated in the following section.

The department scenario as anticipated by management: social considerations in dealing with knowledge

It has already been mentioned that by applying the idea of a “community of practice” to knowledge management the department is to become a community of competent, dedicated, and, above all, cooperative knowledge workers. To achieve this, the department has to be formed into a communication network in a way that enables greatly reducing the information load each individual must deal with. Joint efforts in searching information are perceived as a way of tapping synergies so that each person does not have to search all sources on their own. In this sense, the community functions as a catalyst and accelerator of ongoing communication and business processes. Role assignments in the community are expected to emerge on
their own from the dynamics and network structures that mark the setting.\textsuperscript{26} This leads to establishing best practice procedures that eventually turn into community standards, which all staff members are obliged to comply with depending on their role in the network.

In this respect, the individual employee can be conceived of as a “knowledge agent”\textsuperscript{27}: The community assigns staff the task of carefully researching and filtering the great mass of information for knowledge relevant for sales purposes and passing it on to the respective person in charge. Staff members are not autonomous actors but rather actors in charge of certain tasks on behalf of the community. However, the sales support center staff are not the only ones expected to assume the role of agent; rather, designated contact persons from other departments are supposed to act in this function as well (for instance, said contact person of the research and development department [R&D department in the following]). By means of establishing rapport with such persons, they are motivated to view the core operations of their own departments from a sales perspective. And it does not end here! The sales support center also casts its customers into the role of agents. Developing a system for recording and analyzing complaints enables utilizing valuable user knowledge for improving products and customer services. Thus, ideas are not only produced, by definition, in the R&D department; they can also emerge from customer feedback.

Hence, the network structure and network dynamics themselves cast those involved in the process of knowledge creation into the role of agents. As explained in the section “The Conceptual Framework of Interpretation,” we draw on White’s network theoretical conception of identity to describe this process of allocating positions (cf. White 1992). According to White, a person is assigned an identity by the surrounding social networks.\textsuperscript{28} In the case in question, following White, we may conclude that the actors of the communication network are assigned a functionally predefined agency for purposes of knowledge acquisition based on personal networks that already predispose certain individuals for the pursuit of certain kinds of information.

\textsuperscript{26} In the case study, a staff member is on good terms with a member of the research and development department due to his previous job history. Other members of the sales support center receive only scanty information from that department. The employee entertaining the good contacts will act as an intermediary in charge of all future requests for information from the R&D department. The community was assigned this task because of the specific position this person occupies in the network.

\textsuperscript{27} Although the proximity to principal-agent theory (cf., e.g., Richter and Furubotn 2003) indicated in using the notion of agent is intended, this does not mean to suggest agreement with all of its theoretical implications; in fact, I consider certain parts of the theory to be quite problematic.

\textsuperscript{28} We may thus think of networks as (individually) preceding the individual actor. In other words, the network defines the individual.
The legitimacy of the organization then is reflected less in individual staff anticipatively developing technologies of the self, as governmentality studies postulate (cf. Bröckling et al. 2000), rather than in widely observed individual compliance with ubiquitous community demands, which become manifest as pressure to conform and live up to expectations. The basic intention of knowledge management measures thus aims at systematically dismantling sanctuaries of the individual and replacing them with communialized spaces. The new department office concept sends the same message (see the subsection “The Implementation Stage”): The contents of mobile containers remain the only remnants of individuality. Everything else speaks a clear language: As a member of the department, the important issue is not where my space in the office is but rather my entry into the community. The community acts as a comprehensive support network as long as “we” comply with community demands. At the same time, the office concept actually cuts down on privacy. No matter where one is seated, one constantly faces different members of the community, emphasizing the interchangeability of the individual as a medium of the community. The person opposite to me is both observer and a potential source of sanctioning who speaks with the voice of the community. Only after taking its designated place and deferring to the community is the individual put in a position to successfully perform its work.

**Interventionist Responses of Department Staff**

But how do individual staff members respond to those new realities created at the semantic level via the doctrine of knowledge management and at the interaction network level by way of the structural measures discussed earlier? Do dynamics really take hold at the network level as management claims so that individual performance and career pathways have to conform to the new structural and semantic requirements? If this were the case, we would have to expect changes in an individual employee’s perception of his or her network segment reflecting such tendencies. In particular, we could expect to observe the contacts desired by the department manager to “those over there,” that is, to members of what was formerly the other department.

---

29 This assessment follows from the seemingly utopian demands on the “community of practice” as a “group of people (...) who perceive themselves both as teachers and students, (...) who speak candidly about mistakes and failure, (...) who listen to one another, attempt to establish a mutual understanding, and seek to avoid using their knowledge to compete for economic advantages” (Romhardt 2002:19 f. – author’s translation from German).
To assess this, staff members were presented the network map shown in Figure 4.3 during the course of the interviews – it draws on the network map used by Kahn and Antonucci (1980:383–405), which differentiates actors (or objects and circumstances) according to significance along a system of concentric circles indicating gradations of importance. Buttons representing persons are placed in the respective circle according to the significance of the person in question.30 For the staff interviews, the circle was subdivided into three subject areas. The first area referred to the key processes of value creation in the department and the role the teams and department management play in those processes. The second subject area concerned the main processes, structures, and actors (including persons not part of the team) at the team level, while the third area addressed the actor level, inquiring about the

30 Straus (2002:196 ff.) provides an overview of the variety of network maps suitable for use in qualitative interviews.
interviewee’s abilities and strengths (and weaknesses) as concerns his or her daily work.

Here we will only be able to discuss the findings at the department level in more detail. The staff members participating in the interviews were asked to characterize the department’s core activities, place the individual teams onto the network map according to their importance for those core activities, and to explain their assessment of each team.

The differences in the way the department and its main structures and processes are perceived are striking. The respective narratives are in some cases diametrically opposed. The different perceptions of one and the same department also extend to the positioning of the teams within the department. The staff referred to as the “old factory culture” (subdivision A) nearly unanimously mentioned the provision of information and technical support as the department’s core tasks – thus the tasks that their teams stand for. Those staff members at the same time complain about department management showing too little interest in those core tasks and also lacking sufficient knowledge. They see their performance not being adequately appreciated.

In contrast, the staff members of the business-minded teams (subdivision B) with few exceptions refer to product information and generating information, and thus their own area of work, when asked about the key tasks of the department. They present themselves as the teams performing the main integrative functions since they command both technical know-how and knowledge of modern marketing. They view themselves as a kind of task force that refines and processes raw technical data and facts, thus rendering them marketable in the first place. They emphasize the importance of team members’ individuality and consider soft skills more important than expert knowledge.

Accordingly, all staff interviewed – with few exceptions – rated their own team as very important. Most notably, the assessments differed along the former department boundaries. The teams representing the other department culture were considered much less relevant – and mutually so. The interviews showed that the reasons for this lie in the incompatibility of the prevailing modes of action and interpretation in the respective teams. The members of the business-minded teams viewed the teams representing the “old factory culture” as antiquated since, according to the former, the latter perceive the merger of the two subdivisions as a “hostile takeover” and fail to understand the new situation defined by saturated markets and predatory competition where good products and advice based on facts is simply not enough. Staff members of the “old factory culture” view the business-minded teams with similar skepticism. According to the former, the latter are “storytellers” who lack a firm grounding and unwarrantedly enjoy staging themselves as important.
Furthermore, the technical teams accuse the business teams of being favored by department management and trace this to their greater effectiveness in showcasing their performance and blinding department management. In reality, according to credible statements made in the course of the interviews with department management, the latter has a very critical relationship to one of the business-minded teams, to its team leader in particular.

Such misjudgments demonstrate the extent to which narratives emerging from specific positions and perspectives can take on a life of their own, lacking a real foundation that could provide the necessary basis for coming to terms with one another across team boundaries. With this lack of such a common basis, one team inevitably perceives the other’s interventions in a biased manner. Moreover, the divide can hardly be overcome since there is little willingness to consider the needs of the other team and understand its perspective. According to White and Ardelt, this is a typical process of organizational closure that entails three consequences: “First, a general disparagement of the outgroup and/or an aggrandizement of the ingroup, second, an overemphasis on perceived differences between other attributes of the in- and outgroup, as well as, third, actions relatively favoring the ingroup” (see Witte and Ardelt 1989:463–83).

Participant observation of team and other meetings and on-site at the department confirmed the impression gained based on the network map. We were able to observe that attempts at approaching one another frequently led to misunderstandings – especially concerning the exchange of information. The business-minded teams perceived the interventions of staff representing the “old factory culture” as nitpicky, too much focused on facts and too little on people, inefficient, and obsessed with details. Staff members associated with the “old factory culture,” on the other hand, interpreted the activities of the business-minded teams as superficial, out of touch with reality, and more concerned about putting on an impressive show. Barriers also exist with regard to different styles of working and strategies in dealing with problems. Whereas the teams representing the “old factory culture” in most cases go about their work according to a rigid order where problems are addressed one at a time in order of occurrence, the business-minded teams, due to their pronounced project orientation, tend toward new solutions or – if possible – toward strategies of working around the problem. On the one hand, these differences are manifestations of completely different role patterns for team members – experts in charge of certain tasks (even the team leader is first among equals) versus project managers – and, on the other, they are expressions of clearly contrasting sources of the appreciation of work – expertise versus making a convincing impression. Whenever
those working methods, role patterns, and forms of appreciation cross paths, critical situations are bound to arise.\textsuperscript{31}

The heterogeneous forms of intervention and the biased interpretations of the respective other have an adverse impact on mutual exchange. Members of the business-minded teams perceive the teams representing the “old factory culture” as simply being to slow and too little focused on essentials in responding to their requests. Conversely, staff members of the “old factory culture” get annoyed about the simplified and partly distorted presentation of technical information in glossy brochures, which, in their view, only cost a lot of money and contain mistakes that they then have to iron out in case of customer inquiries. According to their verdict, not just the brochures but also those staff members lack substance. In other words, both teams gain the impression that the others deliberately take a biased view of their own course of action in terms of its relevance and achievements while at the same time they are mostly unwilling to accept that they also represent the other team’s approach in a distorted fashion as well. This issue is also reflected in the results of a standardized survey.

Those approaches and interpretations result in processes of closure within the individual teams, which, as mentioned previously, also become manifest in ostentatious displays of team spirit. It could nevertheless be observed, especially at the level of non-verbal representations and expressions of affiliation, how the own team was used to counter the department manager’s vision of the future. This will be briefly outlined in the following final section.

Expressions of Affiliation on Part of Department Staff

According to our observations, the staff appears to come to terms with the changes demanded of them. In conducting their daily business, they resort to ritualistic patterns of behavior to express an attitude of conformity with the community. For instance, we repeatedly observed gestures indicating subordination of the self to the team (e.g., being available in case of unexpected problems). In such situations, staff frequently displayed signs of loyalty to colleagues (e.g., expressions of respect for the know-how of other team members) and engaged in expressions of solidarity, such as a repeatedly observed, expressly demonstrated chummy

\textsuperscript{31} Particularly surprising in this respect is that staff members, having changed from one department culture to the other in the course of job rotation, have also quickly assimilated the modes of intervention and also the views of the new team, and now take a critical stance toward their previous team.
behavior (putting an arm around a colleague’s shoulder, patting a colleague on the back, having a chat). In contrast, toward members of the other department culture, avoidance behavior and behavior indicating distance or lack of time (for instance by turning away from the other) was also observed repeatedly.

These and other signals expressing commitment to the community and subordination within the team can be viewed as an instructive maneuver on the part of the staff. On the one hand, they indicate to the department manager that they are willing to go along with his vision of the future of the department – in anticipation of this vision so to speak. The staff members in this way display a pronounced community spirit and readiness to defer to the community. Although this form of anticipating the changes the department manager hopes for appears to underscore his claim to leadership and decision-making authority (in spite of the cooperative style of leadership otherwise cultivated), the staff, on the other hand, seems to strategically employ such displays of conformity to delay or even obstruct the actual realization of the idea of community at the department level. For their expressions of solidarity in fact strengthen the team, establish a more favorable position for the team in terms of how it ranks within the department, and in this way clearly distances itself from the other teams. Corporate identity is thus reinforced at the team level only and tacitly played off against the department.32 A formal network analysis of the intensive informal contacts additionally confirmed that team focus (see Figure 4.1b).

Those “micropolitical” strategies (cf. Küpper and Ortmann 1992) can be taken as signs for a struggle over a four-year period over the future semantics of interaction and the fact that the department manager has failed to successfully implement the envisioned changes in spite of his favorable position in the setting. The implemented measures can actually thwart the department manager’s original intentions and, as the case study exemplifies, even lead to drawing sharper lines between the teams. At any rate, team interventions dealt a decisive blow to the envisioned model of a “community of practice.”

Whatever the outcome of the struggles over the framing of the knowledge system in the department under study, communication centered on knowledge has gained significance in any event – in the perspective of both management and staff. The stalemate can be described as a micro-political

32 The respective team leader acts as an important ally supporting his team in subverting such endeavors at forming a community since his strategic position is also threatened by that development. The observation of executive meetings revealed an accordingly tense relationship between the team leaders and the department manager.
struggle over leadership at the semantic versus the operational level. As management decides to give greater significance to communication centered on knowledge, there is also a shift in attention on the part of the staff: Since such communication processes have gained greater importance and have increasingly become an area where careers are decided, staff has no choice but to give them more attention. In that respect, at least the deeper semantics of knowledge management (irrespective of success in implementing individual measures) has prevailed in that the staff shows greater commitment to engaging in effective networking.

Conclusion

The object of research presented here represents a pronounced and thus particularly instructive case of a clash between the level of semantics (first level), the levels of intervention (third level), and the level of emotional expression (fourth level). By contrast, the interaction level (second level) as such forms the arena where the interventions take place, the new semantics (of knowledge management) take hold, and the resulting measures fully unfold their formative power. The fact that the different levels of interaction point in completely different directions underscores the need for analyzing concrete interaction arrangements from several levels.

If, in the case under study, the analysis were to be restricted to subjective perceptions on the part of staff or to semantics only, the discrepancies between expectations (of control) and staff behavior would remain invisible. The same is also bound to be true for the methodical approach. Here, too, the question of whether one should opt for qualitative or quantitative, hermeneutical or formal methods of interaction analysis is completely misleading. Rather, the question to be asked concerns the proper research design to enable a triangulation of methods. Precisely in this sense, I propose and put up for discussion the conception of interaction introduced here as a possible solution. This concept not only allows identifying and combining the perspectives and research questions related to those methods by means of distinguishing four levels; in focusing on interaction, it also emphasizes a subject area that the network subject matter is already headed for. The notion of network predisposes the sociological observer toward focusing on (webs of) relationships and processes. Qualitative network analysis, on the other hand, focuses on closely knit, significant, and time-intensive contacts of individual network actors due to its egocentric perspective. This suggests a choice of a theoretical framework based on a relational concept of interaction – even more so since, in focusing on cooperation centered on knowledge within the divisions of a company, our research concerns an
area where relationship patterns evolve and are brought to life in face-to-face interactions.

Qualitative network analysis enables reconstructing the network of interactions from the perspective of the respondent. The same perspective underlies actor interventions. For this reason, it is indispensable to reconstruct the actor’s perspective of the network. Qualitative interviews – with the aid of network maps and other forms of visualization – additionally have the important advantage of permitting the systematic tracing of ego’s significant social relationships, thus minimizing the risk of overlooking relevant persons. By contrast, by employing quantitative or formal network analysis – which aims at generating responses to network-related questions from all relevant actors – we expect to produce a topographical image of the network.

Consequently, the majority of the methods in this line of analysis address issues of cluster or clique formation, “structural holes” (Burt 2001), power relations (triad research), role patterns, and systems of social positions (blockmodel analysis). They take into consideration that interactions exhibit a momentum of their own, form corridors of action, and involve elements of power and dependency that play a decisive role in determining the further course of focal processes. Knowledge of such parameters is necessary to be able to identify at all whether an actor assumes a central or peripheral position in a network, why certain groups of people stand apart and cannot make use or can only make limited use of certain connections, and what information background they have, which in turn affects the patterns of interpretation they rely on. Those “emergent” aspects – if you will – cannot be adequately accounted for based on qualitative network analysis alone, just as formal network analysis cannot provide a detailed explanation of the reasons why a network actor intervenes in a certain way, what motivates an actor to get in close touch with certain persons – and not with others – and the qualitative attributes of such contacts.

Both approaches – qualitative as well as quantitative – are warranted. And not just warranted at that! Both approaches are of equal importance for gaining a comprehensive understanding of courses and constellations of interaction and must be incorporated in the research design accordingly. Because of this, the ensemble of empirical methods itself increasingly takes the shape of a network, the interconnections of which must of course be conceptually configured in appropriate ways. It

33 In this context, Betina Hollstein (2002:73 f.) also speaks of “ideas of relationships (perception and interpretation schemes) and normative orientations guiding action” (author’s translation from German).

34 Written questionnaires, which are generally the instrument of choice in formal network analysis, can never rule out chances of missing important others.
Social Interaction in Terms of Structure and Agency

is precisely this aspect that network research will have to focus attention on in the years to come.
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Part II

*Mixed Methods Applications*
Social Networks, Social Influence, and Fertility in Germany: Challenges and Benefits of Applying a Parallel Mixed Methods Design

Laura Bernardi, Sylvia Keim, and Andreas Klärner

Introduction – Social Networks and Fertility

In this chapter we present a parallel mixed method research design applied in the field of fertility research. Our project aims at generating a comprehensive understanding of the network effects on fertility intentions and behavior. These effects have attracted the interest of researchers in demography and family sociology over the last 20 years (Bongaarts and Watkins 1996; Kohler 2001; Kohler and Bühler 2001). The central question of our research is how intimate life-course decisions of individuals and couples about becoming parents are influenced by social interactions with parents, siblings, relatives, friends, but also with colleagues as well as more contingent encounters that constitute individuals’ social networks.

Most research in this area has concentrated on providing evidence for social network effects measured at the macro-level, for example, for a significant relation between the geographical correlation of the diffusion of contraceptive knowledge and changes in fertility behavior. Researchers also have recorded social network effects on value change concerning gender roles, the role of women in society, the desired number of children, attitudes toward cohabitation, and so on (Kohler and Bühler 2001; Rindfuss et al. 2004). Central for this research are hypotheses involving the role of social learning and social norms (e.g., Montgomery and Casterline 1996; Casterline 2001; Kohler 2001) and social support (cf. Bühler 2007). Studies about network influence on fertility choices so
far have been conducted mainly in developing countries (e.g., Kohler et al. 2001; Madhavan et al. 2003) or in post-socialist transformation societies (e.g., Philipov et al. 2006; Bühler and Philipov 2007; Bühler and Fratczak 2007), giving support to the thesis that better access to social support increases the likelihood to become parents. It is argued that in these countries traditional values and family and tribal structures are pre-dominant and therefore social networks serve as substitutes for malfunctioning or non-existent welfare-state institutions. Also, individualization and post-modern orientations – often considered as forces against social cohesion and therefore against effective and powerful influences by persons from the social network – are not so far spread in these countries. Yet, little is known about how social networks affect fertility intentions and behavior in western European societies that are characterized by individualization processes that tend to diminish the importance of traditional family bonds. Nevertheless, various studies in other research areas, for example, on the relevance of social capital for dropping out of school in the United States (Coleman 1988), yield the assumption that personal relations are also relevant to individuals’ behavior in western countries and can therefore also be applied to fertility research. A considerably large research field deals with inter-generational support (e.g. Aquilino 2005; Mandemakers and Dykstra 2008) and provides evidence for the existence and relevance of various forms of reciprocal support between parents and children in western countries. Research in the United States and other western countries on the intergenerational transfer of fertility patterns and the transmission of family values and ideals show a positive correlation across generations and among siblings (Axinn et al. 1994; Murphy and Wang 2001; Steenhof and Liefbroer 2008). Besides relatives, other relations such as peers are important factors of secondary socialization affecting fertility, as research on teenage pregnancies has shown (Billy and Udry 1985; Arai 2007). There exists qualitative evidence that peers are also influential on the fertility choices of post-adolescent populations like that composed of adult couples (Bernardi 2003). Based on these grounds, we argue that processes of social influence are effective in western settings and analyzing these processes can add to our understanding of individuals’ fertility behavior. In our research project we addressed the following empirical questions: (1) How is social influence transmitted, and which mechanisms are effective? (2) Which type of network relations are influential as far as fertility intentions and behavior of couples is concerned? and (3) How do different network structures affect these processes of social influence?

In the following we present our study on social networks and fertility in Germany using a parallel mixed methods design. We show how such a design is best suited to address our research questions, we present
how it was applied, and we discuss the benefits and limitations of such a design.

**Applying a Parallel Mixed Methods Design**

**Social Networks and Fertility in Eastern and Western Germany: An Empirical Case Study**

Our study is located in two settings in Germany: an eastern German city and a western German city. We chose a comparative approach contrasting persons from eastern and western Germany, because evidence shows their fertility patterns differ and little is known about variation in the composition and structure of their personal relations.

Germany can be described as a country comprising two very different fertility patterns, which have been identified as two different fertility regimes (Kreyenfeld 2004): one in the eastern part (the former German Democratic Republic or GDR) and one in the western part (the former Federal Republic of Germany or FRG). The differences can be seen in the age of the mother at the birth of the first child, as well as in the level of childlessness. Women born in 1940 in East Germany gave birth to a first child on average at age 22, while their West German counterparts were older by 2.2 years. The difference increased to 4 years in the cohorts born in 1958. The FRG generation of 1958 had children later, if at all: The percentage of childlessness rose to 23 percent (compared to 12% in the generation of 1940), whereas in the GDR it dropped from 12 percent to 8 percent for the same generations (Kreyenfeld 2001). At present, parity progressions to first birth are faster, and to second births they are slower by age in eastern Germany (Konietzka and Kreyenfeld 2004). Moreover, being enrolled in education or being unemployed strongly lowers the risk of childbearing in western Germany but much less so in eastern Germany (Kreyenfeld 2001). The differences between eastern and western Germany date back to the time of the division of Germany after the Second World War. The political regimes had fundamentally different social and family policies: Social policies in the GDR were designed to favor women’s labor-force participation. They were geared to minimize job interruptions after childbirth by supplying inexpensive childcare. It is not surprising, then, that women’s labor-force participation in 1989 was 82 percent in the GDR – mostly full-time jobs – compared to 56 percent in the FRG (Hülser 1996:47). In the FRG, however, state support for parents was oriented toward an “employment–motherhood sequence,” with mothers who had small children experiencing long interruptions and employed at the most part-time. The consequences of the different family policies survived the post-unification policy changes, possibly owing to the transmission of consolidated differences in values and perspectives from one generation to the next.
Few studies have compared systematically social networks in eastern and western Germany and do not converge in their results. While some find considerable differences in network composition, as, for example, a higher share of kin in eastern German networks (Uhlendorff 2004), others stress that the composition of the networks has changed considerably in both parts of Germany after the unification, and that one should not overstate the pre-unification differences (Nauck and Schwenk 2001). Given these premises, our research aims at:

1. Exploring the mechanisms of social influence on fertility intentions
2. Identifying the informal relationships salient in fertility decision-making
3. Analyzing how the mechanisms of influence and structural properties of the social networks are related.

On the one hand, in order to pursue these aims, our attention needs to turn to the interactions individuals are engaged in, to the flows of emotional and material exchanges taking place among network members. We need to understand the meaning attributed to relationships and exchanges by the individuals involved in them. On the other hand, we need to know about the structural properties of the networks, like their size density and composition.

The exploration of processes of social influence, the meanings and relevancies attributed to personal relations as well as to the process of family formation, is best achieved by qualitative research methods. Qualitative methods follow the guiding principles of openness to the subject, of considering the subjective perspectives of the persons involved and their multidimensionality and aim at “understanding” the “subjective meanings” individuals give to their action (Flick 2002:25). Research instruments that follow these principles allow to explore a topic and give a “thick description” (Geertz 1973) – in our case – of the personal relations and processes of social influence involved in the process of thinking about family formation.

The need to understand meanings and processes in their structural context, however, calls for quantitative research methods. We want to compare network structures among respondents forming different subgroups. Therefore we need to collect an adequate amount of comparable network data.

Our perspective is therefore both actor-centered and structural; we collect data that are both explorative and standardized (cf. Hollstein, this volume). For this reason we apply a mixed methods research strategy combining open and standardized procedures of data collection and aim for a (for qualitative projects) rather large sample size, which will
produce qualitative insights into individual perceptions and meanings as well as standardized measures.

Social Networks and Fertility: A Parallel Mixed Methods Research Design

The mixed methods approach has proven useful in a variety of empirical social research topics, such as the welfare of children and family (Burton 2004), the labor market behavior of ethnic minorities (Nee et al. 1994), as well as women’s social capital (Hodgkin 2008). Yet, researchers interested in population processes and phenomena have rarely taken advantage of the experience of neighbor disciplines. There are still very few empirical studies based on mixed methods approaches and most of them deal with non-western populations (e.g., Short et al. 2002). Claire Bidart and Daniel Lavenu (2005) studied the impact of different life trajectories such as entry into the labor market, geographical mobility, and family formation on the size and composition of the personal networks of 66 young people in Normandy (France). But, to our best knowledge, none of those studies addressed the inverted effect of social network influences on family formation behavior.

Combining qualitative and quantitative approaches often results in difficulties due to the different epistemological positions and different research cultures they are based on; however, many authors argue that “there are more overlaps than differences” between both research approaches (Brannen 2005:175). They stress that it is not only possible but also helpful to integrate qualitative and quantitative research in one design, for one method can compensate for the weaknesses and blind spots of the other (Flick 2002).

The mixed methods design may involve different forms of sequencing and sampling patterns (cf. Hollstein, this volume): One way is to conduct a (representative) large quantitative survey first and then as a second step choose some of the survey’s respondents for a qualitative interview (cf. Maya-Jariego and Dominguez, this volume); an alternative way is to first conduct qualitative interviews and then use the results to develop a survey instrument which is then in a second step used on a representative sample of the population. Both sequential designs are very resource and time intense. An alternative is a parallel design, applying qualitative and quantitative instruments simultaneously onto the same sample.

A combination of both methods can take place on the level of data collection, but it may also take place on the level of data analysis: Qualitative data, for example, interview passages, can be quantified by
determining the frequency of categories and using statistical methods of
data analysis.

We have opted for a parallel design, applying qualitative and quan-
titative instruments simultaneously onto the same set of respondents –
mainly for two reasons: one methodological and one practical. From the
methodological point of view, we had an interest in testing the impact of
the structural features of the networks like their heterogeneity and their
degree of density, with the narratives about fertility and family plans.
More practically, a sequencing procedure with two different samples
would have been more time consuming and costly, and we did not have
the resources for it. This strategy allows us to produce complementary
data and we try to benefit from the advantages each method holds while
minimizing the disadvantages (Hollstein, this volume). At the level of
data collection we decided to combine (a) a qualitative interview with
(b) a standardized collection of network data and some relevant network
partners’ characteristics. At the level of data analysis, we conducted
qualitative analysis using such methods as thematic coding, but we also
quantified qualitative data so they could be included in the analysis of
the quantitative network data and bring together insights from the qual-
itative and quantitative analyses on each case.

In the following we first introduce the sampling procedure and later
the instruments of data collection and the reasons why they were chosen
in detail.

Social Networks and Fertility: A Parallel Mixed
Methods Sampling Strategy

Deciding for a mixed methods strategy that applies qualitative and quan-
titative instruments of data collection onto the same respondents asks
for a special sampling strategy. Thereby tensions arising from the epis-
temological different positions need to be solved. Qualitative research
aims at a maximal variation in experiences. In the tradition of Grounded
Theory this asks for a theoretical sample that samples along the way of
analyzing the data and adds new cases until a certain level of saturation
in the analysis is reached. A more predictable and less time-consuming
alternative would be a quota sample that specifies the characteristics for
which maximal variation is searched for. Qualitative samples usually
comprise a rather small number of cases because data collection and
analysis of each case is very time intense. Quantitative research, in con-
trast, aims at measuring the effects of selected variables in a population.
The sample therefore is clearcut and representative of the population.
Samples in studies using quantitative research instruments are usually rather large in order to calculate significant statistical results.

We found a feasible compromise in using a quota sample. We set a minimum number of respondents that should have certain characteristics (residence in eastern or western Germany, level of education, gender) that should provide an adequate basis for statistical analyses in order to measure some of the effects of social networks on this particular population. Additionally, we restricted our sample to respondents with medium or higher education, excluding respondents from lower social strata. We focused on persons with medium and higher education who were prone to extend their educational periods because it is known that longer terms of education can lead to postponement of childbearing.

Respondents were collected based on a purposive sampling of individuals. We collected a primary sample, or ego sample (with all egos being the individuals selected through the quota sampling procedure). The criteria defining the quota for the ego sample are the city where the individual spent his or her secondary school years and the type of school and school class attended. We selected two highly comparable German cities situated in the north of the country at the shore of the Baltic Sea: Rostock (eastern Germany) and Lübeck (western Germany). They are comparable in the size of their resident population (around 200,000 inhabitants) and, for example, their relatively high unemployment rate (13.8% in Lübeck as compared to 7.6% in western Germany, and 18.2% in Rostock as compared to 17.7% in East Germany in the year 2002). They shared the same religious, historic, and economic background until the Second World War. After the post-war period Rostock and Lübeck were subjected to different political, economic, and social systems, the German Democratic Republic (East Germany) and the Federal Republic of Germany (West Germany), which affected all areas of individual and social life, and therefore also different family and fertility regimes emerged. The type of school attended is either a Gymnasium (equivalent to the American high school or the British grammar school) or a Realschule (an intermediate secondary school), providing a medium or higher level of education. Egos graduated from school between 1991 and 1994 and were thus aged between 27 and 31 at the time of the interview. We chose this cohort because family formation is likely to be a salient issue for individuals of this age group and because the social network of these individuals may have experienced parenthood. We aimed at collecting interviews for the ego sample with 8 men and 8 women of each type of school for both cities, which adds up to 32 ego interviews in each setting. Respondents were identified via school classes. We contacted all
schools with an official letter to the school director asking for a contact person of the respective graduation years. Additionally, we contacted individuals of these schools via a social network site based on school classes. After we had some initial respondents we conducted a snowball sampling by asking these respondents to name further individuals with whom they spent their school years.

In addition to the ego sample, we collected a subsample composed of three relevant members of egos’ social network (alters’ sample). Each main respondent was asked if his three most important network partners (alters) would agree to be interviewed. The interviewed alters were then mostly one of ego’s parents, the current partner, and a close friend. Table 5.1 presents the composition of the ego and alter sample.

Contrasting ego and alter interviews promises several advantages: First, we learn from each respondent directly how they think about family formation and how they think about their network partner’s situation and do not need to rely on only ego’s information on alter’s characteristics, behaviors, and attitudes – which may not be valid (e.g., Pappi and Wolf 1984). Second, ego and alter both describe their relationship and interactions, so that the analysis can draw on information from and the perspectives of both persons involved. Third, we can receive information from alter on ego that ego could not give, did not want to give, or forgot. This can be the case with such potentially difficult and painful topics as disease, abortion, or artificial reproduction. Collecting ego and alter interviews and analyzing dyadic relations allows deep insights into the exchanges between network partners, into the meanings they give to certain issues, and allows one to study the various mechanisms of social influences and preconditions for the effectiveness of social influence.

Our sample now is adequate for answering our research questions on the relations between networks structures and composition and, for example, the attitudes toward childbearing. However, it does not allow
generalizing the results of the quantitative data to the German population, because the respondents were not selected randomly.

Social Networks and Fertility: Mixing Methods at the Level of Data Collection Instruments

One step in mixing methods in research is to apply a combination of qualitative and quantitative research instruments. In this study a combination of four research instruments has been applied, which shall be presented in detail in this section: a semi-structured interview, a network chart, a network grid, and a socio-demographic questionnaire.

The Semi-Structured Interview

The research questions demand an instrument of data collection that allows being open but also allows having a focus on the research topic. This combination is found in semi-structured interviews as the problem-centered interviews (Witzel 2000). The problem-centered interview stands in the traditions of Grounded Theory (Glaser and Strauss 1999) and many authors describe it as adequate method for combining deductive (i.e., theoretically pre-structured) and inductive (i.e., open) elements (e.g., Mey 1999:145). It aims at the respondents’ subjective perspectives by using narrative incentives. The respondents are asked to report in detail about a certain issue. The resulting longer narrations allow deep insights into the respondents’ experiences, perceptions, and the meanings they designate to certain issues. In our case these narrative incentives allowed a detailed exploration of the respondents’ ideas and desires concerning having children as well as on their personal relations and on the processes of social influence. Additionally, narrative incentives help to avoid social desirability and short answers on a superficial level (Schütze 1977).

Problem-centered elements, however, ensure that the respondents do not stray too far from the main research issue when talking about their experiences and views (Witzel 2000). Certain topics are asked for, independent of what the respondents are talking about and how they set relevance in their lives and the meanings they attach to certain issues. For example, in our guideline we have questions on the desire for children that are also asked of persons who do not come to speak about the issue by themselves when presenting their past experiences and future plans. But that the questions were designed specifically to learn more about processes of social influence.

The interview guideline covered the following topics:

1. life course since leaving school;
2. job career, professional development and future plans;
3. partnership history;
4. family formation and having children;
5. personal relations, social influences and the social network;
6. general values and life goals, attitudes towards staying childless.

The order of these parts as well as the order of the questions within each part are not predetermined and the interviewer adapts them to the way the respondents present their views and experiences during the interview.

The general guideline was adapted according to different characteristics of the respondents: (1) For childless respondents (ego and alter), we added questions on intentions of having the first child or staying childless; (2) for respondents with children (ego and alter), we added questions on their experiences with having the first child and their intention to have an additional child; and (3) for respondents from the older generation, who already have adult children (mostly egos’ parents), we added questions on their past experiences with family formation and how they view their children’s situation today and what they would advise them. This part of the interview provides us with rich information on biographic events after graduation, ranging from school, partnership history, the current partner, orientations, meanings, and expectations concerning childbearing, interaction with the partner on the topic, the characteristics of informal social relations, and interaction related to family formation, life-course goals, and expectations. The qualitative component of our study relies partially on the systematic analysis of this part of the interview through theoretical and thematic coding (Strauss and Corbin 1998; Flick 2002).

The Network Chart

To assess and evaluate the influence of social networks on fertility choices, we use an adapted version of the hierarchical mapping procedure employed successfully in social psychology (Antonucci 1986; Straus 2002).

We asked respondents to use a diagram of six graded concentric circles, with the smallest circle in the center containing a word representing ego as displayed in Figure 5.1.

Each of the circles represents different levels of the perceived relevance of the network partner, and we rated them numerically from the outside of the chart, labeled 1 (a little important), to the inside of the chart, labeled 6 (very important). The space outside the chart is labeled not important at all, and the lower right corner was reserved for persons perceived as problematic. The network chart was done for each respondent separately, but we were able to link the data of ego and its alters for further analysis.
The chart was introduced by a name-generating question, which was read to each respondent:

The mid-point of the circles represents you. In the circles around, you can place persons you know. You can also indicate how important they are to you at the moment. The two closest circles are for very important persons, the next two circles are for persons who are important, and the two outer circles are for persons who are at least a little important. Outside of the circles you can place persons who are not at all important to you or rather problematic.

Then the respondents were asked to indicate the first name of their network partners on colored and sticking markers and to place them onto the network chart. Since a major challenge in network research is how to define the boundaries of networks (Hollstein 2006) and how to efficiently collect relevant network partners, we decided to use this rather vague stimulus of “importance” and give the respondents freedom to explain to us what this means to them. We used the open stimulus as a first step to explore the variety of dimensions of relevance and to assess the kinds of relationships relevant to fertility decision-making. While the respondents filled in the chart, we asked them to explain their choices in their own words, for instance, the reason behind including a specific person and the meaning of placing them in a given circle.
With this think-aloud technique we also asked the respondents to specify how they interpreted the term “importance” each time. For further exploration several questions on the network partners’ age, profession, residence, frequency of contact, duration and quality of the relationship, partnership status, parity, and attitudes toward having children were asked during the interview.

The network chart is beneficial for respondents as well as for the interviewer. For the respondent, the use of the network chart brings cognitive ease when trying to recall and to describe their personal relations in the interview situation. It is especially easier for respondents with large networks to keep track of who they have already mentioned. Also, the network chart helps the interviewer to collect network data in a systematic way and to be able to ask specific questions on each person mentioned, for example, how they feel about having children. The systematic and structured form of data collection with a network chart promises better comparability of social relations than a qualitative interview alone. Additionally, it can provide quantifiable measures on the network structure. However, this form of data collection also has to be taken with a critical eye concerning the validity of the instrument (Hollstein 2001). Individuals may have different understandings of what the generator question means to them; therefore it is difficult to compare the networks across individuals. A second concern is when conducting an explorative network study you may want to be as open as possible with the network generator. A generator that collects a broad variety of relations allows analyzing which of the collected relations are relevant network partners. In all this, the qualitative part plays a major role, because it allows exploring what (a) the network generator means to the respondents and (b) the relations that are relevant for the attitudes and behavior under study. We therefore embedded the network chart into the qualitative interview, and while it was being filled out various questions on the relations inserted were as well as on the respondents’ definition of the network generator. This procedure leads to a very extensive, precise, and subtle view on the respondents’ social networks.

The network chart allows measuring the strength of the relationship between ego and her/his alters and the network size. Using this chart provides us with, on the one hand, comparable network data, due to its structured and standardized approach, but also the meanings of certain relationships and the composition and structure of the network as a whole can be evaluated more deeply within the interview.

The network we generate with the network chart shows the relationships between our respondents (ego) and their network partners (alter); this is called the first order star. The relations among these network partners (the first order zone) are not included. Therefore, we have added as a third instrument of data collection a network grid.
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0  1  2  3  4
--- --- --- --- ---
 don't know each other | met once or twice | meet from time to time | know each other well | have close contact

Figure 5.2. The network grid
The Network Grid

The network grid allows collecting in a standardized way to what extent the network partners are in contact with each other. Given that it is very time intense to collect the ties among all network partners, especially in large networks, we use a network grid that focuses only on the ten most important network partners, as indicated in the chart. The ten most highly rated persons from the chart were therefore entered into a classic network grid (see Figure 5.2).

The respondents were asked to indicate the extent to which each person mentioned was acquainted or befriended with any other in the grid, ranked on a five-grade scale ranging from 0 (don’t know each other) to 4 (have close contact). This scale allows collecting the frequency of contact and the closeness. It becomes problematic for persons who are close but do not meet often or for persons who know each other well but currently are in conflict and therefore have stopped seeing each other. Here the data collection profited from being embedded in a qualitative interview where doubts could be easily expressed and discussed. The network grid allows measuring the tie strength between the ten most important alters as well as the network density.

Network charts and grids are central tools in the interview. We use them as a mixed data collection tool in itself as they are conceived to gain in-depth information to be analyzed qualitatively and quantitatively. On the one hand, it provides rich descriptions of the ongoing social influence within the network; on the other hand, it records the structural characteristics of the ego-centered networks (density, size, closeness, and tie strength).

We deliberately chose to collect data from the same cases in the qualitative and quantitative parts of the study. The main reason for this is a theoretical one: Working with separate samples in the study of social influence on family formation would artificially create an analytical barrier between two processes that are tightly linked to each other. To have valid data on the social interaction embedded in the social network structure, we need to collect complete and complex information, including subjective meanings and norms, narratives on interaction, and information on the structure of the network. The network grid allows collecting in a standardized way to what extent the network partners are in contact with each other.

The Socio-Demographic Questionnaire

At the end of the interview a short socio-demographic questionnaire collected systematic data on:

- Ego’s socio-demographic characteristics: Age, place of living, educational status, occupation, income, working hours per week, number and age of children, religion
The socio-demographic characteristics of ego’s current partner:
• Age, educational status, occupation, working hours per week, number and age of children, religion
• Important characteristics of the partnership: duration of the relationship, duration of cohabitation, division of tasks in the partnership
• Socio-demographic characteristics on ego’s parents, siblings, and four closest friends: age, place of living, duration of friendship, educational status, marital status, number and age of their children.

The quantitative data from the network chart network grid and socio-demographic questionnaire were inserted into the statistical software STATA, which calculated network measures (e.g., size, density, ), and the data were analyzed with the help of the software EGOnet and Visualyzer.

Social Networks and Fertility – Analyzing Strategies and Empirical Findings

Our analyses have so far focused on analyzing the qualitative and quantitative material separately, as well as on mixing qualitative and quantitative analyses. The purely qualitative analyses led us to identify at least four different mechanisms of social network influence regarding fertility intentions and behavior:

a) Social support: Through social interactions individuals can gain access to specific resources or abilities owned by other persons. These resources are also termed the social capital of an individual and can give instrumental, emotional, or informational support (Bourdieu 1986; Lin 2001a, 2001b).

b) Social learning: The experiences and observations individuals make in their social networks shape their attitudes, intentions, and behavior. Social interaction provides the ground for social comparison and role modeling (Bandura 1962; Merton 1968; Dahrendorf 1977).

c) Social pressure: Social networks are the space where personal orientations and moral values are learned, discussed, enforced, or questioned; where deviance may be sanctioned and compliance rewarded. Moral values and norms can be reproduced and strengthened in social interactions, but those interactions can also contribute to value change.

d) Social or emotional contagion: Additionally, individuals can spontaneously pick up emotional states and behaviors of groups
or other individuals they come in contact with (e.g., Lippitt et al. 1952; Hatfield et al. 1994). This change in emotional state, initiated through contact with network members, can alter individuals’ behavior.

Additionally, the qualitative analyses revealed considerable differences between our eastern and western German respondents concerning the perceptions and experiences dealing with economic uncertainty and its effects on family formation as well as concerning ideas on how to organize family life and paid work within the couple and the degree to which family formation is considered as something that needs to be planned carefully. Whereas our western German respondents favored a very rigid sequential model of family formation, where job security and career perspectives of the male partner had to be established before having a child would be considered, our eastern German respondents followed a parallel approach where job security and family formation are only loosely interconnected and a balance between employment burdens and family life is desired (Bernardi and Keim 2007; Bernardi et al. 2008). We are also able to show that intergenerational support concerning child care is much more important for our western German respondents, and that this subjective dependency gives the older generation sanctioning power to enforce adherence to a more traditional model of gendered division of household and family tasks (Klärner and Keim 2011).

The analyses combining qualitative and quantitative data have focused on friendship dyads (Bernardi et al. 2007) aimed at identifying network partners that influence ego in his attitudes and behavior regarding family formation (Keim et al. 2009b) and have looked at the ideational models of the family and the perception of life goals alternative to having children (Keim 2011a) and certain related structural characteristics to fertility intentions (Keim et al. 2009a). In the following paragraphs we present selected results of these analyses that highlight the potential of a parallel mixed methods design.

**Which Ties Are Influential When Individuals Think about Family Formation?**

One major concern in network research is the correct identification of relationships that are relevant for the research question (Hollstein 2006). To identify relevant others, that is, persons or group of persons who influence ego’s framing of fertility intentions and family formation planning, we used a descriptive statistical analysis of the quantitative data collected with the network chart. Using this analysis we could determine network members’ importance by type of relationship (see Figure 5.3).
Figure 5.3. Network members’ importance by type of relationship (reprinted from Keim et al. 2009a)
Descriptive statistics show that our respondents rate persons such as partners, close friends, parents, and siblings mostly in the range of (very) important. Persons (or groups of persons) such as colleagues, neighbors, and acquaintances are mostly placed in the outer circles of the network chart and labeled as little important or not important. The descriptive analysis tells us about the subjective importance of different types of relationships and the qualitative analysis helps us to understand what the category “importance” means to the respondent. Looking at the description of the quality of the relationship, (very) important persons are characterized as engaged in frequent contact with ego, emotionally close, and give and receive help on a regular basis. In network terminology these persons can be regarded as strong ties (Friedkin 1982; Burt 1987; Marsden and Friedkin 1993). In contrast, little or not important network partners are characterized in the interview as emotionally distant from ego, and mutual reciprocity is not expected from them. Those persons can be regarded as weak ties. Against the background of our research interest, the question arises if strong ties are those who influence egos most in forming their fertility intentions, that is, if strong ties are in this case also the relevant ties. Thus, in a second step, we applied an analysis of the qualitative parts of the interviews in order to determine the mechanisms and channels of influence on fertility intentions (Keim et al. 2008). This analysis is based on the principles of Grounded Theory (Glaser 1965, 1992; Glaser and Strauss 1999; Corbin and Strauss 2008).

Our combined analysis shows that network partners that can be considered as strong ties (they are rated as “(very) important,” they are engaged in frequent contact, and they are considered as emotionally close) exert a broad variety of influences and have sanctioning power, especially in dense networks. These are mainly partners, parents, siblings, and friends. However, network partners that can be considered as weak ties (they are rated as “little important,” they are mostly not engaged in frequent contact, they are not considered as emotionally close) can be relevant as providers of certain pieces of information; especially in sparse networks they can distribute “new” information, for example, on fathers taking parental leave. These are mainly acquaintances, colleagues, team mates, former school or college mates, and so on. To know how these network partners are influential, we cannot simply infer conformity in behavior among relevant networks partners. Their influence may go in opposite directions (parents asking for grandchildren while friends postpone childbearing), and the qualitative insights show that the meanings attached vary: Children in the network can be perceived positively and motivate own childbearing intentions, and they can also be perceived negatively and prevent egos from having children (yet). Our data also showed that many respondents have certain
groups of reference,” which can be very large: “my social environment” or “my group of friends and acquaintances,” or very special, as “the people I went to school with” or “the people I went to university with.” They serve as comparative standards: Do they already have children? How many? Based on this, the respondents judge if they would be early or late if they had a child now, which is – as our qualitative analyses have shown – an important factor in building a feeling of readiness for engaging into parenthood. These groups of reference cannot be inferred from the network structure; they strongly depend on the individual’s subjective perceptions and evaluations: Who do they perceive as being in a comparable situation and who do they evaluate as worthy to compare to?

Social Networks and Ideational Models of the Family

To determine the relation between mechanisms of influence and structural properties of the social networks a second analysis focused on how young adults conceptualize their own family and if children belong to their ideational model of the family (Keim 2011a, 2011b). We have analyzed how ideational models of the family and connected values are transmitted, negotiated, and challenged in social networks for the subsample of respondents from the western German city. Comparing the quantitative network measures with the qualitative coding, we were able to distinguish three main kinds of networks, ideational models, and connected fertility intentions (a more differentiated discussion of six network types can be found in Keim 2011a).

The family-centered network is dense and includes a high share of kin and local ties (see Figure 5.4). It corresponds with the ideational model of the family as a couple with children, and mostly having children is considered a self-evident step in the life course. Respondents with this type of network either already have children or intend to have a child soon. In these networks a coherent system of values is transmitted and reproduced, and in the dense network structure influence mechanisms that involve social pressure make it difficult to challenge them. The information on having children that is available in these networks is mostly positive; it fosters and motivates respondents to have a child of their own. Additionally, having children is eased in these networks by having access to substantial support.

The heterogeneous network is sparse and contains many friends and acquaintances and only a low share of kin and local ties (see Figure 5.5). Respondents embedded in this type of network also conceptualize family as a couple with children, but although they indicate that they would prefer to have children in their life at some point, they are presently childless and mostly are postponing childbirth and discuss at length the
Figure 5.4. Family-centered network (reprinted from Keim 2011a:206. With kind permission from Springer Science + Business Media B.V.)
Figure 5.5. Heterogeneous network (reprinted from Keim 2011a:213. With kind permission from Springer Science + Business Media B.V.)
difficulties involved with taking this decision (e.g., on combining family and work, choosing the right time, finding the right partner, etc.). Due to the heterogeneity in network partners, the information and values transmitted in these networks are not consistent. Information on the positive aspects of having children by some network partners is contrasted with information on the negative aspects of parenthood by others. The respondents do not see a clear-cut sequencing of events as those embedded in family-centered networks; they rather have to find their own way of when and how to form a family. This often involves uncertainty on how to act and leads to fertility postponement. This uncertainty is also fostered by the fact that respondents in heterogeneous networks cannot expect to rely on as much support as persons in family-oriented networks, because important network partners may live too far away for regular practical help or the respondents are simply not sure if and to what extent they could ask them for help in case they had a child.

The childfree-by-choice network is sparse and includes a low share of kin, many persons that share similar interests (in job or hobby), and no or only a few children (see Figure 5.6). The respondents report that their networks have changed considerably in the last years and that they have decreased contacts to persons who have children because they lacked common interests and increased contacts to persons who do not want to have children (yet). Respondents with this type of network intend to remain childless and have actively built themselves a network that provides a niche for childlessness, containing supportive relations fitting to their needs.

One problem in social network research is to determine the causal relations of network structure and the formation of intentions, respectively behavior, as well as to distinguish selection effects from influence (cf. Steglich et al. 2010); for example, does embedment in networks consisting mainly of traditional bonds lead to the formation of traditional conceptualizations of the family or do individuals holding these traditional conceptualizations actively choose to maintain connections to family members and friends with more traditional attitudes? The problem of determining causality arises particularly when structural information on social networks is available only from one point in time as it is usually the case in cross-sectional survey data. One advantage of our mixed methods design is that we have available not only cross-sectional data from our quantitative data collection but also retrospective, qualitative data about changes in network structure and the meaning of the networks for our respondents from the narrative part of the interview. Thus, we are better able to separate the selection of network partners based on individual attitudes, intentions, and behavior from the influence the network partners exert. Our combined analysis shows that – not surprisingly – both processes are prominent. On the one hand, individuals
Figure 5.6. Childfree-by-choice network (reprinted from Keim 2011a:215. With kind permission from Springer Science + Business Media B.V.)
Laura Bernardi, Sylvia Keim, and Andreas Klärner are influenced by their network partners to hold similar attitudes and behave similarly; on the other hand, they select network partners who conform to their own attitudes and behavior. “Therefore, the opportunity for choosing new network partners as well as the ways social influences are exerted (and their effectiveness) strongly depend on the type of network the respondents are embedded in. For example, some family-centred networks are reported to be very stable over time. In these dense networks it is difficult to exclude single persons as well because it is difficult for new persons to enter the circle of friends. The heterogeneous and childfree-by-choice networks in contrast show much more dynamics and include contacts of shorter duration. Regarding processes of social influence, in family-centred networks, influence mechanisms such as as social learning, social pressure, contagion, and support motivate and foster individuals to have children, while in heterogeneous networks the influences are often less pronounced, less effective, and may go in different directions, also fostering the postponement of having children (see also Keim 2011b).

Outlook

Our project has been designed as a cross-sectional study. To learn more about network effects and the duality of social influence and the selection of network partners, a longitudinal design would be necessary. To this aim, we are currently re-contacting our respondents in order to explore if they have had a child in the meantime and how their life as well as their social relations have changed.

To capture and to measure the different dimensions of social networks’ influence on individual fertility intentions and behavior we developed a survey questionnaire based on the insights from this mixed methods project. Up until now, most survey instruments in this field of family research have focused either on the effect of communication networks on the spreading and acceptance of birth control techniques and the emergence of new values and ideational models (Kohler et al. 2001; Rindfuss et al. 2004) or on the impact of support networks on individuals’ fertility intentions (Bühler and Fratczak 2007). Our research shows that (1) these components cannot be isolated and have to be considered as interlinked and interrelated aspects of social network influence, and (2) at least two important aspects of social networks’ influence remain unconsidered: social pressure and social contagion.

To measure social network influences our questionnaire contains several instruments to collect data on the following domains: (1) fertility-relevant social support, (2) information about emotionally close persons (strong ties) as well as weak ties relevant in the fertility context, (3)
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structural information about ego’s network (size, density etc.), (4) information about ego’s perception of reference groups, (5) measurements of social pressure and contagion, and (6) information about the selection of network partners.

The questionnaire has been pre-tested and at the moment is in the field. We will have a representative sample of N = 500. The sample will have a quota of 50 percent women and 50 percent men. Since the questionnaire has only been tested with highly educated people, we will have a quota of 20 percent of the respondents with a lower level of education. Respondents are sampled for being childless and in partnership. The age range will be 20 to 30. These criteria were chosen to include respondents who are in their fertility decision-making process.

Discussion: Mixing Methods – Challenges and Benefits

In this chapter we have presented the design and some results of a parallel mixed methods research design in the area of social networks and fertility research. In the discussion we now focus on the challenges we encountered when realizing our research approach and discuss its strengths and limitations.

Challenges in Realizing the Parallel Mixed Methods Approach

In our concluding discussion we turn our attention to four main problems we encountered.

1) Epistemological orientations in the research team: When designing a mixed methods study researchers must be aware of the standard procedures as well as the quality criteria in both qualitative and quantitative methods. Since there are still remainders of the ideological divide between “positivist” quantitative and “story-telling” qualitative methods and methodological training in universities still tends to focus on either one or the other strand, students and researchers often lack knowledge and experience for using the potential of mixing and combining only seemingly exclusive methods. In the process of designing the study many choices have to be made on how to mix both methods, balancing the costs and benefits as well as the requirements of each. The researchers involved may have different interests in the project – some focusing more on the qualitative data, others more on the quantitative. The process

---

1 An internal report with an overview of the questionnaire modules can be requested from the authors.
of negotiating these interests to find a good solution for designing the mixed methods study should not be underestimated.

2) Representativity and sampling procedure: When collecting structured network data as well as qualitative data on the same set of respondents simultaneously, a first compromise must be made concerning the sampling: While qualitative sampling aims at being representative or “typical” for a phenomenon, quantitative sampling aims at being representative for a population. While the former usually comprises a smaller sample size and a circular process of collecting and analyzing data, the latter usually demands a larger sample size and a linear process of first collecting and then analyzing all data. We found a feasible compromise for combining the different sampling logics in setting a minimum number of respondents who should have certain characteristics (residence in eastern or western Germany, level of education, gender). Thus, the sample is large enough to provide an adequate basis for statistical analyses distinguishing subgroups but small enough so we could conduct extensive qualitative interviews with each respondent. Additionally, we limited the population under study, by restricting our sample to respondents with medium or higher education and excluding respondents from lower social strata. Our sampling procedure is adequate for answering our research questions on the relations between network structures and composition and, for example, the attitudes toward childbearing, but it does not allow generalizing the results of the quantitative data, because the respondents were not selected randomly.

3) Data management: Since mixed methods research deals with two different kinds of data, researchers employing a parallel mixed methods design onto the same sample also have to work with two different data sets: a corpus of transcribed interviews in text format (.doc or .rtf) and a data file usable with statistical software packages such as SPSS or STATA. Problems arise because these data sets cannot be viewed as totally independent but they are interlinked and non-exclusive. The same information may be contained in both data sets, yet in a different format. Modifications in one data set, for example, the correction of a typo in the interview or the subsequent clarification of an incomprehensible interview extract, can affect the other data set. The interview data can also be used to supplement information in the data file, for example, when missing socio-demographic details about alters in the data file can be derived from the interview transcripts. Data management in this case demands researchers who are familiar with the peculiarities of each data set. Researchers must be able to navigate huge amounts of written text as well as a complex data file with – in our case – hundreds of variables. Since modifications in one data set, for example, the creation of a new set of variables, may make it necessary to consult the other data set,
a routine of data storage and strict documentation of data modification has to be implemented. Other problems that are not peculiar for mixed methods research nevertheless arise. Coding of interview data with a software package for qualitative data analysis (Nvivo, Atlas.ti, MaxQDA) in a team of researchers is challenging. Often these packages are not suited for collaborative work and merging of codes may lead to confusion.

4) Underexploitation of data: Connected to the compromises that have to be made in the sampling strategy, which results in a rather large sample for a qualitative study, is the problem of balancing data collection and data analysis. The parallel mixed methods design of the study leads to a very time-intense phase of data collection, which produces a large amount of rich qualitative as well as quantitative data. Concerning the qualitative material we – so far – have only focused on three specific topics. Nevertheless, the data would allow processing many more research questions. Mixing methods we have looked, for example, at friendship dyads, but not yet at partnership dyads and parent–child dyads; we have analyzed mechanisms of influence and identified fertility relevant network partners, but we have not explored the composition and relevance of certain cliques.

Benefits of Mixing Methods in a Parallel Design

Despite being a demanding undertaking, mixed methods research designs have unique strengths. One major advantage lies in the potential to adopt simultaneously an actor and a structural perspective.

In our comparative study on social networks and fertility, the qualitative insights (actor perspective) are crucial to apprehend what family formation and parenthood mean to young adults and in which way they perceive their childbearing intentions being affected by the social and relational environment in which they are embedded. Only with this in-depth work can we identify the reasons why certain network members are influential and under which conditions: Respondents mention families they know and qualify them for being positive or negative examples, they estimate the support and availability they can expect from their network members, they described closeness to friends rather than relatives being built on shared values and interests, and they identify themselves as mothers and fathers with reference to relationships with their own mother and father. We realized that not only the network characteristics and positions are of relevance, but also how certain relations are evaluated as well as the meanings conveyed in social interactions (Keim et al. 2009b).

The quantitative insights (structural perspective) are best suited to collect comparable information on network structure and composition, which enabled us to build a typology of social networks (Keim 2011a).
As soon as we have finished building the quantitative data set, we will be able to use the quantitative data to their full potential and, for example, correlate them with fertility intentions.

Another strength of a mixed methods approach is that it fosters the development of innovative research methods and therefore leads to advances in methodological discussions. For example, our research contributes to the methodological discussion about appropriate tools for network data collection. The network chart proved to be an ideal tool for combining qualitative and quantitative research interests. The tool is handy and easily understandable for interviewers and respondents and visualizes the network composition within the process of data collection.

Our research contributes to knowledge of demography and family sociology. The impact of social networks on individuals’ fertility intentions and behavior, and on family and partnership relations has been acknowledged since Elizabeth Bott’s (1957) pioneering study on “Family and Social Networks”. Despite recent research in this area focusing mainly on non-western countries with the explorative qualitative part of our research we were able to demonstrate the relevance of social networks in a western country such as Germany. Further, with the combination of qualitative and quantitative research methods we were able to show relevant mechanisms of influence and their dependence on structural network characteristics.
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Two Sides of the Same Coin: The Integration of Personal Network Analysis with Ethnographic and Psychometric Strategies in the Study of Acculturation

Isidro Maya-Jariego and Silvia Domínguez

In this chapter we propose and describe a mixed method approach to assess the process of acculturation of host individuals, based on previous ethnographic and psychometric research of Latina immigrants in Boston (US) and Latin American immigrants in Andalucía (Spain) (Domínguez and Maya-Jariego 2008). Personal network analysis and visualization are combined with interviews, participant observation, and psychometric scales in a two-way iterative process of research, based on the assumption of a contingent relationship between the kind of acculturation experience and the type of personal network. This procedure is particularly useful to understand the complexities of the process of acculturation, taking into account both the topology on the intergroup situation and the interactive nature of the intercultural contact.

This chapter illustrates the application of a sequential explanatory design for the study of acculturation. It mainly uses the description of personal networks (Hollstein 2011) in combination with ethnography, observation, and the application of psychometric scales. The contributions to investigating social networks consist of the incorporation of network perceptions and interpretations by participants, examining how individuals position themselves in the social environment.

Introduction

In this chapter we propose a mixed methods approach to study acculturation processes. While both cross-cultural psychology and the sociological literature on assimilation have contributed to a more complex understanding of the process of acculturation, the grand majority of studies have concentrated on apprehending the integration experiences of immigrants. In this chapter we offer a look at the “other side” of
acculturation, that is, at the experiences of the host population, or of members of the dominant group who come into contact with immigrants, through a mixed methods approach combining ethnographic and psychometric strategies using personal networks, which is particularly well adapted to this focus of research. Thus, our methodology integrates personal network analysis with other research strategies and combines an examination of both immigrants and host individuals. First we introduce both sides of the concept of acculturation and then we review the contribution of network analysis to the study of acculturation. The third section will expose our previous mixed method research and the characteristics of this approach, and we finish with a discussion of the advantages and limitations of our approach.

The Process of Acculturation

The process of acculturation “comprehends those phenomena which result when groups of individuals having different cultures come into continuous first-hand contact, with subsequent changes in the original culture patterns of either or both groups” (Redfield, Linton, and Herkovits 1936:149). There is a long tradition of ethnographic and psychometric studies that examines the transformation of values, attitudes, and behaviors at both the individual and the collective levels. Over the last three decades there has been a massive increase in the number of studies on acculturation, examining the experience of immigrants, expatriate managers, and students studying abroad, together with other trends associated with globalization.

Although without explicitly using the term, early studies of acculturation were carried out by anthropologists and sociologists in the 1920s and the 1930s. In the “Memorandum for the Study of Acculturation,” published in the American Anthropologist, a seminal paper that aimed at defining a research agenda and at systematizing the studies in this area, Redfield, Linton and Herkovits (1936) developed a definition and some recommendations for the study of acculturation. They also anticipated that assimilation might not be the only outcome resulting from intercultural contacts, as documented by diverse ethnographic works (see, e.g., Redfield and Villa-Rojas 1943; Thurnwald 1932).

More recently, John W. Berry’s (1980) cross-cultural model of acculturation has contributed greatly to the expansion of the research in this area. It is a two-dimensional model based on the principles of (a) cultural maintenance orientation and (b) extent of contact and participation with the external group. According to Berry, intercultural contact may result in assimilation, segregation, integration, or marginalization. These four ideal types describe the situations in which individuals separate themselves
from the dominant culture (separation), adopt the characteristics of the new culture and neglecting the former one (assimilation), combine both cultural backgrounds (integration), or just experience problems managing conflictive circumstances (marginalization). This framework has been applied extensively to research in immigrants’ psychological adaptation and acculturative stress, and accounted notably for the recent focus on minorities in developed countries (compare to the diversity of contexts of the original research on acculturation).

This approach has lately been an object of criticism. From an interpretative standpoint, Berry’s framework is seen as a mechanistic linear model that does not capture the complexity of the process of acculturation. In the same vein, based on constructivist assumptions, some authors argue that this model presents a lack of attention to culture and to the dynamics of intercultural contact, whereas the concept of “strategies of acculturation” presumes intentionality and consciousness in the experiences and reactions of the individuals (Bhatia and Ram 2009; Chirkov 2009a, 2009b, 2009c; Cresswell 2009; Tardif-Williams and Fisher 2009; Waldram 2009; Weinreich 2009).

However, Berry (2009) convincingly addresses these critics. Culture is conceptualized as a pre-existing phenomenon that is also created during social interaction. In his counter-argumentation, he argues for the joint examination of psychological and cultural acculturation and defends the combination of both *emic* (involving analysis of cultural phenomena from the perspective of one who participates in the culture being studied) and *etic* (involving analysis of cultural phenomena from the perspective of one who does not participate in the culture being studied) approaches as “necessary and complementary” (Berry 2009:368). Even with certain conceptual or methodological limitations, the assessment of acculturation strategies is nowadays a core feature of cross-cultural research.

A similar and parallel evolution has been observed in macro-social studies. The literature on assimilation in sociology in the United States has changed from a straight linear model of assimilation toward a segmented assimilation model (Gans 1992; Portes and Zhou 1993). The straight assimilation model was based on European American immigrants who were culturally similar to the earlier settlers in the United States and who arrived in conjunction with the beginning of industrialization, which eventually created high-wage jobs with little education necessary. This context allowed immigrants to assimilate in a straight-line fashion. The segmented assimilation model emerged as immigrants from Latin America, Africa, and Asia arrived with distinctive cultures and identifiers in terms of skin color and language spoken, and many settled in areas where marginalized minorities already lived. The immigration wave started by the 1965 law occurred in conjunction with the
establishment of a two-tier labor market that favored a high level of education for a few while having an abundance of low-wage service jobs for those with little education. This context provides divergent assimilation paths for new immigrants, including the conventional upward, or “straight-line,” assimilation and downward assimilation in conjunction with marginalized minorities, as well as selective acculturation or the choosing of an amalgamation of both cultures and biculturalism (Portes and Rumbaut 2001).

The Other Side of Acculturation

From its inception, acculturation has been seen in both psychology and sociology as a bidirectional process of mutual adaptation. There is also strong evidence showing that acculturation entails two-way processes of change. However, as explained earlier, research has mostly been focused on the cultural adjustments and changes experienced by immigrants and minority groups. It is only in the last couple of years that the acculturative experiences of majority individuals and communities (or “host” individuals when we refer to countries receiving international migration) has attracted some new attention (Dinh and Bond 2008), suggesting that it is a neglected and promising area for research. Nevertheless, to date, very few studies on the acculturation of the native population by their exposure to immigrants have been published.

As in the case of minority individuals, intercultural contact experiences contribute significantly to the variance in the attitudes of the majority individuals toward other ethnic groups, as well as in the awareness of discrimination and racial issues (Dinh et al. 2008). However, it is not simply a reversible process insofar as differential social status may greatly condition the intercultural contact situation (Hsiao and Witting 2008). Among other factors, socioeconomic climate, political will, social norms and values, community dynamics, historical background, and the structure of the organizations involved in resettlement moderate successful inclusion of immigrants and refugees into a host community (Prilleltensky 2008; Sakamoto and Truong 2008; Silka 2008; Smith 2008; Tseng and Yoshikawa 2008).

Minority and majority members (or immigrants and host individuals) are not in a reverse equivalent position. In part the acculturation of each collective is a parallel process, because at the individual level for both – minority and majority members – the changes in values, attitudes, and behaviors depend, for example, on the content, quality, frequency, and intensity of the intercultural contact experiences. However, they differ at the meso-level: The context behind majority–minority relations provides a different context for each side of the coin. Mainstream society has
more power to define the conditions and norms of interaction, whereas
the minority has more opportunities for contact and/or to be influenced
by the exo group. In this sense, acculturation seems to be a reciprocal but
asymmetric process. We will turn to this point later; now, we evaluate
the contribution of personal network analysis to acculturation studies.

Personal Networks and Acculturation

Acculturation frequently occurs as part of an ecological transition
(Bronfenbrenner 1979), for example, migration, relocation, or inter-
national exchange programs. Recurrently, researchers document the
changes in social support networks in order to describe psychological
adaptation and social integration. Among other strategies, the building
of a typology of social support networks serves to predict adjustment,
well-being, depression, labor insertion, social assimilation, and accul-
turation (Maya-Jariego and De la Vega 2004). Most of these studies
make use of size and composition measures. Geographical relocation
generally contributes to a more heterogeneous composition and also
compels the rebuilding of social support networks in terms of size and
structure.

The ethnic composition of the personal network reflects in part the
position of the immigrant in the contact situation between minority and
majority communities. At the aggregated level, the distribution of eth-
nic composition in personal networks reflects the topology of the inter-
group contact and gives an idea about the absorption of the minority
into the majority. In both cases, following the tradition of personal net-
work studies, composition is described through attribute-based analyses
that summarize the relationships of the respondent to network members
(McCarty 2002).

However, the structural properties of personal networks may also
be a proxy to the process of acculturation (Lubbers et al. 2007, 2009;
McCarty et al. 2007; Molina et al. 2007, 2008). For instance, the
average centrality measures of host individuals in the personal net-
works of immigrants indirectly inform the intercultural experiences of
respondents (Domínguez and Maya-Jariego 2008), and the same may
be expected from other contexts of interaction between majority and
minority members. On average, host individuals play a secondary role
(compared to co-ethnics) in the personal networks of immigrants. On
the other hand, host individuals tend to gain in centrality over time,
contributing to a gradual process of socialization in the new country
for foreigners.

Furthermore, the structure of the personal network itself shows the pro-
cess of acculturation. For instance, in previous studies, we have observed
an inverse relationship between the level of metropolitan mobility and the density of personal networks of university students. The participation in two different social spaces is expressed in less structural cohesion, and it seems that personal networks gain in average betweenness in the active phases of ecological transition (Maya-Jariego and Holgado 2009). We can also expect a positive relationship between acculturation experiences and betweenness centralization of the personal network during personal transitions.  

After this review of the state of studies of acculturation, in the next sections we propose a mixed methods approach for such studies. This methodology integrates personal network analysis with other research strategies and combines an examination of both immigrants and host individuals. First we describe the research design we used in the two studies, one in Spain and the other in the United States; next we present a concrete case study of this methodology; and finally, our findings will usher conclusions on the advantages and the limitations of such a mixed methods approach.

In a former paper, we mixed methodologies to carry out a comparative study of two different minority–majority contexts (in the United States and Spain). The research was innovative both in its topic and its methods: We used mixed methods approaches to research the acculturation of host individuals. While we used two different methods, both utilized personal network analysis to examine the acculturation of host individuals in Spain and United States (Domínguez and Maya-Jariego 2008).

In the first study we obtained a sample of personal networks of Latin American and European residents in Spain: They were Argentinean, Ecuadorian, German, and Italian living in Cádiz and Seville. This procedure allowed us to identify the Spanish individuals that were experiencing direct interactions with foreigners, and therefore some level of acculturation. We compared the centrality measures obtained

---

1 *Betweenness* is the number of shortest paths between all alters that a node lies upon (it is a characteristic of an actor’s position in a network). *Average betweenness* is an aggregated indicator for the personal network, calculated as the mean of betweenness centrality of all the nodes of the network. Finally, *betweenness centralization* is an indicator of the whole graph and then a characteristic of the network.
through interviews of host individuals and co-ethnics in the personal networks of immigrant respondents, examining the socio-metric role of the former. We found that Spaniards tend to have a lower centrality measure than co-ethnics for the personal networks of the four groups that we analyzed. Personal network analysis was then combined with other strategies: First, cluster analysis served to build a typology of personal networks. This classification demonstrated that the socio-metric role of host individuals indirectly informed the stage of acculturation of immigrants. Next, we used psychometric scales to check differences between the clusters. For instance, applying the Sense of Community Index (McMillan and Chavis 1986) we observed that the feeling of belonging to the group of co-ethnics immigrated to Spain was clearly related to the type of personal network. Finally, in a second interview, personal network visualizations were presented to respondents to obtain a subjective description and interpretation of the position of Spaniards in their networks. The second study was an ethnographic study of Latin American immigrant women living in Boston (US), which served to identify host individuals playing a key role in these women’s social integration. We focused on human service providers who served Latin American immigrants to see how that exposure acculturated them to Latin American cultures. For this study, we developed a typology of intercultural contact and changes involved in attitudes, perceptions, and ideas, and we analyzed the personal networks of host individuals which were representative of each category. Specifically, we distinguished between host individuals embedded in groups of immigrants (“residents”) and host individuals with few contacts with foreigners and, comparatively, soft experiences of acculturation (“travelers”). In the middle, “frontier brokers” acted as integrative bridges for immigrants. The ethnographic typology was then combined with personal network analysis. For this, network information was collected from respondents previously classified in the three categories mentioned earlier. The graphic representations of the personal networks were presented to the interviewees, which provided an interpretation of their relationships with foreigners and their experiences of acculturation. In the immigrants’ case, it seemed that a more intense experience of acculturation was tied to less cohesion in the personal networks of host individuals.

In some way, both studies followed an inverse strategy for analyzing acculturation. In Spain, the building of a typology of personal networks was the starting point to find individual differences in psychometric scales. In the United States, the construction of an ethnographic typology was the first step before examining the personal networks of respondents. In Spain, we observed the role of host individuals in the personal networks of immigrants, whereas in the United States we examined the experience
of human service providers that served Latin American migrants, who in turn were present in the North Americans’ personal networks.

The first study shows an exploratory use of personal network analysis to describe individual differences in acculturation. In the second case, personal network analysis is used to validate the ethnography of acculturation (see Figure 6.1) (Tashakkori and Teddlie 2003). Both may be described as concurrent qualitative–quantitative approaches, with equal status (Creswell 2003; Johnson and Onwuegbuzie 2004; Ivankova et al. 2006), although quantitative methods were more significant for the research in Spain and qualitative methods were more significant for the study of Boston’s personal networks. This combination of strategies enables the investigation of the structure, the content, and the processes of personal networks at the same time, as well as a kind of simultaneous exploration from an “outsiders” and an “insider’s” view (Edwards 2010).

On the other hand, both studies coincide in the use of visualizations of personal networks to obtain a qualitative interpretation from respondents (for a description of this methodology and mixed methods implications, see Molina, Maya-Jariego, and McCarty, this volume).

In sum, although they functioned independently, these studies showed complementary approaches to researching the “other side” of acculturation. Building on this former paper, we now propose and describe a mixed methods approach to assess the process of acculturation of host individuals. The procedure is inspired by previous research, although it has not been empirically validated. It provides a generic framework to the study of acculturation, mixing the two strategies summarized in Figure 6.1. To present this interactive mixed methods procedure, as well as the integration of personal network analysis with other methodologies, is the main focus of this chapter. The methodology as well as the contributions and limitations of the approach are discussed in the following.

An Interactive Examination of Intercultural Contact

We propose a three-step procedure to examine the process of acculturation associated with international migration.
(1) Screening host individuals through the personal networks of immigrants. International migration entails different opportunities for intercultural contact between newcomers and host individuals. The members of the minority usually have a high average probability of intercultural experiences. However, host individuals fluctuate between intense direct intercultural contact and no interaction with immigrants at all, passing through indirect and vicarious experiences of acculturation. The topology of the interaction between both groups defines the distribution of individual acculturation experiences.

Examining the personal networks of immigrants is a way to locate host individuals and then to analyze the patterns of interaction they maintain with the members of the minority. For example, through personal network analysis we can obtain the centrality measures of host individuals that usually interact with the immigrant respondents. We can also examine the multiplicity of the relationship and the participation of host individuals in the cliques and clusters of the immigrants’ networks, as well as other structural properties.

The screening phase allows, first, to list host individuals who potentially experience acculturation and, second, to describe the positions and the roles they play in the personal networks of immigrants.

(2) Ethnographic study and personal network analysis of host individuals. The second step consists in examining the intercultural contact and experiences of the host individuals listed in the screening phase. Observations and interviews are combined along with fieldwork to describe the changes in attitudes, values, and behavior related to intercultural contact. Personal network analysis and visualization are also applied to detect immigrants, to describe the pattern of interactions with them, and to interpret – in collaboration with the respondents – the intercultural experiences and changes that take place after continuous contact.

Examining the personal networks of host individuals is a way to describe the types of interactions they maintain with immigrants and then to analyze the acculturation experiences they live. In a similar way to the first phase, but taking the inverse point of view, social desirability is minimized to the extent that the description of acculturation is based on the analytical information about social interaction previously obtained. Personal network visualizations are used to produce a self-report on intercultural contact and acculturation experiences.

This second phase is conceptualized in order to describe the way host individuals process their contacts with immigrants. In this case, structural analysis is used to describe the positions and the roles the immigrants play in the personal networks of host individuals.

(3) Interactive analysis of intercultural contact. Finally, the information obtained from immigrants (phase 1) and host individuals (phase
2) is compared, integrated, and contextualized. Through personal network analysis we can take micro-observations of the structure of intercultural contact between groups or communities. The combination of both approaches makes possible an interactive assessment of acculturation. The experience of intercultural contact depends on the background, values, and characteristics of the people in a situation. For instance, immigrants whose behavior and attitudes correspond to an assimilation scheme represent a different acculturation potential for host individuals than those who are more inclined to favor segregation.

Even with some limitations that we will review later, the combination of personal network analysis of immigrants and host individuals may serve as a proxy to the process of acculturation. Structural analysis of acculturation is particularly sensitive when mixed with ethnographic strategies and when personal network visualizations are used to obtain a self-report by host individuals. In this part, theory, processes, and models of acculturation orient the analysis.

The last phase is a comparison of the personal networks of immigrants and host individuals who participated in the study. Two sides of the same coin are examined in order to make an interactive analysis of acculturation.

In the next section we offer an example of this mixed methods procedure summarized in Table 6.1, with the illustration of the case of a recent migrant in Spain. The respondent was surveyed as part of the first study, but a follow-up interview was carried out to provide a full representation of the methodology.
Maria Fernanda is an Ecuadorian woman who lives in Spain, serving as a domestic worker for a monthly salary of 600 Euros. She arrived after her husband and has been residing in Seville for 2 years. At the time of the interview she was 33 years old and planned to return to Ecuador in a few years.

Her personal network is divided in three main components connected by her husband Fabian, who is the actor with the highest degree, closeness, and betweenness centrality scores. The relatives residing in Ecuador constitute a strong and dense group, representing half of the members of the personal network. Maria Fernanda, still a newcomer, keeps regular and very frequent contact with family members by phone. There is a significant exchange of informative and emotional support with them (see Figure 6.2, represented with Netdraw; Borgatti 2002).

The second half of her personal network is composed of people living in Spain. Maria Fernanda works in domestic service for her boss, Marina, and her two daughters. Although they are very often in contact, the boss and the employee maintain a very formal relationship. Five Ecuadorian immigrants and one Spaniard therefore make up Maria’s main source of social support in the host country: It is very common to socialize with other compatriots who are in the same situation following an international relocation. Usually they face the (same) problems as recent immigrants, with whom they share resources and coping strategies. Yet, as we see, Maria has also developed a relationship with a Spaniard, Marina.

Maria Fernanda’s personal network in Spain is very dependable on the contacts previously deployed by her husband Fabian. She was absorbed after her migration by Fabian’s small group of friends, composed mainly of Ecuadorian immigrants. The only Spaniard in this group is Encarna, whose boyfriend is Ecuadorian and who started to socialize with immigrants as she was serving as a volunteer in a migrant support organization.

Twenty percent of the alters mentioned by the respondent are Spaniards. Host individuals have on average a lower measure of centrality than co-ethnics. Ecuadorians have on average 2.83 times more degree, 1.37 more closeness, and 8.52 more eigenvector centrality than the Spaniards mentioned by ego.²

² Centrality is a measure of how connected the node is to other nodes within the network. Degree is the number of direct ties for each node. A single alter is highly close if it is connected by short paths to many other alters (closeness). Degree and closeness measures tend to be strongly correlated. Betweenness is the number of shortest paths between all alters that a node lies upon. See Faust and Wasserman (1999) and Carrington, this volume.
The case of María Fernanda is representative of recent migrants’ personal networks (Maya-Jariego 2006). Most of her contacts are from the same ethnic group; half of the alteri reside in the sending country and new ties are fairly contingent with the context of opportunities. In the short term, interpersonal relations in Spain seem to be related to family regrouping, imposed by the labor context or just coming from other relationships.

In this example, two types of context are relevant for the formation of inter-ethnic relationships: the workplace and non-profit organizations. The labor context provides a space for contact between immigrants and host individuals, as illustrated by the case of María Fernanda and her boss Marina’s family. On the other hand, Encarna (a Spanish woman) started to socialize with Ecuadorians while volunteering for a non-governmental organization that provides services for immigrants. In the process, she was absorbed by a group of Ecuadorian friends. As part of Fabian’s network, she established a relationship with María Fernanda afterwards.
Figure 6.3. Ecuadorian immigrants in the personal networks of host individuals
The personal networks of both María (Ecuadorian) and Encarna (Spanish) are represented in Figure 6.3, using VennMaker (Schönhuth 2007). Although not a relevant support provider, Marina (María’s boss) is the second actor with the highest degree of betweenness in María Fernanda’s personal network (only after her husband, as shown in Figure 6.2). Marina has a homogeneous network, mainly constituted of relatives and friends. The Ecuadorian working at home is the only element of cultural diversity in her personal network. Due to the power differential between boss and employee, the impact for the host individual in terms of acculturation is very small.

On the contrary, Encarna is immersed in the Ecuadorian culture. Participating as a volunteer in a program for immigrants and her Ecuadorian boyfriend have introduced her to a new way of life. She has experienced both a prolonged intercultural contact and an active process of acculturation. Curiously, intercultural experiences and interactions with exo groups are mutually dependent processes. As a consequence, interpersonal relations with more potential for cultural conflicts and acculturation are also associated to individuals with lower opportunities for interaction.

Although a Spaniard, Encarna is part of an Ecuadorian group, and her experiences and resources tend to be pretty similar to that of María Fernanda. In the case of María, domestic service is a labor context that facilitates the formation of personal relationships. However, María Fernanda has been working for only 6 months at Marina’s home. Marina is a bridge toward the host community. She is both a contact with a high potential for conflict and acculturation, and a key source of resources for the integration of María Fernanda into the host society.

Marina’s home is the only actual context for María Fernanda to deploy new relationships with some independence from her husband’s personal network. On the other hand, María Fernanda is the only actual opportunity for Marina to experience diversity and acculturation. Although difficult to persist, this is an employee-based relationship with noticeably bridging potential. For a detailed description of the ethnographic typology of host acculturation distinguishing “travelers,” “residents,” and “integrative bridges” see Domínguez and Maya-Jariego (2008).

This example illustrates the contribution of an interactive mixed methods procedure to understanding acculturation. It follows an explanatory sequence. First, the combination of quantitative network indicators with qualitative reports by respondents gives an account of the pattern of interaction, looking into both the structure and the content or processes of the networks. Second, the crossed views between the standpoints of immigrants and host individuals provide a more complex analysis of the interaction. The concurrent use of personal networks of minority
and majority members allows for a deeper understanding of the topology of intergroup contact (as in the contrast between Figures 6.2 and 6.3). Finally, we have documented the interactive nature of the analysis, emphasizing the dependence of the acculturative potential of intercultural encounters on the individuals who interrelate, as well as on the networks in which they are embedded. For instance, we have shown that María Fernanda will obtain plainly different resources when interacting with her friend Encarna or with her boss Marina.

As we have shown with this example, the three-step procedure integrates personal network analysis with psychometric and ethnographic studies, playing respectively an exploratory and validating role. To conclude, we now assess the contribution of network methods in the traditions of psychometric and ethnographic research on acculturation. The contributions of the mixed methods approach are contextualized in the psychological and anthropological literature on acculturation. We now present our findings before finishing with some reflections on the challenges and benefits of using the mixed methods strategy for the research on intercultural contexts.

**Personal Network Analysis and Psychometric Studies**

The study of acculturation generally includes the application of psychometric scales for the particular language groups and geographic contexts concerned. They are frequently bidimensional scales highlighting the explicit discourse of respondents about their values and attitudes toward the two cultures in contact, and examining the personal strategies to manage this intercultural experience. However, some efforts have been made to build more complex scales, with an orthogonal structure or a more flexible approach. Even when two groups or cultures are the main reference for the intergroup contact, the assessment of multiple senses of communities may be more appropriate and realistic (see, e.g., Maya-Jariego 2004; Maya-Jariego and Armitage 2007).

Personal network analysis is an indirect approach to the study of acculturation. It consists of a systematic evaluation of the patterns of interaction of the respondent (whether with members of the endo group or of the exo group). Unlike psychometric scales, the informant is not providing an explicit conscious declaration of his/her strategies to manage the intercultural contact. In fact, emergent structural properties are surprising even for the respondents themselves. Moreover, this procedure is less influenced by social desirability. Obtaining information on personal networks is less transparent for the respondents, whereas they can consciously define themselves according to the image of their acculturation
strategies that they would like to transmit. Actually, respondents answer differentially to acculturation questions depending on the interviewers: Individuals emphasize the original cultural characteristics when they are examined by co-ethnics and accentuate the changes in behaviour, values, and attitudes when interviewed by host individuals (Maya-Jariego 2001).

The combination of an explicit assessment and network information may be fruitful to describe the different outcomes associated with intercultural contact. It is a more comprehensive approach that takes into account both social interaction and personal identification processes. In some way, it is comparable to the simultaneous use of observation and interviews in ethnographic studies. Psychometric scales provide efficient measures of acculturation (or sense of community) and function as good empirical predictors for a wide array of subjective and objective adjustment outcomes. It has been documented that acculturation varies through different types of personal networks (Lerner and Brandes 2007; Maya-Jariego and De la Vega 2004; Molina et al. 2007). Nevertheless, as we have suggested earlier, the ethnographic approach is an alternative way to complement network information.

Finally, personal network analysis offers a description of the individual context while acculturation is focused on the direct perception of the subject. Therefore, it is a way to combine personal and contextual information, those related respectively to the processes of identification and the matrix of interpersonal interaction.

Personal Network Analysis and Ethnographic Studies

Ethnography is the study of human societies and culture through the utilization of participant observation, interviews, and/or questionnaires. A particular ethnographic design is to observe individuals as they come into contact with each other, and over time, begin to demonstrate new patterns of behaviors, ideas, and attitudes. Through observation social relationships are uncovered, and through interviews an ethnographer can begin to determine the nature of social links and attributes of the social ties involved. Once the ties have been identified and classified, one can describe the dynamics in terms of ethnography-revealed networks. Given that culture is transmitted through social relationships, ethnography can help to illuminate ideas, values, and attitudes as individuals under observation interact with each other. As such, ethnographic research is a well-suited method to understand the acculturation of individuals.

Social network analysis provides ethnographers with the opportunity to systematically collect necessary information on the relationships and
their characteristics. Through semi-structured interviews focused on social relationships, ethnographers can focus on pertinent questions as well as allow the respondents to elaborate in an open manner on particular related subjects. This type of ethnographic inquiry has been coined “structured discovery.” The in-depth interviews and observations are focused on specific topics but allow flexibility in order to capture unexpected findings and relationships (Burton et al. 2001; Winston et al. 1999). Through structured discovery, the ethnographer can use interview guides specifically focused on the attributes of interpersonal ties in terms of support or leverage, strength or weakness, and emphasize how reciprocity may be maintained or not. Through the use of inventories, ethnographers interested in collecting information on social relationships in which respondents are embedded can do so in a systematic and organized manner. In this sense, social network analysis has contributed to ethnography by providing a structured system for their discovery and definition.

Now, ethnography has also contributed greatly to the study of social networks and of their attributes. A consequent number of important works have used social networks to study immigrants and their structural assimilation and acculturation. Among these are Olwig’s (2007) ethnography of family networks and cultural identity of West Indian families spanning 60 years throughout several continents. Olwig found that being “West Indian” is not necessarily rooted in ongoing visits to their countries of origin, or in ethnic communities in the receiving countries, but rather in family narratives and the maintenance of family networks. Menjívar’s (2000) ethnography of Salvadorian immigrants in San Francisco demonstrates how reciprocity under economic scarcity cannot not be maintained, and disrupts family networks. Bashi (2007) focused on West Indian immigrants in London and New York to examine, through a network-driven dynamic, the migration of successful immigrants and to research how their social mobility, secured via anchors, that is, through an ever-expanding network based on reciprocity, assured their success. Lastly, Domínguez (2011) led a comparative ethnography of Latin American immigrant women living in low-income concentration areas to see how networks supported migrants in their process of integration. The reasons behind the termination of relationships, the maintenance of reciprocity, and the fluidity behind relationships were uncovered only after more than two years of ethnography. In addition, Domínguez demonstrated the workings of bridges (individuals who connect dissimilar groups to each other) by showing the latter’s motivations for bridging and the consequences that bridging had for the immigrant women in terms of integration.

These ethnographic accounts of social networks demonstrate this mixed methods methodology’s capacity to accurately display social
relationships as they come and go, thus demonstrating their dynamism and fluidity. Ethnography made possible the revealing of the motivations behind the action of forging ties, the consequences of those actions, and the reasons for starting and ending relationships. Ethnography allows the identification of the attributes of the social links and thus characterizes the nature of the networks as support, leverage, or both. In a certain way, it is due to ethnography that we can characterize ties. As such, ethnography permits the revealing, the unveiling, and the classifying of networks. In this sense, ethnography vividly emphasizes how relationships are intricately involved in the acculturation process, acting as social models that influence attitudes and value alterations (see also Avenarius and Johnson, this volume).

This three-step procedure has shown the potential for researching creatively integrating ethnography and network analysis. Due to the extended contact time between researchers and respondents developed during ethnography, the discovery of information is greatly facilitated. It is thanks to this relationship that more comprehensive information can be gained about the ties involved in the respondent’s social network. This also makes possible a quantitative analysis, whereby the strength of the observed ties may be assigned a number that can then be placed into a diagram using software for visualization. In sum, through the relationship between the ethnographer and the respondents, social ties gathered ethnographically can be quantified and integrated into a mixed methods dynamic.

While quotes and observations can provide a good illustration of the qualities of ties in terms of ethnicity, gender, and strength behind each relationship, the rich nature of ethnographic inquiry comes alive when one can visualize the network composition in a diagram fashion. The focus of the ethnographic component of this social network analysis was to evaluate how members of the dominant culture (or “hosts”) had incorporated immigrants into their personal networks as a measure of acculturation. Consequently, seeing the distribution of host culture as differentiated by immigrants in the network diagram was primordial (see Figure 6.3). It was in this fashion that one “resident” showed almost all immigrants besides her family members in her network (e.g., the case of Encarna in the study reported earlier). This visualization depicts the full significance of high levels of acculturation manifested in the centrality played by immigrants in personal networks of host individuals. Additionally, using a diagram made it possible to see when only a couple of immigrants were situated in the periphery of the social network of the host culture member and thus integrated into the network of “travelers” (Domínguez and Maya-Jariego 2008). In sum, the utilization of social network analysis and visualization clearly represents the composition of networks whose information was gathered ethnographically in a rich and complex fashion.
Conclusion and Discussion: Mixing Methods – Challenges and Benefits

Even with its ethnographic origin, the application of psychometric bidi-
mensional scales has been the most common approach to current studies of acculturation. In this chapter we have proposed a mixed methods pro-
cedure to examine intercultural contact, partially based in personal net-
work analysis (and derived from Domínguez and Maya-Jariego 2008).

Acculturation is understood as the mutual changes resulting from a
situation of prolonged intercultural contact. Mixed methods may con-
tribute to the topological and interactive analyses of the processes and
outcomes associated with intercultural contact. Our proposal consists of
several steps: listing host individuals through analysis of the personal
networks of immigrants; describing the socio-metric position of host
individuals in those networks; examining personal strategies and dis-
courses of host individuals about the contact situation; describing the
socio-metric position of immigrants in the personal networks of host
individuals; and, finally, deploying a theory-driven interactive analysis
of acculturation. As we see, along this process, network analysis and
acculturation assessment are mixed and sequenced.

With this procedure, ethnographic, psychometric, and network analy-
sis strategies are used in conjunction. However, it is not only a combi-
nation of qualitative and quantitative approaches but also an assessment
of structure and activity, micro and macro processes and individual and
contextual variables. The integration of strategies shows the comple-
mentarity of these methods, which in turn shapes subsequent steps in
the research process, covering especially – among others – development
functions (Greene et al. 1989).

Personal network analysis permits a topological examination of the
space of intergroup contact. It may be used to assess the insertion of the
minority into the host society structure and represent the boundaries
between both groups. On the other hand, two different points of view
are combined: the position of host individuals in the personal networks
of immigrants and, reversely, the position of immigrants in host individ-
uals’ personal networks. This entails a combination of contacts that may
result in different probabilities for the establishment of new relationships
(with also a diverse potential of acculturation).

The procedure is particularly well suited to the examination of indi-
vidual experiences. However, it has limitations when it comes to captur-
ing the collective dimension of acculturation, which would need a whole
network approach. The blending of personal networks, however, could
be used at the aggregated level to describe communities. Furthermore,
the interactive mixed approach proposed here could be replicated at the
meso- or macro-levels.
Acculturation is both a natural and cultural phenomenon (Berry 2009). There are relevant basic psychological processes underlying the intercultural individual experience. On the other hand, each context provides a particular situation of contact, which introduces variation and diversity. Both approaches can be combined so as to discover commonalities, compare individuals in different intercultural contexts, and describe the unique inter-subjective experiences of single cultures. Mixed methods contribute to the merging of nomothetic and idiographic strategies. Complex methodological approaches are required to address interactive and mutual changes of prolonged intercultural contact.
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Introduction

This chapter portrays the implementation of a fully integrated mixed methods research design aimed to capture the ongoing process of social change in mainland China. We approach the study of social change by combining the investigation of existing social structures in China with an exploration of Chinese peoples’ perceptions about the function and role of social relationships in the process of adapting to new social practices. Our specific focus for the study of social change is the recent establishment of the rule of law in China, which is perhaps one of the most sweeping social reforms in the history of the country. To capture the mutual impact of structure and cognition on the agency of a rural Chinese citizen, we used a research design that integrates not only our multitude of questions and influencing concepts, but also different types of data and a range of data collection and analysis techniques. As discussed in the Introduction of this volume, we identify this fully integrated mixed methods research design in reference to a typology developed by Teddlie and Tashakkori (2006:15).

A focus on the implications of legal reforms for social change in rural China allows us to thoroughly explore network effects in local communities. The Chinese legal system was one of the social institutions that received a major overhaul by the Chinese government as part of its economic reform package initiated in the late 1970s. In 1992, the National People’s Congress formally recognized that a sound market economy must be based on the rule of law and expected civil courts to
provide legal services to all citizens alongside criminal courts (Potter 2001; Wang 2000). This decision has provided Chinese people with the option of settling civil disputes through formal adjudication by a judge at court in addition to the traditional practice of mediation based on the principles of reciprocity assisted by a local authority.

How do Chinese citizens navigate these new opportunities for social behavior? Since norms and laws are important components of culture, our research wants to understand the significance of offering conflict resolution at court as an agent for social change and economic development. We are interested to learn how Chinese people experience this social change. In particular, we want to know how changes in the procedures of the Chinese justice system influence individual choices to engage in this alternative mode for solving conflicts. Hence, the guiding question for our research went beyond the exploration of who uses adjudication at court and why. Taking the implications of the changed rules of conduct at court into account and linking them to existing cultural practices, we ask: What explains the likelihood of taking a case to court?

Experiences during previous research projects conducted in mainland China and extensive literature review familiarized us with the specific characteristics of the Chinese social order. As the next section of this chapter introduces in detail, the traditional Chinese social system, rooted in the teachings of Confucius, is not individual-based or society-based, but relationship-based (Fei [1939] 1992). Hence we want to pay special attention to the function of social relationships in the process of finding conflict resolutions. Studying the characteristics of both whole networks and personal networks will provide us with insights to evaluate how social relationships influence social behavior at the group level and individual level. Additional data on peoples’ opinions about the role of relationships will allow us to understand the changes that the traditional Chinese social order has experienced in recent history. We also hypothesize that the structure of social relationships and the perceptions about social relationships and legal procedures influence each other and play a role in the adoption of new forms of conflict resolution.

This chapter features a description of the individual components of our mixed methods research design, including meta-inferences on the ongoing changes in rural China gained from the integration of methodological and analytical approaches. First, however, we review the background information that constitutes the context for our fully integrated mixed methods research design. This includes a theoretical reflection of the interrelation between the study of social network structures and social cognition, a cultural background that describes the specific
cultural meaning of social relationships in China, a legal background depicting the current range of conflict resolutions, and the ethnographic background of this case study, Li Village in Hebei province. The chapter concludes with a discussion of benefits and challenges of this specific research design.

Social Networks and Cognition: Studying Social Change in China

Theoretical Background: Combining Social Network Analysis and Consensus Analysis

One of the major theoretical contributions of social network analysis is its ability to demonstrate the interrelatedness of a range of cultural practices or rather the embeddedness of human behavior and decision making processes within networks of social relationships (Granovetter 1985; Schweizer 1997). This theory of social embeddedness has assisted social scientists to overcome the constraints of rational choice theory in explaining decision-making processes and adapting to social change.¹ Rational choice theory has been criticized for its narrow focus on self-interest, and the neglect of altruism and origins of choices and preferences (March and Olsen 1984; Williamson 1985; North 1990; Ensminger 1992; Brinton and Nee 1998; Scott 2001). Analysis of network characteristics such as structural holes or bridging ties (Burt 1992) allows the understanding of how informal norms, including trust, are reinforced and how information travels and influences decisions (Passy and Giugni 2001; Barr et al. 2009).

However, the theory of social embeddedness does not explain which cultural values motivate actors to interact, trust, or make decisions to adopt new practices. The personal attitudes and perceptions of individual cultural actors influence their interaction with others (Emirbayer and Goodwin 1994). In turn, perceptions and decisions, for example, the decision to participate in social movements (Rosenthal et al. 1985; Passy and Giugni 2001), can at times be influenced by positions in the network structure. Hence, a combination of social embeddedness theory and social cognition is needed to understand why some people embrace new cultural practices such as taking a dispute to court and others refrain from such activities. As we describe in the following, our research design combines the tools of social network analysis and cultural consensus

¹ The social movement literature that represents social change and the literature on adaptations of innovations have not been included in this discussion due to their extensiveness and very little overlap with the topic at hand.
analysis to accomplish this (Holland and Quinn 1987; Wasserman and Faust 1994; Weller 2007).

Social network structures reveal the dynamic processes that bring cultural actors together or drive them away. In this volume, the study of network dynamics is highlighted in the chapters by Wald, Gluesing et al., and Rogers and Menjivar. This chapter focuses predominately on network effects that are a result of internal dynamics. One area that reveals these effects is network homophily, the degree of similarity among members. Together with the notion of network density, homophily serves as an indicator of relationships that foster the development of trust, social coherence, and adherence to existing norms (Lin 2001).

Cultural consensus analysis elicits the nature and distribution of cognition in terms of what cultural values and motivations exist within a cultural group (Romney et al. 1986). This type of analysis also reveals how values and motivations are structured in the minds of actors and how they are related to decisions initiating social interactions and adopting new cultural practices, for example, the pursuit of justice at a regional court in rural China.

Cultural Background: The Traditional Chinese Social Order

Throughout Chinese history, the embeddedness in webs of kinship relations has been considered responsible for economic and political inequalities between families and their individual members. Those who belonged to particular powerful lineages had more influence than others (Ruf 1998). In the early 1950s, the Chinese Communist Party started a land reform and the collectivization of all forms of production. Party officials also abolished the existing social classes with a call for an ongoing “class struggle” against former landlords and other “bad elements,” for example, business owners (Chan et al. 1984). However, in the late 1970s and early 1980s, the Chinese government reversed its previous policies and initiated economic reforms that enabled both private business initiatives and the return of economic responsibilities to the household level. These reforms have made it possible for household members to expand their social relationships beyond kinship obligations and to engage in various business activities in addition to agricultural production (McKinley 1996; Oi 1999).

In the context of rural Chinese society, relatives and neighbors continue to be important confidantes. Former classmates also fulfill important functions. However, many of these social roles overlap, for example, a neighbor is both a cousin and a former classmate. In addition, in the Chinese world view relationships are based on obligations and responsibilities (Jacobs 1982; Kipnis 1997). Fei Xiaotong (1939), the first widely
known anthropologist in China, explains that a member of Chinese culture sees him- or herself as an individual embedded in concentric circles of society. In the core of all circles is the person, surrounded by his or her family members, followed by lineage members, the special interest groups or association he or she is a member of, and lastly the larger society. In reference to Confucian teachings, the traditional Chinese social system defines each member of society as a social and interactive being, not as an isolated, separate entity. As a result, a Chinese person sees the world as a reflection of his or her relations to others and the particular circumstances that unite them. The indigenous Chinese term for such a particularistic tie is *guanxi*. The notion of “having a *guanxi*” expresses the fact that two individuals are engaged in social exchange with each other (Jacobs 1982). The building of *guanxi* always entails the recognition of a hierarchical relationship, either in the very subtle sense of “older and younger brother” or the person “seeking” the *guanxi* relation and the person “granting” the *guanxi* relation. Following the principles of Confucius, *guanxi* arises from the obligation of subordinates to fulfill obligations to those of supposedly greater power and influence (Yang 1957; King 1994; Kipnis 1997).

To understand social and cultural changes in China, we need to investigate the current practices and beliefs regarding particularistic relationships (Yan 1992; Yang 1994; Bian 1997; Wank 2002). For our specific interest in the adoption of new conflict resolution strategies among rural Chinese citizens, the study of their social relationships needs to include an assessment of their ability to reach people outside their primary groups of local kin group members. Social relationships to people in political and economic positions at the county or provincial level might serve as a social resource that in turn influences the diversity of the local social networks (Van der Gaag and Snijders 2005). In other words, the classic approach to the analysis of personal networks with the help of name generators (McCallister and Fischer 1983) should be extended to include the collection of data using Lin’s (2001) position generator to understand social mobility. The people who can be reached by knowing somebody who knows someone in a particular position, that is, the equivalent of a *guanxi*, provide a person with influence and the means to obtain their goals. These kinds of connections might also widen rural people’s horizons and expose them

---

2 The social philosophy of relationships is founded on the Confucian principles of *lun*, which means “differentiated order,” and *li*, the “rules of proper conduct.” The concept of *lun* stresses differentiation between people, specifically fathers and sons, husbands and wives, seniors and juniors, superiors and subordinates, and so forth (King 1994). It is a system of complimentary social roles with distinct status differences.

3 An etymological analysis of the Chinese term reveals that the word consists of the meaning for “gate, passage through a gate” and “thread.”
to a different set of values. Knowing the range of people a person has access to through the resources of his or her network ties informs us about their potential willingness to choose newly established methods of conflict resolution.

Legal Background: Different Forms of Conflict Resolution Available in Rural China

In rural China disputes have traditionally been resolved through mediation by a third party rather than adjudication, as is common in most western legal systems. According to Chinese legal tradition, law was related to criminal law and mainly associated with the concept of punishment (Wang 2000; Gallagher 2006; Michelson 2007). Civil rights, supervision of government, or ideas of justice were not considered to be an extension of the law. Even though the Chinese government has made the rule of law and adjudication at court available to all citizens as part of its economic reforms program, it also made the recommendation that both informal and formal mediation at the village level and formal mediation at court at the county level should be exhausted before resorting to adjudication (Tanner 1999; Potter 2001). Dispute resolution by mediation is oriented fundamentally on the principles of reciprocity with the goal to reestablish harmony and peace in the social order (Zhao 2003). Any mediation at the village level is both the product of social relationships and the instrument that manages these relationships.

Informal mediation refers to the personal selection of a family member, friend, or neighbor by one or both disputing parties to serve as a moderator. Formal mediation takes place when two people in disagreement have reached no resolution with the help of a trusted individual and turn to the official village mediator installed by the village level committee of the Communist Party. Procedures and outcomes are then documented. If no agreement can be reached, the official mediator recommends taking the dispute to the local court at the township level. If mediation at the local court fails to come to a resolution, the disputants may take the case and present it to a judge at the county level court, who then carries out adjudication. It follows that taking a dispute to court is only the last step in a series of reconciliation efforts in which mediation continues to play a prominent role.

Typical incidents that upset the balance in relationships between family members, neighbors, fellow villagers, or business partners include disagreements about family division after a son’s marriage, distribution of inheritance, the repayment of borrowed money, or land use rights such as the inattention to borders between land plots for planting and
housing construction and the compensation for land that has been rented from a fellow villager and converted to industrial use.

**Ethnographic Background: The Case of Li Village**

Geographically, Li village is located within the administrative boundaries of Fanzhuang township within Zhao County in the Shijiazhuang prefecture of the northern Chinese province Hebei. The distance from the center of the city of Shijiazhuang is approximately 120 kilometers. The village has about 4,830 inhabitants living in 900 separate households and is widely known for its pear production. Pear production was started in the seventeenth century and brought the village a modest level of wealth that was sustained during the era of collectivization between the early 1950s and late 1970s (Zhao 2003). After decollectivization in 1983 farmers converted all agricultural space to pear cultivation.

In addition, many farmers started sideline businesses. Among the farmers interviewed for this research, only 21 percent of all households were not involved in any sideline activity. The majority of households had some stakeholder interest or ownership in a freezer facility. Others engage in long-distance trade of pears, organizing the transportation of fruits and their direct marketing in cities throughout mainland China. Additional sideline businesses in the service sector include ownership of convenience stores or market stands, repair services, and restaurants. Several households own or are co-owners of factories that produce goods needed for pear production and distribution, such as paper mills, paper carton factories, fruit net factories, and soft drink factories. Finally, a few households have members who work in these factories as wage laborers or earn a salary by teaching in the local school or working on construction sites.

Administratively, Li village is presently treated as a single entity that together with other neighboring villages belongs to a nearby township which in turn is part of a county and its administrative services. During collectivization the village used to be organized into eight separate production teams. At that time the village itself constituted a brigade that belonged to a commune (Guldin 2001). The latter was equivalent to the present-day township. Although the village is now considered a single administrative unit, the division into eight production teams continues to be recognized by villagers. For example, informants specified the addresses of friends and family members as located in a particular production unit rather than a particular alley or street. In addition, due to

---

4 Li village is a pseudonym. Our collaborator, Dr. Zhao Xudong, gave the village this label when he wrote about the insights from his dissertation fieldwork and we have continued the practice (Zhao 2003).
the relatively consistent outcome of the pear harvest each year, which ensures high economic stability, the village has a considerably high rate of village endogamy. Two-thirds of all women between the ages of 25 and 40 have remained in the village after marriage rather than marrying into a neighboring village community. Out-migration has been rather low. However, this is gradually changing due to the increasing rate of young villagers who obtain a higher education and seek jobs in the county seat, provincial capital, or other cities throughout China.

A Fully Integrated Mixed Methods Research Design to Understand Adaptation to New Legal Procedures in Rural China

The goal of this research was to investigate the direction and magnitude of interdependence between actual social structures, beliefs about the role of social structures, and perceptions about legal processes and establish what explains the likelihood of taking a dispute to a judge at court in rural China. We describe our approach based on Teddlie and Tashakkori’s (2006) typology of mixed methods research designs as featured in the Introduction of this volume. Hollstein (this volume) delineates four design stages: the conceptualizing stage, the methodological experiential stage, the analytical experiential stage, and the inferential stage. Our research design involved an integration of quantitative and qualitative approaches at all four stages, in respect to research questions, data collection methods, data analysis methods, and interpreting the findings.

Conceptualizing Stage

The objective to understand the interrelatedness of social structure and social cognition for the case of adaptations to new legal procedures in rural China is essentially based on the integration of two research concepts. Similarly, we developed the guiding question, What explains the likelihood of taking a dispute to a judge at court?, after the exploration of a combination of qualitatively and quantitatively oriented questions. The qualitative question, “Who is taking a dispute to the court at the county level?”, informed the quantitative question, “How many villagers are taking a case to court?” This led to the qualitative question, “Why is a villager taking a case to court instead of local village mediation?”, which triggered the quantitative questions, “What structural position in the village network facilitates taking a case to court?” and “What wealth level is facilitating taking a case to court?” Yet we also realized that we needed to add further qualitative questions, namely, “What do villagers perceive to
be a fair procedure at court that makes it preferable to local mediation?” and “What do rural Chinese citizens perceive to be the best preparation, including economic and social characteristics, to win a case at court?”

It follows that we had to design data-collection methods and analysis techniques capable of finding insights toward all of these questions. From the beginning we planned to collect data on several areas of information: on the structure of informants’ social relationships both at the personal level and the whole village network level; on the preferences of informants for conflict resolution strategies; on their beliefs regarding the fairness and justice of the newly established rule of law at regional courts; on the perceived role of social relationships, *guanxi*, in dispute resolutions; and on the actual role of social relationships in influencing informants’ preferences and beliefs regarding legal processes in China. We conceptualized that we needed several phases of data collection, each followed by data analysis that informed the design of the next data-collection instrument. An exploratory phase of data collection and analysis should be followed by an explanatory phase testing the distribution and reliability of findings (Johnson 1998).

However, we did not decide on the design of all data collection instruments, sampling strategies, and sample sizes at the start of our inquiries in 2004. We anticipated two to three seasons of fieldwork and agreed to ground our data-collection efforts in the ethnographic tradition of participant observation. We also wanted to start our first season of data collection with the establishment of a baseline of the social world of rural villagers, collecting extensive network data, similar to the idea of establishing a census at the beginning of a village study. The combined analysis of participant observation data and network data from a representative sample of villagers in the first year of data collection made it clear that we should indeed include data on social cognition. At that point we conceptualized another two seasons of data collection and analysis, designing and integrating qualitative and quantitative methods to deepen our understanding of adaptations to new legal procedures in rural China. The first-year analysis results also assisted our efforts to solicit outside funding from the U.S. National Science Foundation.

**Experiential Stage: Methodological and Analytical Tools**

Since the data-collection and data analysis periods of our research design were intertwined as explained in detail in the following during each season in the field, we are unable to uncouple the methodological and analytical experiential stages from each other. Following Teddlie and Tashakkori’s (2006) suggestion, we present the two phases folded into one section. As cultural anthropologists we conduct both
data-collection and data analysis firmly embedded in the framework of participant observation (Schensul et al. 1999; Johnson and Weller 2002; Bernard 2006). Participant observation constitutes the core of ethnographic fieldwork with the goal of finding explanations of human behavior from a holistic research perspective (Agar 1980). It represents an overall strategy for collecting data rather than a single method and requires the researcher to engage in a mixture of data collection and data analysis throughout his or her period of co-habitation with members of the culture they study. This was also the case during our research on adaptations to new legal procedures in rural China. During each data-collection season the lead author, who is fluent in standard Chinese language, lived with local villagers and participated in casual discussions and village activities.

Within the framework of participating in the cultural practices of a different culture and observing daily activities, conversations, and interactions, the ethnographer engages in systematic data collection (Bernard 2006). Data collection is systematic in the sense that throughout the time period spent with members of another culture, ideally a whole calendar year, the researcher repeats her or his own activities, observes similar activities among different people, and asks similar questions from a range of more or less representative informants. In addition to a range of observations at different locations and different time points that call for the meticulous recording of field notes, anthropologists distinguish between four basic types of interview strategies: informal, unstructured, semi-structured, and structured (Bernard 2006). They differ in the level of comparability of the information they obtain from individual informants. Informal interviews resemble chats with a range of either conveniently recruited or purposefully approached informants. Unstructured interviews are devoted to a specific topic and allow informants to present as much of their insights as they are willing to reveal. Semi-structured interviews are carefully prepared lists of questions that stimulate each informant in a comparable way. Structured interviews, often called surveys or questionnaires, produce the highest level of comparable data across informants. They consist primarily of closed questions that allow informants to answer with yes or no or pick their answer from a range of prepared choices. In addition, anthropologists use a range of elicitation techniques to increase the reliability of recall among informants they interview with either unstructured or semi-structured interviews using props to jog the informant’s memories or present them with completion tasks, and so on (de Munck and Soto 1998; Johnson and Weller 2002).

Table 7.1 depicts a list of all data-collection instruments and sampling strategies ordered by data-collection instrument, year of conduct, sampling strategy, number of observations or informants, type of data
<table>
<thead>
<tr>
<th>Data-collection instruments</th>
<th>Year</th>
<th>Sampling strategy</th>
<th>Number of observations</th>
<th>Type of data</th>
<th>Level of data comparability</th>
<th>Method of data analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant observation of local meetings and discussions</td>
<td>1</td>
<td>Convenience Sample</td>
<td>42</td>
<td>Qualitative</td>
<td>Low</td>
<td>• Qualitative: content analysis of field notes • Quantification of reoccurring themes in field notes</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Sample</td>
<td>64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Informal interviews about disputes with community leaders and mediators</td>
<td>3</td>
<td>Convenience Sample</td>
<td>55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Semi-structured interviews on social networks and economic activities</td>
<td>1</td>
<td>Snowball sample based on random walks</td>
<td>183</td>
<td>Qualitative</td>
<td>Medium to high</td>
<td>• Quantitative: Statistical analysis of network data • Quantification of observations and text to compute wealth indicator • Qualitative: Content analysis of responses • Qualitative: Visualization of network structures • Qualitative: Content analysis of responses • Quantitative: Statistical analysis of demographic information • Quantification of reoccurring themes from text • Qualitative compilation of suitable sentence based on frequency and saliency • Quantitative analysis of position generator data in networks measuring frequencies of lawyers and judges known in a network • Quantitative: Logistic regressions of correlations between attitudes and the access to certain network positions</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Purposive Sample</td>
<td>20</td>
<td>Qualitative</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Unstructured interviews on perceptions of fairness in conflict resolutions</td>
<td>4</td>
<td>Stratified Random Sample</td>
<td>46</td>
<td>Qualitative</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Interviews with a structured and a semi-structured part on cultural consensus of perceptions, preferences for conflict resolutions, and network resources</td>
<td>3</td>
<td>Stratified Random Sample</td>
<td>158</td>
<td>Qualitative</td>
<td>High</td>
<td>• Quantitative: Consensus analysis (Anthropac) • Qualitative analysis of themes in the text by identifying related themes • Quantitative analysis of position generator data in networks measuring frequencies of lawyers and judges known in a network • Quantitative: Logistic regressions of correlations between attitudes and the access to certain network positions</td>
</tr>
</tbody>
</table>
produced with the instrument, level of comparability of data, and the method of data analysis. For the categories that depict the type of data and the method of data analysis we clearly specify its qualitative or quantitative nature.

This overview also reflects the fact that observations and informal interviews occurred during all three sessions of data collection and informed the design of the unstructured, semi-structured, and structured interview instruments that collected systematic data in years 1, 2, and 3. With the exception of the interview instrument for the final and third season of data collection, all data-collection instruments were designed in the field based on data analysis of field note texts, a common practice among ethnographers (Emerson et al. 1995). This approach to data collection and analysis increases the validity and reliability of data (Bernard 2006).

**Year 1**

Informed by both qualitative and quantitative analyses of the field notes from observations and informal interviews with villagers in general, village leaders, administrators, and lawyers in the township and at the county level, we developed an instrument for semi-structured interviews eliciting social network data and observations of visible wealth. We then assembled a team of six student researchers from the Sociology Department at China Agricultural University (CAU) that we trained for two weeks in data-collection techniques and interview practices (Johnson and Weller 2002; Bernard 2006). Our sampling strategy called for two types of informants: a larger group of randomly selected villagers and a smaller group of purposively selected villagers as a control group. The second group consisted of 30 informants, who were selected because they all had been involved in a dispute in the last five years as identified by Zhao (2003) in his original fieldwork on conflict resolutions in Li village. For the first group, expected to capture a representative cross section of villagers, we used a snowball sampling strategy based on random seeds (Klovdahl 1989). The rationale for this approach was to acquire information about the properties of the whole village network without interviewing all households in the village (Klovdahl 1989).

This sampling strategy benefitted from the fact that Li village still recognizes the administrative division of eight production teams created during the era of collectivization between 1950 and 1983. Each household is registered in the household registration book by the number of its respective production team. We randomly selected five households in each production team as seeds for the interviews on network data, which amounted to a total of 40 informants in 8 teams serving as seeds. From the network contacts that each head of household mentioned we
randomly selected the next informant. For each seed we completed a three-step four-node random walk, meaning each seed introduced us to three additional informants in the chain (Klovdahl 1989). Hence, the plan was to collect a total of 160 interviews from random walks and 30 purposively selected informants from the second groups. However, due to data-collection errors and unfinished interviews we have only 183 completed interviews instead of 190.

In terms of interview content, we made a special effort to interview heads of households since network questions were designed to elicit data on a range of social and material resources obtained through the combined ties of all household members. These heads of households were asked about their social relationships with relatives; non-kin group members including neighbors, friends and fictive kin, and partners in business activities; and anyone else they are likely to talk to about important matters. In reference to Lin’s (2001) position generator approach we then elicited information about the villagers’ ability to reach people in certain positions such as government officials (i.e., cadres) outside the village, judges, lawyers, and so on. The informants were also interviewed about occurrences of past or ongoing disputes over land use or borrowed money. In addition, we recorded information about the size and age of their house, including the number of stories and the presence or absence of beds in the main living room, and ownership of utility and consumer goods, including the size of TV sets, motor bikes, cars, refrigerators, and so on. This allowed us to compute an indicator of visible wealth.

Using the software programs SPSS and UCinnet (Borgatti et al. 1999) the analysis of this comparatively large data set provided us with quantitative information about the characteristics of social relationships in rural China. SPSS processed the number of ties in each of the 183 personal networks, the number of ties that reached outside the production team an informant belonged to, and the number of ties to alters outside the village, for example, individuals living in the county seat or provincial capital. In addition, we used SPSS to compute the wealth indicator for each informant as a rank in reference to the total number of 183. The software program UCinnet aided the processing of quantitative data that provided information on the level of density of each personal network as evident from several network indicators calculated in reference to the

---

5 Traditionally, the main room of any rural Chinese house prominently featured a large heated bed (kang) that served all household members (Yan 2003). The absence of a bed in the main room of the house indicates modernization efforts.

6 This method is admittedly coarse and flawed. We have since engaged in an additional research project that investigated emic evaluations of affluence (Liu and Avenarius 2008, unpublished manuscript). Analysis of these data is ongoing and has not been incorporated into the present chapter.
whole village network, namely, the informants’ ranks of degree centrality, closeness centrality, betweenness centrality, and eigenvector (Freeman 1978; Wasserman and Faust 1994).

A qualitative display of the quantitative data computed by UCInet was produced with the software program Pajek (Batagelj and Mrvar 2002). The network visualizations of both the whole village network and the embedded structures of personal networks emphasized qualitatively what the numeric parameters had revealed already. The picture of the whole village network showed that the community was densely connected, particularly within small geographic regions of the village, the former administrative unit of production teams. Network images of personal networks exemplified the limited geographic range of ties further once we color coded nodes based on the location of settlement that corresponded with each node. In addition, we analyzed the interview texts qualitatively, looking for co-occurring themes in stories about business developments and disagreements with others over money lending and borrowing. We recorded the topics and compared them to content that was mentioned in the same interview, looking for patterns across informants. This allowed us to develop hypotheses about preferences and beliefs regarding different conflict resolution strategies.

When the analysis of network properties including centrality scores in reference to the whole village network was completed, we compared these data to the informants’ scores of visible wealth and the presence or absence of disputes they had taken to court. We realized that informants with either high or low ranks of either degree centrality, betweenness centrality, or closeness centrality scores within the village network had not reported any incident of taking a case to court.

Year 2
As anticipated, the data analysis of the first season of data-collection efforts produced as many questions as insights. Hence, we designed a two-part strategy that would add information on the other much needed dimension of our project: the social cognition of villagers about the function of social relationships and the fairness of the different conflict resolution strategies. This concept included a first phase of collecting qualitative data in year 2 and a second phase of testing the distribution of the findings during a third season of data-collection activities. This plan called for the accumulation of data that would allow a cultural consensus analysis as the conclusion to all three research seasons in the field (Weller 2007:339). As in the previous fieldwork periods, we continued to conduct participant observation in addition to informal interviews with community leaders, mediators, and lawyers and eliciting data on personal network activities.
We initiated data collection in year 2 by conducting unstructured interviews with a purposive sample of informants in Li village. The decision for unstructured instead of semi-structured interview instruments was based on the need to elicit a wide range of opinions and stories about fairness and justice and the role of relationships rather than responses to specific trigger questions. While each interview started with the same general set of questions, respondents could take their answer in different directions in terms of content and length of elaboration (Spradley 1979; Agar 1980). These interviews covered a range of topics from the fairness of the education system to disputes that had occurred within people’s circles of family and friends to evaluations of the dispute solution process and the current state of the legal system. Each open-ended unstructured interview had lasted an average length of 90 minutes. All interviews were taped, transcribed, and translated.

The sampling design for the unstructured interviews called for a six-cell purposive sampling strategy in an age-by-gender format based on three different age groups among both male and female informants, with approximately six informants per cell being interviewed. Our aim was to interview at least 36 informants. The three age groups were created in response to political events since the establishment of the People’s Republic of China in 1949 that have shaped the life experiences of informants. Our assumption was that older informants who came of age before the Chinese Cultural Revolution, which took place between 1966 and 1976, would display different opinions than informants who grew up during the Cultural Revolution and younger informants who experienced decollectivization during their school years. The sample was further controlled for dispute experience, including at least one or two people with disputes in each sampling cell. Experience with disputes was determined on the basis of a snowball sampling technique in which informants were used to help identify individuals who had been through one or more disputes (Johnson 1990). After five months of fieldwork we had collected complete sets of interviews with 46 rural informants that fulfilled the requirements of our purposive sampling strategy.

7 This NSF-funded portion of the project (over the course of two years) also had an urban component. Both the exploratory and explanatory phases of this project included a roughly equal amount of informants in the provincial capital of Shijiazhuang, which accounts for the length of time spent in China by the lead author.

8 In 2006, Christine Avenarius conducted the in-depth interviews in the urban areas alone and in the rural areas with an assistant (He Lili), who helped out with the local dialect, the fangyan, that occasionally caused difficulties in mutual understanding. The tapes were transcribed by research assistants He Lili, Tian Fei, He Congzhi, and Han Fei at China Agricultural University and translated by Liu Lu and Yang Sijia, graduate students at East Carolina University.
The transcribed and translated narratives of these interviews constitute a rich body of data that we analyzed both qualitatively and quantitatively. The qualitative analysis included the search for themes in the text and linguistic overlaps to related themes. The quantitative analysis produced a list of word frequencies and a quantification of reoccurring themes both within the text of a single interview transcript and across all interview transcripts. To this day, we continue to use the text material for new queries, for example, about attitudes regarding the fairness of the education system to allow advancement of rural people in Chinese society. However, in late 2006, our explicit goal for the analysis of these narrative texts was the preparation of an interview instrument to be administered in the summer of 2007 that produced data that both showed the distribution of attitudes and perceptions among Chinese people and tested a set of explanations emerging from the exploratory data. Specifically, the third-year interview instruments should serve to produce a cultural consensus model among rural Chinese citizens (Weller 2007; Romney et al. 1979, 1986).

To accomplish this, we analyzed the content of the interview narratives for common statements and created collections of quotations that were meaningful for the understanding of Chinese people’s views of dispute solution processes and legal procedures and the role of social relationships (LeCompte and Schensul 1999:187). A team of four researchers, the two authors and two graduate students, independently reviewed the transcribed interviews and identified sentences that dealt with ideas about the Chinese justice system, the role of gift giving, corruption, the role of social relationships in conflict resolution procedures, and the perceived morality of these actions. We ranked statements by frequency and importance of content (Johnson and Weller 2002). Finally, we chose 64 statements to be featured in the data-collection instrument of the second project phase, constituting the core of the data instrument for year 3. After editing some of the statements for clarity we worded half of the statements positive, for example, “The Chinese legal system is complete and mature”, and half of them negative, for example, “China is not yet ruled by law since the legal system is incomplete.” This was meant to balance the statements to avoid possible response set bias patterns in the following data-collection period.

In addition, we checked the translated interview transcripts for reoccurring stories of disputes that had been experienced by either an informant him- or herself, or a relative, neighbor, or friend. A selection of five cases served as a tool for the elicitation of preferred conflict resolution on the interview instrument designed for the third year of data collection. Each case was presented with a choice of four different conflict resolution strategies, ranging from “neglecting the matter”, to “local mediation”, to “taking a case to court” and a combined strategy of mediation followed by a court attendance. A good example of the systematic
understanding of preferences by asking informants to link contexts with their preferred strategy can be found in Romney et al. (1979) in their study of concepts of success and failure and Weller et al. (1987) in their study of beliefs about corporal punishment.

Year 3
The final data-collection instrument for year 3 included a large section with structured interview questions as described earlier and a smaller section with semi-structured questions. The latter part elicited information on relationships that could serve an informant with social, economic, and political resources, for example, links to people who held positions of army members, political leaders at various administrative levels, physicians, bank managers, lawyers, and judges. The semi-structured part also asked to list characteristics of a moral person, evaluations of the moral climate in present-day China, and the esteemed monetary level of morally acceptable bribes.

This interview instrument with multiple parts was administered to a stratified random sample of informants over the course of one month. We used the village map that displayed all households as our sampling frame from which we randomly selected 120 household locations, equally distributed over the eight production teams. From this list of households we then purposively selected individuals in each household that fit the age by gender distribution established in the previous year. We had trained a new group of six sociology students from CAU to conduct the interviews under the supervision of the lead author. Every morning during data collection we assigned each student an informant profile for the day, for example, “Find a young woman (born after 1972)” in the household location or “Find a man born before 1953” in that household location. The total number of completed structured interviews was 158 rural residents. The additional interviews were necessary to establish an equal distribution of interviews by age and gender that had not been accomplished after the initial 120 household were interviewed.

We analyzed the quantitative data produced by the structured part of the interviews with statistical tests available in SPSS and used Anthropac software to compute the cultural consensus model devised by Romney et al. (1986) to establish the level of agreement within the sample population. The qualitative data of the semi-structured

---

9 At the core of each structured interview was the elicitation of agreement or disagreement regarding the above-mentioned 64 statements. Informants were asked to state if they thought a sentence read to them was true or false, and to take a guess if they were uncertain about an item (Johnson and Weller 2002).

10 The interpretation of data analysis results also benefited a comparison of this rural consensus model with the consensus model derived from those in the urban sample who had been presented with the exact same interview instrument.
sections of the interview instrument were treated to a comparison of themes. The free listed items regarding moral characteristics, however, were quantified using Anthropac software (Borgatti 1996). We also calculated their salience scores, capturing the order in which descriptors were mentioned. This set of interviews yielded a few important findings. While we can conclude that a coherent cultural model exists for the rural sample regarding their interpretation of the fairness of the current legal system, we also detected a few noteworthy outliers. We also detected a correlation between the number of social and economic resources in the informants’ network and their preferred conflict resolution strategy.11

Summary of Experiential Phase

The detailed description of our multi-step and multi-stage research design has two noteworthy aspects: It evolved over time, and it integrated qualitative and quantitative methods of data collection and analysis for all five data-collection instruments. As Table 7.1 has shown, we used five different instruments to collect data ranging from participant observation to structured interviews. Each step of data collection produced a range of data, some only qualitative, some both qualitative and quantitative. The level of comparability of data obtained from one informant to the other differed, as did the range of information obtained. The more structured a data-collection instrument, the more comparable the information from one informant to the other, but with less range of new information. The data from each data-collection effort were analyzed both qualitatively and quantitatively. The findings from each methodological procedure informed the design of the next data-collection instrument. It follows that the combination of a variety of data-collection instruments and data analysis methods is what allows us to make comprehensive inferences.

Inferential Stage

Full integration of qualitative and quantitative data and analysis methods resulted in crossover analyses in which the interpretation of data analysis results for each data set informed the design of the next data-collection instrument. The combination of all inferences, an integration of findings, then allowed us to understand the context of an individual’s decision to take a dispute to court.12 We have been able to draw

11 It is important to keep in mind that preferred conflict resolution strategy is not necessarily linked to any experiences with disputes that were settled in public.

12 According to our data, only 10% of all known dispute cases in the village were brought to adjudication at court.
several major conclusions. In this section we reflect on a few incidents that exemplify how the combination of different types of data leads to a more comprehensive understanding than the analysis of a single type of data.

From the participant observation of informal village meetings and discussions we learned how ideas about new legal procedures are formed and what degree of openness villagers reach in their thought exchanges, and we were able to identify the range of opinions about the usefulness of taking a dispute to court. Informal interviews with village leaders, mediators, and lawyers provided us with background information about the script of specific dispute occurrences. By the end of the first year of the project the analysis of the semi-structured interviews on social relationships had revealed that a surprising amount of an average of 78 percent of ties elicited from informants linked to villagers of Li village and more than half of the whole number of ties were located within the same production team. Among those informants who had one or two ties to non-relatives outside the village, we found a range of social, political, and economic resource positions, including lawyers, county-level party secretaries, and province-level government officials. We also had computed centrality measures and wealth indicators. However, neither network composition, network position, nor wealth indicators correlated with taking a case to court. For example, informants with high betweenness centrality scores did not express any interest in taking a case to court or support other people’s decision of taking a case to court.

However, data from the first and second years of interviews on ideas about justice and fairness also introduced us to villagers who had taken a dispute to court or were willing to embark on such an endeavor. Although this group of people was a minority among villagers, we were interested to learn if they had anything in common that explained their propensity to take a case to court. The network analysis had identified them as being neither in very prominent network positions nor having extreme levels of poverty or affluence. Their networks did not feature a lack of ties or an abundance of ties. However, the qualitative analysis of opinions from interviews conducted in year 2 showed us that their opinions and ideas set them slightly apart from the majority of villagers. When comparing the statements from year 2 with statements incorporated into the consensus model data of year 3 we were able to confirm the divergence. This was further corroborated when we specifically reviewed data for the 20 informants who were part of all three data sets with larger amounts of comparable data (in years 1, 2, and 3).

To illustrate this approach, here is a quote by an informant from the unstructured interviews, of year 2 about the nature and fairness of the
current Chinese legal system. The quote is representative of statements shared by the majority of informants who believe that social relationships and the presentation of gifts to establish or emphasize the request to consider the influence of social relationships are more important than evidence to get a successful outcome at court. Rural residents continue to trust that relationships are the best tools to navigate the new legal system: “If you are just a common person who has no relationship, the judges at court will take more money from you, because common people have no relationships, no (in) doors and no (in) roads. Even if you take somebody in court, it’s not easy. Such kind of common people like us have no chance in court but to be bullied.”

None of the small number of informants who either had taken a case to court or were considering taking a case to court made statements with related content. This sentiment was incorporated in the data-collection instrument of the third year as one of the 64 statements that informants were asked to agree or disagree about. “If both sides give presents to the judge, whoever gives the most will win the law suit.” The majority of rural informants agreed and affirmed the power of money in the case of conflict resolution at court. When we revisited the data and compared answers for the small minority of people who felt positive about taking a case to court, we noticed that most of them had rejected that statement. Learning about these different viewpoints regarding the impact of social relationships initiated another second look, this time at the data on social resources. We reviewed the data on knowing people outside the village, reaching a government official, lawyer, judge or high-level army member which we had collected in year 1 and year 3. Independent of taking a case to court or not, we found a correlation between informants who had rejected the saliency of social relationships, or guanxi, as the only operating mechanism at court and informants who listed a lawyer as a member of their social network. Many of these lawyers were former classmates or members of the extended family who live outside the village. Their presence in villagers’ personal networks represents access to information, but not necessarily the occurrence of a law suit in that household (Avenarius 2009).

After integrating our findings we have come to the following meta-inferences regarding the interrelatedness of social structure and cognition (Teddlie and Tashakkori 2006:24). Taking a dispute to court is not dependent on the availability of money to bribe officials or the most central influential position in a network. Rather, the few ties that villagers maintain to outsiders fulfill important functions. It is not the size of networks that matters but the content, the reach of particular ties to specific gatekeepers of information. In addition, within the village certain structural positions alleviate individuals of their obligation to settle their disputes exclusively within the framework of mediation. In this
respect, the significance of the betweenness centrality score in explaining the likelihood of dispute occurrences provides insights into specific Chinese cultural practices. The effect of betweenness centrality in reference to dispute occurrences is negative, informing us that people with bridge positions in the village network are highly unlikely to get involved in publicly known disputes. Only the less connected and less influential rural residents will dare to start the process of mediation that might or might not lead to more formal mediation and eventually adjudication. In contrast, the most affluent villagers said they would refrain from going to court since they have other means to settle a dispute, such as influencing other people through intermediaries within their social network or paying large sums of money to appease others. Informants with the highest ranks of centrality scores expressed the opinions that their web of relationships is the best remedy for any problem or conflict in life.

While rural residents certainly benefit from what Granovetter (1973) called the “strength of weak ties” in the sense that those with outside ties are able to be more knowledgeable about the legal system which eventually compels some of them to try different types of conflict resolutions at the expense of established relationships, a majority of villagers is not ready to forgo their beliefs in the power of relationships. Many informants suggested using money to compensate for their lack of access to “resource-generating” relationships, despite moral condemnation of gift giving and bribery. They see opportunities to achieve personal goals or change the economic situation of their household based on the cultural assumption that relationship building is the key to personal advancement. The persistence of beliefs about the usefulness of particularistic ties, guanxi, also shows that to date the rule of law has neither been fully practiced nor been fully accepted and understood in rural China. The rule of relationships continues to serve as an important mechanism of social control.

Discussion: Benefits and Challenges of Our Fully Integrated Mixed Method Research Design

The fully integrated mixed methods research design allowed us to understand both the potential and the limitations of network positions in rural China and provided us with inferences about the agency of individuals in the process of responding to cultural change (Emirbayer and Goodwin 1994). The research design evolved over the course of three years of data collection and analysis. Each step of adjustment in the data-collection instrument created a deeper understanding of the interrelatedness between social structure and cognition. In particular, the fully integrated design enabled us to evaluate both the quantitative and qualitative
properties of rural Chinese social networks, including the viewpoints of rural citizens themselves. The resulting findings describe what specific social structures mean to the people who create and maintain them.

However, the evolving nature of our research design, while beneficial to capture the interrelatedness of structure and perception, also posed its own challenges. Our interest in collecting a diverse range of information, including relationships, opinions, and perceptions, made us treat each data-collection instrument as its own knowledge generating entity. We designed sampling strategies that corresponded with the needs of a specific instrument and brought us in contact with a maximum range of different informants. However, in hindsight it would have also been advantageous to have the same information for the same set of households, using the same sample of informants for all data-collection instruments. While we had purposively built some overlap into the samples from years 1, 2, and 3 due to our interest in disputes, the total number of intersecting informants for all three years was merely 20 heads of households.

Nevertheless, in all five data-collection instruments we obtained data on social relationship structures and ideas about social relationships and the legal system. The resulting knowledge of what exactly rural residents believe and assume has assisted our interpretation of the structural differences in a meaningful way. We were able to identify that rural residents continue to be firmly bound in their social circles of family members and relatives. The limited range of network diversity influences the likelihood of rural people’s access to information about economic opportunities and legal procedures.

Combining the analysis of social structures with the analysis of social cognition enabled us to understand the meaning of social relationships in the context of rural Chinese culture. Variations in perceptions about the rule of law and the mechanism of adjudication are driven by structural differences. Beliefs regarding the opportunities and limitations of the new legal systems are influenced by “who you know” or the presence of ties to village outsiders (i.e., knowing a lawyer). The execution of such beliefs further depends on a specific level of connectivity within the whole village network. A social actor who actually takes a case to court is neither isolated nor in a position of high centrality between fellow villagers. We would not have been able to pinpoint these interrelations without the combination of analyzing both structure and cognition and without the use of both qualitative and quantitative approaches of data collection and analysis.
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Mixing Ethnography and Information Technology Data Mining to Visualize Innovation Networks in Global Networked Organizations

Julia C. Gluesing, Kenneth R. Riopelle, and James A. Danowski

Introduction

This chapter presents an example of an embedded research design drawing on a case example of empirical research that mixed ethnography and automated data mining to analyze communication networks in global organizations. The goal of the research was to dynamically visualize and content across geographic, organizational, and cultural boundaries. We conducted the study described in this chapter as part of a United States National Science Foundation funded research study to examine how innovations are diffused in global networked organizations. The theory, methods, and tools that helped us conduct our investigation are varied and many, and it will not be possible to do them all justice in this chapter. However, it is our intent to illustrate the value of combining approaches from quantitative, automated data collection and analysis with a grounded ethnographic approach. The quantitative network analysis was given greater weight in the overall study design. However, the ethnographic data were gathered in parallel with automated quantitative data collection and with special emphasis on the triangulation of data that served to both validate and corroborate results. The approach demonstrates how ethnographic methods provide both relevant content and context that can be incorporated into IT-based techniques for data mining and network analysis.

We will demonstrate how the ethnography both validated and grounded the results we found through our analysis of electronic data as well as how the ethnography provided insights that gave our interpretation of the results depth and face validity with the organizational
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members we studied. We have organized this chapter to provide the reader first with some context for our study by briefly stating the problem and the research question and reviewing the theory and research related to networks, information technology, and diffusion in organizations. Next we discuss the appropriateness of using mixed methods in our study of networks in a global organization. Third, we describe the study procedures and both the quantitative and qualitative methods and results. Finally, we conclude with a discussion of the implications for researchers of innovation networks and practitioners in global networked organizations who manage them and work in these networks.

Statement of the Problem: Diffusion of Innovations in a Global Networked Enterprise

Managing the diffusion of innovations across the global enterprise requires knowledge of both the content and the structure of complex communication networks. Existing research does not address directly a central problem faced by today’s management: how best to diffuse new ideas, processes, and technologies across the global enterprise given its dynamic, emergent, and elusive character (Cross et al. 2002). Because of the dynamic and rapidly changing structure of organizational communication and innovation networks, many researchers in information systems in particular have begun to recognize the importance of better alignment between information technology infrastructure and business systems and have turned to adapting popular social network technologies for business use. IT professionals are also recognizing the utility of diffusion of innovation theory to study implementation problems (Al-Gahtani 2001; Mustonen-Ollila and Lyytinen 2003; Weitzel et al. 2003).

However, despite the ubiquity and sophistication of information technology, organizations have not taken advantage of the capabilities inherent in the information system itself as a method to manage implementation (Zack 2000). Social network theorists (Borgatti and Foster 2003), however, have recently reviewed the burgeoning field of social network research in organizational contexts and pull to the foreground the theoretical linkages of academic network research with managerial considerations of organizational networks. Cross and Parker (2004) emphasize the explosion in computing technologies that have the potential to link network theory with practice and advance data collection and representation. It has become widely recognized in this decade that the network perspective reflects the fundamental structure of social processes. Borgatti and Foster (2003) show the exponential
growth curve for studies on social networks in *Sociological Abstracts*, reviewing nearly 200 studies of social networks and organizations at both the inter- and intraorganizational levels. Organizational and communication scholars have addressed the emergence of knowledge networks in global organizations and their relationships with information-technology–driven organizations (Contractor and Eisenberg 1990). Researchers have been developing sophisticated computational simulation models for testing hypotheses about networks and information diffusion, changes in individuals’ and group knowledge and interaction networks, the dynamics of cultural influence networks, and how shared beliefs evolve, focusing on their co-evolution with information technology (Carley and Krackhardt 1996; Carley 1996; Contractor et al. 1998; Harrison and Carroll 2002). The *New York Times* (Eakin 2003) is even publishing articles about the popularity of network theory, and there are best-selling books on the topic (Gladwell 2000; Barabasi 2002; Buchanan 2002; Johnson 2001; Watts 1999, 2003; Strogatz 2003). Physicists have conducted numerous studies of networks and various social practices, modeling them in high-order mathematical network terms (Newman 2002).

**Network Theory**

Network theory, as it has been applied to the study of human behavior and relationships, is comprised of multiple theoretical approaches. Monge and Contractor (2001, 2003) state that there are 10 families of theories that have been used to explain the emergence, maintenance, and dissolution of communication networks in organizations. With a long tradition in sociology, organizational theory, and anthropology, network analysis is a form of structural analysis with both theory and methods intimately linked (Rogers and Kincaid 1981; Bernard and Ryan 1998; Monge and Contractor 2001; Borgatti and Foster 2003). The analysis technique is most often used to uncover the pattern of interpersonal communication in a social system by determining who talks to whom, and by investigating both structural and relationship properties of networks (Valente 1995, 1996; Cross et al. 2002). Monitoring emerging networks identifies where greater leverage can be gained for channeling diffusion resources (Cotrill 1998; Carley 1995). Our current research is not directly focused on interorganizational networks; however, there is a stream of studies that investigate interorganizational network predictors of organizational adoption of innovations (Davis 1991; Haunschild 1993; Palmer et al. 1993; Powell et al. 1996; Gulati and Westphal 1999; Geletkanycz et al. 2001).
Of particular relevance to our research are recent studies of the social construction of innovation networks. Poole and DeSanctis (1990) have examined how actors and structures in a social system influence each other in a recursive relationship. In a longitudinal study conducted at a U.S. public works department, the duality of this relationship was empirically validated using the output from simulation techniques in comparison with actual network evolution (Contractor et al. 2000). Harrisson and LaBerge (2002) explored the process of diffusion of a socio-technical innovation among workers of a large microelectronics firm. Network analysis revealed how innovation is constituted and the communicative form it takes by tracing the chain of arguments and responses. Burkhardt and Brass (1990) demonstrated in their study how the diffusion of an innovation altered the network structure based on the knowledge and information individuals possessed about the innovation. Investigating resistance to the introduction of ISO quality standards in a transport company, Torenvlied and Velner (1998) discovered that contagion of resistance in an informal trust network is a significant barrier to diffusing innovations.

Diffusion of Innovations

Research on the diffusion of innovations spans almost six decades and includes more than 5,000 studies. No other field in the behavioral and social sciences represents more effort by more scholars in more nations (Rogers 2003). Diffusion is “the process by which an innovation is communicated through certain channels over time among members of a social system” (Rogers 1983:5). An innovation is an idea, practice, or object that is perceived as new by an individual or another unit of adoption. An innovation can refer to new knowledge; to new technologies such as information technologies, product improvements, or manufacturing technologies; or to a new process for doing work in organizations. While there is a large body of extant research about innovation based on product or process life cycle (Utterback 1996; Fine 2001), the study we describe in this chapter is grounded in the theoretical and methodological traditions in communication and social network research.

Our focus on measuring diffusion using data gathered from an organization’s IT infrastructure does not suggest that face-to-face interaction is unimportant to diffusion. To the contrary, our ethnographic examples will illustrate how we have mapped such networks in alignment with the digital data. Moreover, we assume that IT-based networks are correlated with face-to-face network structures, following the findings of Haythornthwaite and Wellman (1998). They reported
that social network data on media use among members of a co-located research group showed that pairs with closer ties used more media to communicate.

**Diffusion Networks**

Networks are important to the diffusion of innovation (Debresson and Amesse 1991) because they posit that the ties between individuals influence the spread of an innovation. Most diffusion models are contagion/epidemic/cohesion/relational models where information about innovation is passed from one person to another through direct contact. Valente (1995, 2005) identified only six studies that exist in the public domain that utilized network models of the diffusion of innovation with both network data and time of adoption data. He re-analyzed data from three of the studies to demonstrate how relational network models, structural network models, threshold models, and critical mass models aid our understanding about how ideas, products, and opinions “take off” and spread with varying speed through a social system. Valente (1995) conceptualized a network threshold model that is both relational and structural and provides a more accurate measure of a person’s innovativeness. He calls out the need for more network and diffusion research that measures adoption over time while collecting network data so that estimations of various network effects can be better performed (Valente 2005). To address this need we developed and tested diffusion theories by collecting data using a new “digital diffusion dashboard” methodology that utilizes companies’ information technology infrastructure to create unobtrusive and continuous monitoring of their communication exchanges about an innovation to trace diffusion and also communication networks as they co-evolved. The “digital diffusion dashboard” involved tapping into the electronic data available through a company’s IT infrastructure and then using off-the-shelf software1 for display and ease of implementation. Using the analogy of the automobile dashboard, we created the diffusion dashboard and the specific gauges in collaboration with our industry partner. To validate and calibrate the dashboard and provide deeper contextual explanations for the diffusion and network patterns we observed in the dashboard, we executed an ethnographic study among organizational members working on the
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1 To display data as gauges, for example, we propose to use off-the-shelf modeling software such as that being developed by Bass Economics, founded by the developer of the highly cited Bass Model of diffusion (Bass 1969), which is near release of a beta version of Excel and SAS templates for modeling diffusion curves on the desktop (see www.basseconomics.com).
innovation. The next section in this chapter explains more about why we chose to combine the IT-based diffusion dashboard with ethnography and how we conducted the study mixing these quantitative and qualitative methods.

The Appropriateness of an Embedded Mixed Methods Approach to Studying Organizational Diffusion Networks

Quantitative approaches generally assume that predefined variables have similar meanings across multiple settings, ignoring the influence of context. Qualitative approaches, on the other hand, help us to understand local perceptions and differing meanings for phenomena, explicating “the ways people in a particular setting come to understand, account for, take action, and otherwise manage their day-to-day situations” Miles and Huberman (1994:7). Bartunek and Seo (2002), in their commentary on how qualitative research can add new meanings to quantitative research, also suggest that it is important to explore how organizational members understand and make sense of constructs that are important to academic researchers, such as innovation, in order to validate their definition in local contexts. For example, studies of global teams as relatively new organizational phenomena revealed how context interacts with task and technology as well as how global team members negotiate a working culture across contexts (Gluesing 1998; Gluesing et al. 2003; Riopelle et al. 2003; Baba et al. 2004). Researchers choose methodological approaches that affect how they understand the phenomena they study. Qualitative research can be helpful, and is often necessary, to both validate and to explore organizational constructs, phenomena and local meanings, and, most importantly, the interactions that create the meanings. The combination of qualitative and quantitative methods to explore organizational networks, particularly in distributed networks and mobile work that span geographies and cultural contexts, stimulates the development of new understandings about the variety and extent of organizational members’ experiences with important phenomena across global networked organizations (Meerwarth et al. 2008).

Mixed methods exemplified by the embedded design in this study also accomplish what Stephen Barley and Gideon Kunda have called “bringing work back in” (2001:76). They argue that in order to understand post-bureaucratic organizing, especially in this era of global organizations and with structures that must adapt to flows of information, resources, and technologies that are continually in flux. The methods we employ as researchers should aid us in developing concepts
and theories that are congruent with the complexities of today’s organizations and organizing processes. Social and communication networks have always been a part of organizing. Barley and Kunda (2001) believe that network theory and network analysis are important and relevant especially in today’s global economy because they can help us to visualize the changing nature of work relations if we can gather longitudinal data on structures and the concrete activities that constitute them. They state that longitudinal network data that can capture the dynamics of networks complemented with a grounded approach to gather data on post-industrial work are critical to move organization studies forward and make them relevant for scholars and practitioners alike. Combining the quantitative approach of gathering network data through automated means and analyzing these data can be supplemented to great advantage by ethnographic data obtained through observation and interviews. Ethnography provides descriptive data about the patterns of work, the language people use to describe their work as well as the meaning it has for them, and contextually sensitive information about work relations. In addition, ethnographic data have the potential to generate analytic constructs that can enable foundational work in developing new theories and concepts and produce better images of post-bureaucratic organizing. White and Johansen (2005) also advance the proposition that linking ethnographic fieldwork with network analysis and theory can go a long way in explaining emergence and dynamics in complex interactions, like those that constitute post-bureaucratic organizing.

The next section describes the methods and tools we employed to conduct a study at a large global manufacturing enterprise using dynamic network analysis and participant observation supplemented by interviewing, combining quantitative methods and grounded qualitative fieldwork to understand the structure, work practices, and situated meanings of work on an innovation project as it evolved over more than a year.

Study Methods and Tools

This study of an innovation, which we will call Advanced Technology Innovation (ATI), spanned geographies and cultures in a global enterprise and hence required the collaboration of many people, including a team internal to the organization who could access and work with the IT infrastructure and facilitate the ethnographic research. We worked together over the period of one year to gather data and conduct ongoing analysis using many tools and data sets. We present here an example that is illustrative of the automated e-mail data-collection process and the ethnographic fieldwork to both validate the e-mail networks that
emerged in the analysis of the e-mail data and to better understand the interactions of the actors in the network and their “native” views of the innovation. We used the results of this analysis to help us construct our “digital diffusion dashboard.”

**Automated Data Collection Process**

After achieving approval from the legal staff in the company and from our university institutional review boards to conduct the research, the first step in gathering data was to determine the automated data-collection process, depicted in Figure 8.1 with a brief description of the basic steps as follows:

1. The project team of 298 people served as the population for the innovation diffusion study.
2. Thirty-eight people who agreed to participate in the study enabled e-mail rules.
3. Automated inspection of e-mail using the e-mail rules took place on inbound/outbound e-mails.
4. E-mails were sent to a proxy e-mail account.
5. Incoming e-mails were stored on a dedicated secure server.
6. E-mails were sorted for evaluation.
7. E-mail was converted to a Eudora .mbx file for analysis.
8. E-mail was “unpacked,” removing forwarding headers and added nested e-mails to the database of stored e-mails for analysis.
9. Analysis of e-mail data was conducted.

---

**Figure 8.1. IT-based e-mail data collection process**
E-mails from January 2005 through November 2007 were gathered from among the top 25 percent of the population of individuals formally participating in the project. An initial solicitation for participation was sent to the population of 298 project team members. From this group, 38 people consented to be active participants in the study, allowing us to gather and monitor their e-mails about the project. We did not gather all the participants’ e-mails, only those filtered according to a list of key words related to various aspects of the innovation project. The network of 38 participants resulted in roughly 45,000 e-mails and links among more than 2,000 people across the enterprise communicating about the project over time.

Digital Diffusion Dashboard

One of the primary goals of our research was to develop a prototype of an IT-based “digital diffusion dashboard” to help managers in a change agent role accomplish three objectives: visualize the innovation networks over time, measure the performance of the innovation network, and manage the performance of the network to accelerate innovation and increase the likelihood of adoption. While we will not discuss the dashboard in detail in this chapter, it is important to describe the metrics that are part of the dashboard and the various software tools we used to obtain different network measure that would tie into the dashboard metrics. The dashboard metrics were designed to answer seven important evaluative questions that a manager might want to know about an innovation:

1) Who Is Talking?
   • Who is talking about the innovation?
   • What group of the company do they represent?
   • What level of the company is talking about the innovation?

2) Who Are the Champions?
   • Who is central in the network?

3) How Is the Team Collaborating?
   • Who is involved in the network?
   • Are the right people talking?
   • Is anyone missing?

4) What Is the “Buzz” about the Innovation?
   • What are people saying about the innovation?
5) What Is the Emotion of the Team?
   • Are people talking positively or negatively about the innovation?

6) What Is the Rate of Adoption?
   • Is the innovation diffusing fast enough?
   • Is it spreading throughout the organization as it should?

7) What Is the Value Proposition?
   • What is the value of the innovation to the organization?

Note: The seventh metric, “What Is the Value Proposition?”, is not obtained through any IT data collection but represents the business case created by management.

The dynamic social network analysis software tools\(^2\) helped to define the majority of the innovation metrics. Condor is the central tool that helped define the majority of the innovation metrics, providing the data used to answer the questions about who is talking to whom, who the champions are, what people are saying about the innovation, and what the rate of adoption is. Condor creates dynamic views and network statistics, which provide the macro view of change. Navicat, a graphical user interface for the MySQL database underlying Condor, is used to extract user networks and text from the Condor database for more in-depth analysis, such as comparing different groups or different times to see how network structures and content vary. Triad census software, TRIADS, is a part of the Multinet software program and provides data about how the team is collaborating. Negopy, also a part of Multinet, provides additional information about the subgroups in the team and their collaboration. MultiNet, Negopy, Triad Census, UCINET, and NetDraw are all used to determine groups and roles and to analyze text in an iterative fashion. WordLink further defines what is being said

---

\(^2\) Condor was created by Peter Gloor (and Cooper 2007) at MIT and is a network visualization program; contact: Peter A. Gloor (pgloor@mit.edu). Negopy was created by Bill Richards (deceased) at Simon Fraser University and is now part of Multinet, created by Andrew Seary at Simon Fraser University; contact: Andrew Seary (seary@sfu.ca). UCINET was created by Steve Borgatti, M.G. Everett and L. C. Freeman. Pajek was developed by Valdimir Batagelj and Andrej Mrvar at University of Ljubljana, Slovenia. Triads is a modification of the triad census FORTRAN software program created by Walker and Wasserman. The modification was done by Danowski and Riopelle, co-authors of this chapter; contact: James A. Danowski (jdanowski@gmail.com) and Ken Riopelle (kenriopelle@wayne.edu). Family Tree Maker (http://www.familytreemaker.com) is a genealogy program that makes excellent organizational charts. Linguistic Inquiry and Word Count (LIWC) reads text files and is used to compute a Positivity Index. It was developed by Fredrickson and Losada (2005). WordLink was created by Jim Danowski (1982, 1993a, 1993b, 1993c), a chapter co-author, and is a program that counts the frequency of all uniquely occurring words and word pairs in a body of text for content analysis and to assess change over time in word usage; contact: James A. Danowski (jdanowski@gmail.com).
about the innovation, and the software program Linguistic Information and Word Count (LIWC) provides the data metric about the emotion on the team. WordLink and LIWC access a single file or group of files and perform sequential analyses to each file to evaluate the positive or negative valence of the text.

Ethnographic Data Collection

The purpose of the ethnographic research was to validate the measures we gathered to construct the dashboard and to understand more deeply the perspectives of a cross section of people about the ATI product and project. We designed the ethnography to supplement the IT-based communication network analysis by providing people’s perspectives on their communication relationships related to ATI, including their e-mail communication. The results of the ethnography provided a comparison of what people believed about ATI and their project-related communication with the same type of data gathered from examining actual e-mail communications.

Through ethnography we also sought to understand the meaning of the innovation to the people involved in the project and to learn what they considered to be the best things about both the project and the process as well as to gather their suggestions about how to remove some of the barriers to progress. In addition to gathering information via ethnographic interviews about people’s communication networks, we also were interested in assessing qualitatively the emotion of the team to compare it with the results of the quantitative, IT-based analysis results.

The ethnographic sample included a global cross section of people involved in the ATI project to obtain a broad set of perspectives about the innovation product and innovation project process. The respondents reflected a mix of participants involved in the global project team including people from the following areas in the company:

- Office of the General Counsel
- Product Management
- Design and Ergonomics
- Project Management
- Finance
- Core Project Staff

For the example we present in this chapter, we conducted 12 semi-structured interviews and shadowed the daily activities of two people central to the project. The interview protocol can be found in Appendix A. The interview protocol included:
• Fourteen open-ended questions
• A set of communication network questions to solicit names of people with whom respondents communicated by any means about ATI and how often they communicated
• Questions about the top three people in the respondents’ networks and estimates of the frequency of communication among them
• Questions about the top three people with whom the respondents exchanged e-mail about ATI and estimates of the frequency of e-mail communication among them

The shadowing was conducted by two different ethnographers over several days and included the observation and notation of the following:

1. Topic of conversation
2. Type of communication exchange (face-to-face, phone, meeting, audio or video conference, etc.)
3. Duration of the communication event
4. General communication climate or tone (e.g., positive to negative on a scale of 1 to 10)
5. Dynamics of the interaction.

The ethnographic data about the ATI innovation product and project team enabled us to build confidence in the data and results produced by our automated data-collection and analysis process. In the following section, we highlight some of the comparative study results to illustrate the power of mixing these methods.

Comparison of Automated and Ethnographic Network Analysis Results

The findings we present in this section illustrate the study results comparing two metrics on our “digital diffusion dashboard” – Emotion and Team Collaboration – as an example of both the mixed methods approach we used in the ATI study and also the value that this quantitative and qualitative approach provided to our research.

The Emotion

Figure 8.2 shows the positivity to negativity ratio over time for the ATI project. We used the Linguistic Inquiry and Word Count (LIWC) software program to evaluate the context of words used in the e-mail data. The program takes text data and determines the count and the percentage at which the participants use positive or negative emotions, words,
self references, or words that refer to specific topics and other characteristics of the e-mail talk. From this tool it is possible to compute a positivity index or the ratio of the positive to negative talk of a team over time. Fredrickson and Losada (2005) developed predictors of human flourishing that they characterized as thresholds defined by a ratio of positive to negative words and defining a positivity to negativity ratio of 2.9 to 1 as the lower threshold at which people are able to perform well in a team. This threshold point of 2.9 is referred to as the “Losada Line.” Teams who “flourish” have a ratio of positivity to negativity within a zone of 2.9:1 to 11.6:1. High-performing teams were found to have a ratio of 5.6:1. Above a ratio of 11.6:1, there can be so much positive affect that it may begin to lose its benefit in helping teams to flourish, instead creating a “halo” effect which can cause team members to lose sight of important barriers or obstacles that must be overcome.

The Losada Zone (Fredrickson and Losada 2005) characterizes an environment that allows behavioral flexibility, innovation, and creativity. In the chart depicted in Figure 8.2, it is evident that the ATI project team was flourishing in the Losada Zone and was engaging in positive talk, or Buzz, about the innovation.

The analysis of the ethnographic data validated the results of the LIWC positivity index. We analyzed the responses across the interviews and coded them for positive and negative words. There was a predominance of positive talk, but also some negative comments as well. Overall, the people we interviewed considered the product to be innovative and a “thoughtful application of existing technologies to better meet the needs of the customers.” “It is absolutely the right thing to do,” and “It is very exciting.” People think the product is important because it will drive people to the stores and lead them to buy the company’s products. People are realistic about the constraints inside the company and about
the competitive pressures. They also see the need to keep pushing the innovation envelope and to fight against a mentality of negativity. People stated that the product is taking the company to the next step of technology improvements, but also that it’s a “lot of work . . . . it’s complex” because it crosses so many different parts of the company. It is a challenge of global coordination.

According to those interviewed, a “best thing” about the product is not the product itself, but the set of design principles that govern the product, “the things that should govern the products that we release, and those principles like motherhood and apple pie, be attentive to your customers’ needs, be connected – allow customers to connect to other parts of their lifestyle; be approachable – trigger the customer’s curiosity and encourage exploration, and be clear – provide information that they want and need within the context is right, and use a language that they’re familiar with.”

The execution of the product requires integration in process as well, which people see as another “best thing.” One respondent said, “People were coming together, design, engineering, human factors, marketing, executives, etc. . . . . we’re all coming together and collaborating early on and openly about what this system should be, and to me this is a different way we do things at the company.” This process is producing a product that is truly a “human machine interface change” that is “based upon real customer feedback” and a “holistic experience.”

When the interview respondents talked about the ATI project itself, they most often mentioned the learning involved in the radical innovation, both product and process, that the project has required. They stated that the new ways of working in a global, cross-functional collaborative project helped break down traditional barriers, both cultural and organizational. They also mentioned as top-of-mind the involvement of the right kind of people to bring energy to the project and to do the kind of problem-solving required to work in new ways on a breakthrough product. The egalitarian aspect of the teamwork is also a factor that the interviewees saw as contributing to the project’s progress and expected success. The openness to perspectives was considered critical to the new ways of working and to inventing new solutions to problems. Some of the first thoughts that people mentioned also concerned the emerging partnership with Europe to create a Global ATI product. They talked about “roadblocks from overseas . . . . a little bit of friction with North America and Europe being connected . . . . so now what they already have on the road we are now trying to force fit into what ATI was and so that’s now defining what ATI is, is what Europe already has. That goes right back to the first thought, the ideal versus the reality.” However, the project has not “strayed that much away from the original idea.”
It is clear from these example results that ethnographic interviews are consistent with an elaborate nature of the talk that is characterized by the positivity index depicted in Figure 8.2. The talk also reflects the views of those interviewed about the nature of their team processes and collaboration. They were positive about the collaborative way they worked and about their connections across corporate and geographic boundaries. The same type of result was evident in the network analysis that we conducted on both the automated and the ethnographic network data we gathered.

Team Collaboration

To illustrate how we analyze data we gather using IT-based, automated data-collection methods and ethnographic data to analyze the collaborative communication network in the ATI project, we have chosen two examples that depict the communication network by organizational level and the reciprocity in communication among the team members. We begin with a discussion of the IT-based e-mail collaboration network and then describe the characteristics of the collaboration network that emerged from the ethnographic interviews.

IT-Based E-Mail Collaboration Network

The automated process for analyzing the communication network for the ATI project involved a longitudinal analysis of e-mail. The example we include here shows how we created a “picture” of the overall collaboration across time by using Multinet and a triad census to characterize the network communication patterns across levels of the organization. The e-mail data were rich enough to allow for coding of individuals by organizational level as well as according to the linkages and reciprocity in their e-mail communication. A collaborative communication network will have communication links across levels and between people in the same level and a high proportion of fully reciprocated triads. The triad census profile is based on 16 unique triad communication types where a triad is the interaction among three nodes. Each type is a three-digit comparison of links among three individuals where the first digit represents the number of reciprocal links among people in the triad, the second digit represents the number of one-way links, and the third digit represents instances of no communication. A triad in which there is no communication among the three people will have a three-digit descriptor of 003. A fully reciprocated triad will have a description of 300.

Figure 8.3 displays the triads across levels within the ATI e-mail communication network. The even distribution of 300 triads throughout the
many levels of the organization and network indicates that there is a strong linkage across the network and active collaboration among the team members.

**The Ethnographic ATI Collaboration Network**

In the interviews, the respondents were asked to describe their communication networks. Specifically, they were asked whom they communicate with about ATI through any means and to estimate how often they communicate with these people. Next the respondents were asked to name the top three people they communicate with among those they had named. They were also asked to name the top three people with whom they exchange e-mail about ATI. These questions were intended to determine the structure of the overall ATI communication network for the 12 interview respondents and to provide some insight about the similarities and differences between their overall communication network and their e-mail network.

The findings of the ethnographic network analysis are presented in the next section and include a description of the overall network and of the top three communication and e-mail relationships followed by a comparison of them.
The Overall Communication Network

The 12 interview respondents named a total of 328 people with whom they communicated. The number of relationships that respondents named ranged from 2 to 134, with an average of 27 names. Figure 8.4 is a map showing the network relationships of all 12 respondents with their named relationships. The map shows a similar pattern of communication across hierarchical levels in the organization to that revealed by the data collected through the automated e-mail process.

The single dots toward the left of the graph represent the 12 interview respondents and the clustered dots on the right indicate the people respondents say they communicate with about ATI. The network is quite extensive given that it represents the communication network of only 12 people who were interviewed.

The Top Three Communication Relationship Network

The interview respondents were asked to name the top three people with whom they communicate about ATI, illustrated in Figure 8.5. One respondent was only able to name two people; therefore there are a total of 35 people in this “top three” communication network.

The highest concentration of people in the center of the network represents those who have the highest amount of interconnection in the network, those centrally involved in the delivery of the ATI product.

The group structure was confirmed using the software program Negopy. The Negopy analysis revealed that there is only one group in the top three communication relationship network. Figure 8.6 shows this single group uncovered by the Negopy analysis.

Figure 8.4. Twelve interview respondents and their communication network relationships
In Figure 8.6, the dots clustered in the middle indicate the single subgroup in the network. The outer dots represent people who are more loosely connected but still part of the same group. On average, the 12
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respondents say they communicate with the 35 people in the top three communication relationship network several times per week.

The Top Three E-Mail Relationship Network

The 12 interview respondents were asked to name the top three people with whom they e-mail about ATI. Figure 8.7 shows a network map of the 35 people in the top three e-mail network.

In Figure 8.7, there appear to be two distinct subgroups that make up the e-mail network. This group structure was confirmed using the software program Negopy. The Negopy analysis revealed that there are two groups in the top three e-mail relationship network. Figure 8.8 shows the two groups uncovered by the Negopy analysis.

In Figure 8.8, the dots at the top of the graph represent one subgroup in the network, a core group of central staff intimately involved in the execution of the ATI project. The small, light gray cluster of dots at the bottom center of the graph represents a second subgroup comprised of program representatives and those involved in functional support groups outside the core engineering staff.

On average, the 12 respondents say they communicate via e-mail with the 35 people in the top three e-mail relationship network somewhere
between several times a week and weekly, slightly less often than they say they communicate in the top three communication network relationship overall.

Comparison of the Top Three Communication Relationship Network and Top Three E-Mail Relationship Network

To understand how the top three communication relationship network compares with the top three e-mail communication network we computed the overlap between the two networks. Table 8.1 presents the results of this analysis. Approximately 66 percent or 23 of the 35 people named in these top three networks were the same. Thirty-four percent or 12 people were different between the two networks. There is significant overlap in the two top three networks.

Five of the 12 people who were interviewed named the same people as part of both their communication relationship network and their e-mail relationship network. Four people named two out of the top three people as part of both networks. One person said that one out of the three people in the communication network was also part of the e-mail network. Two people said there was no overlap at all between the people in the communication network and the e-mail network. Further examination
of the data revealed that the people with the most overlap in their communication and e-mail networks are those who are part of the central core team on the project who work most closely with one another. Those who report the least overlap tend to be people in managerial positions who serve as liaisons across groups. Figure 8.9 represents a network map of the combined top three communication and e-mail networks.

Negopy analysis revealed that there is only one group in the combined top three network. The few links in light gray at the center of the graph indicate those relationships that are the same across the two networks. The dark gray links represent the top three e-mail-only links that are not part of the top three communication network. E-mail is clearly an important communication tool in the ATI team. It complements and extends the communication relationships, especially in linking cross-functional groups, and is a good representation of the overall communication network in the ATI team.

### Shadowing and Collaboration Patterns

The shadowing of the daily activities of two people in the team on several different occasions was designed to supplement the data gathered through the interviews. Shadowing revealed that communication across boundaries takes place through many different means on a continuing basis: in meetings, brief hallway conversations, and in phone calls as well as through e-mail. The e-mail activity was minimally observed in the shadowing, confirming that the face-to-face communication activity is a strong network component among the core people in the ATI project. The meetings provided face-to-face communication links across functional boundaries and levels in the company. E-mail provided these same communication links but was less collaborative and more focused on documentation and the general giving of direction to team members. The shadowing confirmed the results of the network analysis groupings and how e-mail is used.

### Table 8.1. Comparison of Top Three Communication Relationship and Top Three E-Mail Relationship Networks

<table>
<thead>
<tr>
<th>Nominations</th>
<th>Count</th>
<th>Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same</td>
<td>23</td>
<td>66%</td>
</tr>
<tr>
<td>Different</td>
<td>12</td>
<td>34%</td>
</tr>
<tr>
<td>Total</td>
<td>35</td>
<td>100%</td>
</tr>
</tbody>
</table>
The ethnographic study provides evidence that there is significant overlap between the overall communication network for ATI and the e-mail network. Where the e-mail network is different, it is used to link people across distance and functional boundaries and makes an important contribution to the integration of the ATI team. E-mail appears to be an accurate representation of the ATI communication network as a whole and we could be confident that the “digital diffusion dashboard” tool that we are prototyping would be useful for innovation managers in monitoring the emotion and the collaboration in the team.

Conclusion

In this chapter we have demonstrated how a quantitative, automated approach and a qualitative, ethnographic approach were used to investigate collaboration and innovation in a global networked organization. Taken together, they can enhance both understanding and explanation of network patterns, particularly when the development and diffusion of innovation are facilitated by information technology yet are influenced by local contexts and meanings. The example we presented of a global innovation team in a large manufacturing organization involved thousands of people who were spread across the organization and were
in different countries. We were able to harness information that already flows through the company’s IT communication infrastructure. In this case we relied on e-mail to look into the company’s innovation processes. Detailed analyses of the data we collected using automated means make it possible to create an IT-based “digital diffusion dashboard” to monitor metrics in near real time about a collaborative innovation network that is extensive and spans geography, an analysis task that would be practically impossible using the usual network surveys that would have required extensive time, effort, and travel. The examples provided in this chapter illustrated how both emotion and collaboration can be analyzed using e-mail data and several software tools. Calculating a positivity index provides a measure of positive to negative talk in e-mails and a metric to assess the emotional state among non-collocated team members. Our analysis also showed how collaboration took place across levels of the organization and the extent of the collaboration as measured by the number of triads we found within and across levels.

New combinations of methods for who-to-whom network analysis of e-mail, positivity indexing, and hierarchical modeling of networks are particularly useful in the new world of intensive and extensive information exchange through technology use in organizations. We can gain increased understanding of the diffusion of technological innovations in IT-based environments and global networked organizations where innovations are appearing in greater numbers at a faster pace and diffusing more rapidly, often facilitated by global teams. Automated means of data collection, coupled with powerful software tools for analyzing both text and networks, hold great promise for mapping the contours of global networked organizations and the organizing processes themselves in near real time and over time.

Yet an understanding of micro-organizational processes and contextual variation in both meanings and behaviors is necessary if we are to avoid a simplified, overly undifferentiated or homogenized view of postbureaucratic organizing. The IT-based analytics can tell us much about how networks are structured and how they evolve as well as about the central messages that flow through the communication networks. However, ethnography can help us uncover new patterns of work, emergent roles, and different meanings for an innovation within global networks. For example, in our shadowing of team members we observed that almost everyone was constantly on the move from meeting to meeting and location to location, spending little time at their desks. People were sending and receiving e-mails on their phones and using them for other important business functions as well. This pattern would not have been evident in an analysis of the automated data. It was very important for us to learn about how e-mail exchange takes place so that we could design a dashboard for managers that would work on smart phones and not just on the desktop.
Network analysis of the data we gathered through our interviews was very closely matched to the patterns we found in the analysis of our e-mail data. We learned that face-to-face networks differed from e-mail networks primarily because e-mail was generally the only option for communicating across distance. However, our interviews also revealed that there were different patterns of e-mail use in Europe and in the United States. In the primary European location, managers did not engage in e-mail exchange with those whose offices were nearby; interpersonal communication was the norm. Our analysis of the e-mail networks alone did not reveal this practice.

It is our belief that to understand global organizing, especially in the postindustrial or postbureaucratic organizations that are enabled by information technology, mixing research methods is a good way to accomplish both depth and breadth of understanding and to keep pace with emerging patterns and meanings. This type of research will be facilitated by ever more sophisticated information technologies and analytical tools but will also need to be grounded in context and conducted by a team of researchers who can observe and talk to people as they engage in their day-to-day work activities. Quantitative and qualitative methods, automated IT-based data collection, and in-depth ethnography are complementary and should be a necessary part of research design for organization studies going forward. Researchers also need to have an understanding of both quantitative and qualitative methods and their strengths and weaknesses, to know best when and how to use these complementary methods. We advocate a position of “both–and” and not “either–or”, favoring an embedded design, mixing methods to design and execute organizational network studies that will be both comprehensive and explanatory. We have tried to show in this chapter that it is possible to design research that takes full advantage of information technologies to gather large amounts of data for data mining and network analysis, but also to embed qualitative methods in parallel and in a measured, targeted way to maximize the richness of results while minimizing the costs usually involved in long-term, labor-intensive ethnographic studies.

Appendix A. Interview Protocol

Start Time: (e.g., 10:05 a.m.)
End Time: (e.g., 11:00 a.m.)
Part I

2. What are the best things about the ATI product? [3 Probes]

4. What would you say are the best things about the ATI project? [3 Probes]

5. What aspects of the ATI project might need improvement? [3 Probes]

Part II

6. Who are the people you communicate with about ATI? Tell me their names. [Multiple Probes until they can think of no others]

**Communication table**

<table>
<thead>
<tr>
<th>Name</th>
<th>Frequency of Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Multiple times per day</td>
</tr>
<tr>
<td>2.</td>
<td>Daily</td>
</tr>
<tr>
<td>3.</td>
<td>Several times per week</td>
</tr>
<tr>
<td>4.</td>
<td>Weekly</td>
</tr>
<tr>
<td>5.</td>
<td>Several times per month</td>
</tr>
<tr>
<td>6.</td>
<td>Monthly</td>
</tr>
<tr>
<td>7.</td>
<td>Quarterly</td>
</tr>
<tr>
<td>8.</td>
<td>Less than quarterly</td>
</tr>
<tr>
<td>9.</td>
<td>Rarely</td>
</tr>
</tbody>
</table>

[Continue listing names until respondent has no further names to offer.]

7. How often do you communicate with _________? [Repeat, asking about each name given. Provide the interviewee with the list of frequency responses.]

8. Of the people you named, remind me which three you communicate with most often about ATI, through any means? Tell me their names.  
   A =  
   B =  
   C =
9. How often do you think that A and B communicate about ATI with one another (give your best estimate)? [If says “don’t know,” say: “Then give your best estimate, please.”]
   ___ Multiple times per day
   ___ Daily
   ___ Several times per week
   ___ Weekly
   ___ Several times per month
   ___ Monthly
   ___ Quarterly
   ___ Less than quarterly
   ___ Rarely
   ___ Never

10. How often do you think B and C communicate? [If says “don’t know,” say: “Then give your best estimate, please.”]
    ___ Multiple times per day
    ___ Daily
    ___ Several times per week
    ___ Weekly
    ___ Several times per month
    ___ Monthly
    ___ Quarterly
    ___ Less than quarterly
    ___ Rarely
    ___ Never

11. How often do you think that A and C communicate? [If says “don’t know,” say: “Then give your best estimate, please.”]
    ___ Multiple times per day
    ___ Daily
    ___ Several times per week
    ___ Weekly
    ___ Several times per month
    ___ Monthly
    ___ Quarterly
    ___ Less than quarterly
    ___ Rarely
    ___ Never

12. Who are the three people that you e-mail most frequently about ATI? These three people can be entirely different ones from the previous questions or some or all can be the same. Tell me their names.
    Name A (e-mail):
    Name B (e-mail):
    Name C (e-mail):
13. How often do you e-mail with A about ATI?
   ___ Multiple times per day
   ___ Daily
   ___ Several times per week
   ___ Weekly
   ___ Several times per month
   ___ Monthly
   ___ Quarterly
   ___ Less than quarterly
   ___ Rarely
   ___ Never

14. How often do you e-mail with B about ATI?
   ___ Multiple times per day
   ___ Daily
   ___ Several times per week
   ___ Weekly
   ___ Several times per month
   ___ Monthly
   ___ Quarterly
   ___ Less than quarterly
   ___ Rarely
   ___ Never

15. How often do you e-mail with C about ATI?
   ___ Multiple times per day
   ___ Daily
   ___ Several times per week
   ___ Weekly
   ___ Several times per month
   ___ Monthly
   ___ Quarterly
   ___ Less than quarterly
   ___ Rarely
   ___ Never

16. How often do you estimate that A and B e-mail about ATI with one another?
   ___ Multiple times per day
   ___ Daily
   ___ Several times per week
   ___ Weekly
   ___ Several times per month
   ___ Monthly
   ___ Quarterly
   ___ Less than quarterly
17. How often do you estimate that B and C e-mail about ATI?
   ___ Multiple times per day
   ___ Daily
   ___ Several times per week
   ___ Weekly
   ___ Several times per month
   ___ Monthly
   ___ Quarterly
   ___ Less than quarterly
   ___ Rarely
   ___ Never

18. How often do you estimate that A and C e-mail about ATI?
   ___ Multiple times per day
   ___ Daily
   ___ Several times per week
   ___ Weekly
   ___ Several times per month
   ___ Monthly
   ___ Quarterly
   ___ Less than quarterly
   ___ Rarely
   ___ Never

Part III

19. How does ATI fit into the company business strategy [3 Probes]
20. What do you think the outcomes of ATI will be? 
22. Is there anyone that you want to talk with about ATI, but that you haven’t been able to reach? What are their names and what would you like to say?
23. How do you personally feel about ATI?
24. What is helping to move the ATI innovation forward? [3 Probes]
25. What are the barriers to the ATI innovation? [3 Probes]
26. What ideas do you have on how to remove these barriers? [3 Probes]
27. What is your role on the ATI project? [3 Probes]
28. Finally, in general terms, what is the meaning of innovation?
References


Part III

New Methodological Approaches
Used in Mixed Methods Designs
Fuzzy-Set Analysis of Network Data as Mixed Method: Personal Networks and the Transition from School to Work

Betina Hollstein and Claudius Wagemann

Introduction

Entering the labor market marks a decisive juncture in setting the course for a young adult’s career and future life. In the face of increasing youth unemployment and rapidly shifting labor markets, the question of the determinants of successful or unsuccessful transitions into gainful employment deserves particular attention. In this chapter, we analyze the conditions that affect these school-to-work transitions. To do so, we focus on the particularly vulnerable group of youth with less education, who face higher risks in this phase of life. We ask under which conditions do these youth, after a failed search for an apprenticeship, actually succeed in finding work? We investigate both individual characteristics (such search behaviors) and the network aspects – functional aspects (cognitive, instrumental, and emotional support of network members), structural aspects (like network size and composition), and attributes of network members, such as occupational status of parents.

The database consists of qualitative longitudinal data collected by the Collaborative Research Center (CRC) 333 “Perspectives on the Development of Work” based at the Ludwig Maximilians University of Munich. We conducted a secondary analysis of these data using fuzzy set analysis, a particular form of Qualitative Comparative Analysis (QCA; Ragin 2000, 2008). In this chapter, we demonstrate how and under what conditions fuzzy set QCA can be employed to conduct research into social networks. We consider QCA a mixed method as it integrates thick descriptions, a common feature of qualitative methods, with data reduction, which is characteristic of quantitative methods. It is especially suited for the analysis of medium-sized samples as it specifically allows us to model both complex solutions and equivalent terms of solutions for combinations of factors. As we will demonstrate, the application
of fuzzy set analysis facilitates systematic case comparisons and supports the construction of typologies that strongly build on the individual cases. Methodologically, our study is considered a “conversion design” (Tashakkori and Teddlie 2009), in which qualitative data are transformed into numeric data. The various network aspects are described as individual characteristics and then used to explain individual behavior.

The chapter consists of five parts. After providing a brief overview of the conditions affecting the transition from school to work, we will present the research project “How Networks Matter. Network Resources of Young Adults and Their Transition to the Labor Market”: the study’s objectives, its specific perspective on social networks, the database, and sample. In the third section, we focus on the analytical method applied—fuzzy set QCA (Ragin 2000, 2008). We then explain how exactly QCA integrates qualitative and quantitative analyses and illustrate in the fourth section the analytic steps taken. Finally, in the fifth section we discuss the benefits of this mixed methods strategy as well as the potential and the current challenges it holds for research into egocentric networks.

Entering the Labor Market: Conditions of Successful or Failed Transition to Working Life

The first entry into the labor market is significant for further employment and for the life course more generally. Factors such as educational achievements and qualifications are important individual-level determinants of career entry (Shavit and Müller 1998). Young adults with low or no educational certificates face especially challenging transitions to work (Solga 2005). Young less-educated women are a particularly disadvantaged group. In Germany, being a woman affects the labor market trajectories even more than does the school form or certificate achieved because of structural conditions, such as limited choice of occupation, and individual characteristics, like lack of self-efficacy (Lex 1997). Career orientations (Heinz et al. 1998), as well as aspects of personality, such as the self-perceived potential for achievement or the willingness to learn (Fend 1991), have been shown to be crucial. In the context of developmental psychology and concepts on the development of identity, an individual’s career exploration behavior (Flum and Blustein 2000; Kracke and Schmitt-Rodermund 2001; Kracke 2002) is deemed to be the single most important prerequisite for reaching a fit between one’s own aptitudes and those required for the aspired career (Super 1990; Marcia 1993).

Since Mark Granovetter’s ([1995] 1974) groundbreaking study “Getting a Job,” research has emphasized the significance of social relationships for both job searching and employment practices. When employees are
asked how they found their job, typically between one- and two-thirds of the respondents report that they heard about it through personal contacts (Lin and Ao 2008). In general, that proportion is higher among entrants than at later stages of career development (Lin et al. 1981a, 1981b). In case of first-time applicants aspiring for higher positions, the contact person’s socio-economic status is even more significant than the candidate’s own level of education (Lin et al. 1981a).

Yet, social relationships can smoothen the transition to the workforce in more ways than by supplying information and social contacts that facilitate awareness of and access to available jobs. This may range from financial support to practical advice on writing applications (Steiner 2004). Often, family members provide assistance, information, and orientation regarding career choices (Mortimer et al. 2002; Steiner 2004) or represent important role models (Coleman and Hendry 1990; Hoose and Vorholt 1996). Socialization research indicates that family processes influence the formation of educational and occupational aspirations (Schnabel et al. 2002). The same holds true for the development of related values, such as work motivation (Mortimer and Kumka 1982; Kohn and Schooler 1983) and work attitudes like self-discipline or the willingness to comply with codes of conduct (Fend 1998). Furthermore, trustful relationships can act as a buffer against stress by supporting coping at both the emotional and cognitive levels as well as in terms of bolstering one’s self-image (Pfaff 1989).

On the other hand, personal relationships can also be an impediment, as difficult family situations, like parental unemployment, separation, or addiction problems, are frequently found among young adults experiencing problems in securing their first job (cf. Kraheck 2004; Solga 2005). These situations can put considerable strain on the children, thereby adversely affecting their motivation and performance. Missing or negative role models are a further negative factor (Wilson 1997). Insufficient information on the system of vocational education and training or a general lack of orientation regarding possible fields of occupation also seems to be a common problem among young people who fail to gain a foothold in the labor market (Kraheck 2004).

Another question hardly addressed is how relationships with family, friends, and acquaintances work together at the point of career entry. What role does the social network of family, friends, and acquaintances play for the transition from school to work? In this respect, we have to state that most studies investigate individual relationships (e.g., among family members or peers) instead of the network as a whole. Or attention is directed to the network’s specific contributions, like providing job-relevant information or assistance in making career choices. In focusing on the totality of an individual’s relationships, the present chapter adopts a broader and interactive perspective on networks. We thus
explore social networks in terms of their significance for a successful start into the world of work. This perspective enables us to determine which network members matter and what kinds of network support matters. Furthermore, the explanatory value of structural network features, such as size, heterogeneity, or the stability of membership composition, can be examined. In particular, we shed light on the relationship between network aspects and individual-level determinants (like a person’s exploratory behavior).

We investigate these issues in the case of young adults with low levels of educational attainment who initially failed to secure an apprenticeship. Bearing this particularly unfortunate combination in mind, we ask for the conditions under which successful integration into the labor market might still be achieved. What combinations of network aspects and individual characteristics lead to success against the odds?

**Mixed Methods Data Collection and Sampling**

The analyses reported were carried out in the research project “How Networks Matter. Network Resources of Young Adults and Their Transition to the Labor Market.” The project provides rate longitudinal tracking of social networks and their effects during the transition to working life and seeks to analyze the conditions under which these networks are effective. We conducted a secondary analysis of data initially collected within the Munich Collaborative Research Center (CRC) “Perspectives on the Development of Work.” In the CRC’s project module A6, “Young Adults’ Career Trajectories, Social Networks, and Identity Development” (Keupp et al. 2008), a total of 88 teenagers and young adults from southern Germany (45 men and 43 women) participated in three rounds of data collection: interviews about their career entry experiences and their social networks. The respondents were between

---

1 The research project “How Networks Matter. Network Resources of Young Adults and Their Transition to the Labor Market” has been funded by the German Research Foundation (DFG; project code HO 2120/4–1; funding period 2007–2010; principal investigator: Betina Hollstein). The study has four objectives: (a) to take stock of network effect at the time of career entry; (b) to identify the explanatory contribution of formal network structures (e.g., network size and composition, stability of alteri) for understanding network effects; (c) to investigate the young adults’ own contributions in terms of activating network resources and making use of available network potentials; and (d) to identify influences and interdependencies, compensatory effects, or cumulative processes based on the prospective longitudinal data.

2 Collaborative Research Centers (Sonderforschungsbereiche – SFB) are research programs funded by the German Research Foundation (DFG) for up to 12 years with the purpose of creating core research areas at universities by establishing long-term research collaborations.
17 and 19 years old at the time of the initial interview scheduled at the very beginning of their vocational education and training. The second wave was conducted at the end of the training period and a final wave took place two years later.

**Sample**

The study’s sample included two groups that are similar in that both have rather low levels of formal qualification yet differ in terms of their respective employment histories and prospects. While one group underwent a smooth transition to the system of vocational education (selection criterion: apprenticeship in local government) and has fairly good chances of gaining standard employment, the young adults in the other group experienced relatively bad starts. Our analysis will focus on the second group, whose attempts to gain a foothold in the world of work failed. At the time of the initial interview, they were registered as unemployed and took part in special youth employment assistance programs (and were contacted via these programs to participate in this study). Due to their problematic previous employment career, these young adults constitute a typical “at-risk” group for discontinuous employment histories (Keupp et al. 2008).

**Data**

In a multistage data-collection process, the aforementioned research group A6 combined qualitative biographical interviews with more standardized instruments:

1. Guided, open-ended interviews. The interview schedule revolved around the topics “work/employment history” (crucial stages of schooling, the search for a training opportunity, the current employment situation, and plans for the future), “leisure time/friends” (leisure activities, significance of friends and acquaintances), and “family” (current residential situation and detachment from the parental home). Further questions regarding the respondents’ network and social resources as well as their self-image and plans for the future were included. The network
(2) Sociographic questionnaire. This questionnaire was used to gather sociographic details comprising personal data, such as the respondents’ age, marital status, and the number of siblings, as well as basic career-related information, like work history and current employment, school education and qualifications, and the parents’ occupations. During the second and third rounds of data collection, the respondents were also asked about changes compared to the respective previous round.

(3) Network generators. Furthermore, four different types of network generators were included (Keupp et al. 2008):
(a) Network chart: Extensive network data were captured during all three rounds of data collection. The Munich research group designed the network chart EGONET.QF especially for that purpose (Straus 1994, 2004; Keupp et al. 2008). When employing this instrument, the respondents are shown a chart depicting six concentric circles and asked to mark sectors that they view as relevant to their lives (e.g., family, friends, and work). The significance of individual sectors in relation to one another is indicated by their size, similar to a pie chart. Whenever a particular area of life is touched upon during the interview, the interviewer will also ask for initials of persons important to the interviewee and insert them into the chart of concentric circles. First of all, the chart provides an instrument for the systematic inquiry about network members, but it also acts as a kind of stimulus to generate further narrations. Moreover, the visual representation will help both the interviewer and the interviewee in referring to the various relationships and ensures that the former can “keep an eye” on all network relationships when asking about particular instances of social support.
(b) Characteristics of the alteri (network members): Additional data were collected with regard to the individual network members, for instance, on the duration of the respective relationships. Information on the employment and occupational status of parents, friends, or peers was also collected.

4 The network chart EGONET.QF (developed by Straus 1995) is not to be confused with the network data processing software Egonet.QF (developed by Pfeffer/Straus/Hollstein 2008).

5 For a comparative review of different types of network charts and diagrams, see Hollstein and Pfeffer (2010). Cf. also Molina et al. (this volume) on the use of visualizations in network studies.
(c) During all interviews, the respondents were repeatedly asked about the social support they had received from members of their network (e.g., “You just told me how it was when you quit vocational training. Back then, who was important to you, who supported you? Please indicate those persons (on the network chart) and tell me in what ways they supported you”). The interviewers explicitly wanted to know about the network resources as perceived by the respondents themselves and what their help-seeking behavior had looked like. Both issues were addressed with respect to three selected problems in a Life Event Questionnaire (a practical problem of life, a psychosocial problem, and one associated with unemployment or job hunting).6

(d) Changes in the network: During the second and third waves, the current network chart was compared with the former network(s). Particularly interesting were changes regarding the existence and relevance of individual relationships: What happened to the relationships that are no longer mentioned? Why and how did some persons become more (or less) important, and how did new relationships emerge? What are the underlying reasons for changes in the proximity or distance to ego?

Data Processing

The data gathered by the Munich research group were made available to the current GRF-project “How Networks Matter.” Altogether, this material comprised approximately 12,500 pages of text (interview transcripts, LEQs, and field notes) and a total of 264 network charts.

In order to process, analyze, and file the network charts, we developed a tailor-made software, Egonet.QF (Pfeffer, Straus and Hollstein 2008). The software enables a quick, systematic overview of attributes of the alteri and it significantly simplifies the description and analysis of network structures, like network size, its composition in terms of role relationships, eventual changes in network composition, as well as the stability of the alteri across the three waves of data collection. Moreover, it can be applied in combination with other commonly used software in the field of social network analysis (e.g., Pajek, UCINET).

6 The Life Event Questionnaires listed a number of possible life events from different areas, such as work, friends and leisure time, health, residential, and economic situation. Based on this list, the respondents were asked if those events had occurred – and mattered – in their lives. Some of the items particularly referred to network relationships (e.g., “I quarreled a lot with my fellow workers”; “I found a new friend”; “I often felt lonely”; “There was no one to help me”).
In order to handle the interview data, we identified a preliminary set of categories based on our own research questions and a coding scheme developed for the current project. For coding the data, we then used the software package Atlas/ti. The coding enabled us to scan the extensive body of text for individual aspects (e.g., all network members mentioned or different instances of support) while facilitating the organization and administration of the data. Coding is an essential step, as comprehensive interview and case memos are created during this process. These memos capture key details, such as biographical data, important aspects of the relationships to members of the network, and the support provided by network members (in general and with respect to career entry). Further items are individual action orientations and patterns of action that are reflected in the general conduct of life. The researchers’ preliminary interpretations were also documented. Together with the coded interviews and the network charts, the memos provide the basis for our further analysis with fuzzy-set QCA.

Methodical Contribution of QCA

Why QCA?

Methodically, we have opted for Qualitative Comparative Analysis (QCA). This method has been well known since the 1980s, when the American social scientist Charles C. Ragin (1987) presented a systematic mode of comparative analysis building on the use of truth tables and Boolean algebra – instruments that had, implicitly or explicitly, been used in previous comparative research (Caramani 2008). The core aim of QCA is to detect what conditions or combinations thereof can count as necessary or sufficient for given outcomes. Over the years, these causal relationships have been removed from the context of Boolean algebra in which they were initially embedded and have been re-interpreted in set-theoretic terms. In this view, causal relationships of necessity and sufficiency are now interpreted as relationships between sets.

Many hypotheses formulated in the social sciences can be considered as set-theoretic in this particular sense. In an empirical survey, Gary Goertz explicitly lists 150 hypotheses about necessary conditions in the field of international relations alone (Goertz 2003); hypotheses about sufficient conditions are similarly widespread in the social sciences (Ragin 2000). Put simply, set-theoretic hypotheses work with “if–then” hypotheses that can be distinguished from the “the more, the more” version of standard statistical analyses. This leads to some interesting differences. Let us assume that having been convicted for a crime is a sufficient condition for subsequent problems in entering the labor market. This would mean that – in order to verify our hypothesis – we should not be able to find a
single person convicted of a crime who did not face difficulties in entering the labor market. However, this hypothesis does not make any assumptions about persons who have never been convicted: They may or may not have problems in entering the labor market. In contrast, a standard statistical approach would assume that if persons with a criminal backgrounds have difficulties in finding employment, those without such a background will not. Persons without a criminal background who nevertheless have problems finding a job falsify the statistical hypothesis but not the set-theoretic one since the latter only makes assumptions with respect to the presence of a criminal career but not with regard to its absence.

This particular characteristic of set-theoretic hypotheses is called “asymmetric causation” (as opposed to “symmetric causation” in standard quantitative analysis). Other specific features of causation in set-theoretic methods, such as QCA, are equifinal and conjunctural causation. Equifinal causation says that conditions are sometimes alternatives to one another. For instance, one can imagine that there is more than one way of entering the labor market so that it is possible to compensate for factors that promise some success. This approach is different from most (though not all) quantitative techniques, such as OLS regression, where effects are added (unifinal causation). Conjunctural causation refers to the fact that, sometimes, causes exert effects not in an isolated manner but in concert with other causes.

Summing this up, QCA’s specific features relate to the fact that the specific causality it employs can be used for detecting asymmetric, equifinal, and conjunctural causal processes. Its focus is on sufficient and necessary conditions. Based on the algorithm used, it is also possible to determine so-called INUS and SUIN conditions, which can easily count as very sophisticated forms of causation. INUS stands for a condition that is an “insufficient but necessary part of a condition which is itself unnecessary but sufficient for the result” (Mackie 1974: 62). For instance, in the formula $A \ast B + C \ast D \rightarrow Y$, all four conditions $A$, $B$, $C$, and $D$ are INUS conditions. Neither of them is a sufficient condition, but all of them are parts of (composed) conditions that are themselves not necessary but sufficient conditions for $Y$. By contrast, SUIN stands for a “sufficient but unnecessary part of a factor that is insufficient but necessary for the result” (Mahoney, Kimball, and Koivu 2009). The formula $(A + B) \ast (C + D) \leftarrow Y$ depicts such SUIN conditions. The Boolean

---

7 This formula has to be read in the following way: the asterisk (*) indicates a Boolean multiplication and stands for a logical AND. The plus sign (+) indicates a Boolean addition and stands for a logical OR. The arrow (→) denotes a sufficient condition. Thus, the formula says that there are two alternative paths ($A \ast B$ and $C \ast D$) that logically imply $Y$, both of which are composed of two conditions ($A$ and $B$ in the case of the first alternative, $C$ and $D$ in the case of the second one).

8 The arrow in the inverse direction (←) indicates a necessity relation.
multiplication indicates that both factors (the factor A + B and the factor C + D) are necessary for Y – but both of these factors offer alternatives. Neither A nor B is necessary, but it is necessary that at least one of the two is present. SUIN conditions can be best called mutually alternative necessary conditions.

It goes without saying that the treatment of sufficient, necessary, INUS, and SUIN conditions is nothing new for comparative social science. However, QCA’s merits include that it renders them explicit, standardizes them, and offers a powerful analytical instrument that can be applied to more than just a few cases.

QCA has often also been referred to as an appropriate technique to deal with so-called “mid-sized n,” that is to say, data sets that do not reach the number of cases needed for statistical analysis yet still go beyond the often performed comparative analyses based on two, four, or, more rarely, eight cases. It is, of course, true that QCA can theoretically be applied to all data situations – although the results might be less interesting if only a small number of cases is analyzed. Nevertheless, QCA indeed works best with a medium-sized sample. However, this should not be the reason for preferring QCA to any other method in a given analysis; rather, the decision in favor of QCA should be motivated by a set-theoretic orientation; an emphasis on asymmetric, equifinal, and conjunctural causation; and an interest in necessary, sufficient, INUS, and SUIN conditions. Having said this, it is a positive side effect that mid-sized data sets can easily be analyzed with QCA. This is of special interest for comparative social research.

Since its first introduction, QCA has been continuously refined. A major step was taken by overcoming the need to formulate conditions and outcome as dichotomies (that is, a condition or outcome can only be present or absent) when so-called fuzzy sets were introduced (Ragin 2000). Since then, analysts differentiate between crisp-set QCA (csQCA), where the conditions and the outcome are dichotomous, and fuzzy-set QCA (fsQCA), where the conditions and the outcome can be graded in order to indicate the degree to which a condition or an outcome is present. Thus, we can go beyond solely defining either successful or unsuccessful career entries, but rather are now also able to consider partial successes and partial failures. Further developments include the introduction of parameters of fit and a standardized algorithm for the analysis of necessary and sufficient conditions (Ragin 2008). It can be said that, by now, QCA belongs to the standard repertoire of social science techniques.9

9 Apart from Ragin’s own seminal contributions (Ragin 1987, 2000, 2008, for many others), textbooks exist in which the technique is explained, e.g., Schneider and Wagemann (2012).
QCA as a Mixed Method

QCA is considered both a research design and an analytical method (Wagemann and Schneider 2010:378). The latter refers to the algorithm that has continuously been improved and integrated over the years. However, QCA is also a research design that extends beyond the “analytic moment” as such: The choice in favor of QCA determines both the preparation and the interpretation of the analytic moment.

In the Introduction to this volume, QCA has been presented as an advanced method for integrating quantitative and qualitative thinking. It can count as a mixed method in itself. Since the acronym stands for Qualitative Comparative Analysis, calling QCA a mixed method may seem counterintuitive. However, the reality is more complex. First of all, clearly defining “qualitative” and “quantitative” is no easy task. The definition employed in this volume (see the Introduction by Hollstein, this volume) is our own understanding of these terms. Definitions vary between disciplines and national research contexts, even among university departments. Ironically, the subtitle of the book in which Ragin (1987) initially launched QCA was “Moving Beyond Qualitative and Quantitative Strategies.” This rather suggests that neither alternative would fit in the case of QCA; QCA would be a “third way.”

The perspectives on QCA have changed over the years. Today, QCA is understood as a qualitative method, although not all advocates of more interpretive qualitative methods will readily agree. The introduction of (non-dichotomous) fuzzy sets and, later on, parameters of fit, such as consistency and coverage, not only creates a terminological proximity to standard statistical techniques but has also made the standardized mathematical algorithm so complex that it raises some doubts as to the clear identification of QCA as a qualitative method. However, it is only fair to admit that neither the name nor the label “QCA” were specifically mentioned in Ragin’s 1987 book. Both emerged only after the initial publication. Ragin himself now seems to prefer the term “case-oriented” (Ragin 2000:23), although he also explicitly states in the same volume that QCA belongs to the methodological tradition of qualitative research (Ragin 2000:13). The term “diversity-oriented” is also used (Ragin 2000:19).

To emphasize QCA’s integrative nature with regard to qualitative and quantitative approaches, we now give some examples to provide some insight into how QCA works.

---

10 With this, Ragin refers to the terminology of variable-oriented versus case-oriented approaches, which is often seen as an alternative dichotomy to the usual distinction between quantitative and qualitative approaches (Ragin and Zaret 1983; Ragin 2004; Della Porta 2008; for a critique see Bartolini 1993:173, fn. 9).
Looking at QCA results would suggest that QCA is in fact a quantitative method. First of all, QCA results usually comprise a vast amount of numbers, logical operators, and solution formulas. The graphical forms of representation are also very similar to what is known from statistical analysis (Schneider and Grofman 2006). This correspondence is not surprising since QCA is a highly systematic and standardized approach in which numbers, graphs, and logical operators typically serve to reduce complexity and thereby contribute to a better understanding of the patterns under analysis. Second, the QCA algorithm is highly standardized. Once the values of the conditions and the outcome are determined and important parameters are set, the process automatically follows the logic of set-theoretic analysis. The final results of QCA analyses can also be subsumed in comparatively short overviews, pointing to a quite rigid frame of sufficient, necessary, INUS, and SUIN conditions. Third, current evaluation parameters for QCA results bear much similarity to the proceedings in quantitative analysis. Coverage and consistency calculations (Schneider and Wagemann 2007; Ragin 2008) have become ever more crucial for QCA. Finally, the sheer need to transform concepts into values of 0 and 1 (as in csQCA) or into values between 0 and 1 (as in fsQCA) is a similarity between QCA and standard statistical approaches.

Yet, there are as many good arguments for underlining the qualitative aspects of QCA: First, single cases play an important role in QCA as the conditions to be analyzed are derived from a careful preliminary case-by-case examination. It is obvious that this inductive step of analysis is largely based on interpretive methods like Grounded Theory (Glaser and Strauss 1967). Like many qualitative approaches, QCA takes a holistic perspective on cases. The cases are then broken down according to their properties and subsumed under configurations of properties. In fsQCA, this leads to an analysis of ideal types where only marginally different cases are analytically grouped together with other cases belonging to the same ideal type. The single-case perspective also plays a role after the “analytic moment,” that is, when the equifinal solution paths have to be linked back to single cases (Schneider and Wagemann 2010:410f.). Second, although there are some semi-automatic features in assigning fuzzy values to single cases, there cannot be any doubt that the theory-guided and case-oriented mode of calibration will always remain dominant. “In the hands of a social scientist […], a fuzzy set can be seen as a fine-grained, continuous measure that has been carefully calibrated using substantive and theoretical knowledge” (Ragin 2000:7). In-depth case knowledge is an essential prerequisite for any meaningful fuzzy-set analysis (Hall 2003:389) – which holds true for qualitative analysis in general (Mahoney 2000:398). Furthermore, not all variations of a quantitative variable are necessarily considered meaningful for fsQCA analysis. Ragin calls this the difference between relevant and irrelevant variation (Ragin 2008: 83). Third, although QCA
involves “algebra,” Boolean algebra is not the kind of algebra where objects are counted or weighed. Rather than adding up and multiplying figures, Boolean algebra limits itself to the observation of whether a phenomenon exists or not. In other words, Boolean algebra places a greater emphasis on the \textit{qualis} (Latin for “how is it?”) of a phenomenon than on its \textit{quantum} (Latin for “how much is it?”). Furthermore, QCA invites the researcher to continuously move back and forth between ideas and evidence (Ragin 1994:76; Ragin 2004:126). This means, “[using] theory to make sense of evidence and [. . . .] evidence to sharpen and refine theory” (Ragin 1991:225). It should be pointed out that this does not have anything to do with data manipulation. Quite the contrary, it is a process of acknowledging evidence and using this evidence to reformulate the previous hypotheses, which could be referred to as “learning” in the most positive sense. Such a procedure – although recommended for all types of research – is more typical for qualitative than for quantitative research since the design of quantitative research projects (i.e., the data-collection phase) often does not allow a later review of the data from a different angle. And last but not least, the predominantly qualitative character of QCA is underlined by its very specific perspective on causality in considering equifinal, conjunctural, and asymmetric causation, in other terms on principles that can be seen as characteristics of qualitatively oriented case studies. On a continuum between qualitative case precision and quantitative simplification for generalization purposes, QCA can certainly be located somewhere between the extremes – but probably closer to the qualitative interest in adequately modeling complex causal processes.

In short, QCA can be considered a “mixed method” itself. In contrast to other mixed methods designs, it not only combines several methodological approaches but also borrows principles from various methods in order to arrange them into a new methodological strategy. As such, QCA is an integrated mixed method. Nevertheless, quantitative and qualitative features can still be traced. The quantitative features are, above all, related to the systematic way in which QCA operates whereas the qualitative features mainly consist of explicit case orientation and dealing with causal complexity. Although QCA definitely is a mixed method, the “qualitative side” is obviously dominant.

How Networks Matter. Applying Fuzzy-Set Analyses

Based on our research project on the significance of personal networks for young adults’ career entry, we now illustrate the core steps in constructing the fuzzy values and conducting the fuzzy-set analyses. Quantitative and qualitative aspects are strongly linked at these stages of the research process.
Selecting the Conditions and Constructing the Fuzzy Values

As mentioned earlier, the calibration of fuzzy values requires in-depth knowledge of both the cases and the concepts to be used in the analysis. However, case knowledge is already important in determining what to analyze: Conditions can only be derived from a clear qualitative analysis of given cases, coupled with insight from the existing scholarly literature. In our project, the theoretical perspective was geared toward including (structural and functional) network aspects as well as the individuals’ characteristics (orientations and behavioral aspects).

In investigating what a successful career entry depends upon, we distinguish two sets of conditions (cf. Table 9.1):

(i) In terms of individual-level conditions, particular aspects of behavior and orientations of the respondents are taken into account. We consider career exploration behavior and distinct occupational aspirations, and ask whether or not a physical or mental impairment is given. The incidence of such impairments is an example of a condition the significance of which became apparent only in the course of the single-case analyses.

(ii) The network conditions refer to network-based resources or restrictions. On the level of functional network aspects, we differentiate between instrumental support (e.g., career-related advice, information, or contacts), cognitive support (e.g., motivation, appreciation, and acknowledgement related to career entry), and emotional support (cf. Diewald 1991; Hollstein 2001), and the opposite phenomenon of active obstruction. We furthermore consider measures of network structure, like size, composition, and stability, as well as the existence of particular network members, such as one’s own children. Finally, we include characteristics of specific network members and sectors, like the parents’ occupational status as well as potentially problematic situations in the family of origin (e.g., poverty, addiction problems, violence, abuse, etc.).

The selection criteria for the sample serve as control criteria in the analyses: whether the respondent was in vocational training at the time of the initial interview (yes/no); sex (male/female); geographical region (rural/urban background); and a low level of educational attainment. The next steps comprise the specification of the conditions and the construction and calibration of the fuzzy values. Both are based on in-depth knowledge of the single cases. The first steps of quantitative analysis will then typically lead to a redefinition of the conditions and the calibration of the fuzzy values. To give an example, in our initial calculations in which
all 88 respondents were still included, we investigated the outcome “successful transition to employment” (i.e., the successful completion of in-company vocational training and qualification-related employment at the time of the third wave of data collection). It became obvious, however, that only very few of the young adults who had initially failed to secure a training place or apprenticeship actually met both criteria: of having completed in-company training and holding a primary labor market job at the time of the third wave. Apparently, the two groups are so different (“two worlds”) that different sets of conditions apply. We therefore split the analyses and will from now on focus those 35 young people who had not succeeded in finding an apprenticeship soon after graduating from upper secondary education. For this particular subsample, we now investigate a modified outcome: It is considered as “success” if a job on the primary labor market has been found within four years after the initial interview (irrespective of having completed vocational training\textsuperscript{11}).

The construction and calibration of the conditions require the utmost effort and are part of the analysis. As we will illustrate in the case of the different network conditions, both specifying the conditions and constructing the fuzzy values can happen in a more “qualitative” or a more “quantitative” manner. The former applies, for instance, to dealing with functional network aspects (social support) whereas the handling of structural network parameters (like network size) is an example of the latter.

\textsuperscript{11} This applies to 17 out of 35 respondents.
Functional Network Aspects

One of the conditions we use to describe functional aspects of the social network is the “perceived cognitive and instrumental support directly related to the school-to-work transition.” Cases perfectly match this condition and are thus assigned the fuzzy value 1 if the following criteria are fully met: In situations perceived as playing a crucial role for career entry (e.g., finding or keeping a job), the respondents report to have received cognitive and instrumental support from more than one network sector (e.g., not only from family members but also from friends or colleagues). Fuzzy value 0.7 is assigned to cases in which the respondents are supported in situations of similarly key significance, but the support is partial in that it comes from one network sector only or is only of an instrumental type. For cases in which network support is only provided in situations less crucial to career entry or only in a sporadic or occasional manner, we assign fuzzy value 0.3, whereas the value 0 remains for cases with no employment-related support being volunteered by the social network so that the only assistance received is of the mandatory kind provided by public agencies.

A case perfectly exemplifying fuzzy value 1 is Pit, a young man from Munich. Pit expresses the feeling of being able to fully rely on his network whenever he needs it. He refers to the example of his mother who had “permanently” been there for him during his successful drug rehabilitation. His mother as well as his brother always stood by him and “believed in him.” He also mentions a former colleague from his first (aborted) apprenticeship who helped him by arranging for vocational re-training in a kindergarten. There, everybody was very supportive and approving of him. Pit explains that the received support from colleagues, parents, and children was the main reason for him to complete vocational training this time. In this respect, he also mentions his friends, some social workers, and in particular his superior at the kindergarten who not only made his favorable opinion of Pit explicit but went so far as to accompany him on visits to public agencies in order to apply for the re-training, which was granted.

We are thus dealing with a complex, multidimensional condition. The attribution of fuzzy values is not automatic, as they are assigned in a qualitative manner by considering the case as a whole. In our example, we would have to identify whether or not the concept of “perceived instrumental and cognitive support directly related to the school-to-work transition” applies to a specific case – and to which extent the parameters are met. If new aspects arise from the single-case analysis, the conditions might be readjusted, followed by either a new calibration of the fuzzy values or a regrouping of the cases. Thus, for functional network aspects, a so-called “quantitizing strategy” (Teddlie and Tashakkori 2006; Tashakkori and Teddlie 2009) was applied, in which qualitative data (interview data) are transformed into numerical data.
(fuzzy values) in a conversion design (Teddlie and Tashakkori 2006; Tashakkori and Teddlie 2009).

**Structural Network Aspects**

In contrast, the fuzzy values for the condition network size – as a structural network feature – were constructed in a rather “mechanical” way. We only differentiated between large and small networks. With respect to the condition “large network,” fuzzy value 1 was assigned to all cases that lie at least half a standard deviation above the mean network size (with the reference value being determined based on the subsample of 35 cases) whereas 0 was assigned to all remaining cases, representing the “absence of a large network.” The same strategy was pursued for the condition “small network” as well as for the conditions “network heterogeneity” (with the reference value being the number of network sectors) and “stability of network members.”

**Characteristics of Specific Network Members/Sectors**

In the third group of network conditions, a variety of strategies were applied. For example, mother’s employment status was dichotomously differentiated in “mother employed at t1” or “not employed.” But in terms of “Family of origin: problematic constellation,” the fuzzy values are, as with the functional network aspects, the result of an in-depth qualitative reconstruction of individual cases.

In this design, functional and structural network aspects are transformed into fuzzy values. Thus, network aspects are converted into individual characteristics and can then be integrated into the QCA analysis to explain individual behavior, such as the successful or failed transition to work.

**Different Analyses of “Outcome” and “No Outcome”**

In this section, we demonstrate the application of the “analytic moment” in QCA, that is, the phase in which the fuzzy-set data are analyzed. As mentioned earlier, QCA is usually understood as both a research design and an analytical technique (Wagemann and Schneider 2010:378). QCA has so far mainly been presented as a research design whereas we now focus on it as a technique. Following standard

---

12 These examples primarily serve to demonstrate the application of QCA. For a comprehensive and detailed presentation of the analyses and a discussion of the results, see Hollstein and Wagemann (2013).
procedures (Schneider and Wagemann 2007:112ff., Schneider and Wagemann 2010:404f.), we will carry out different analyses for necessary and sufficient conditions.

To begin with the necessary conditions, based on theory and evidence from the first qualitative analysis, we assume that the men and women in our sample follow different causal logics. The decision is, therefore, to carry out two separate analyses for men and women. An alternative would have been to include sex as a formal condition. However, this would have entailed the disadvantage of being forced to use the same set of conditions for both sexes. Instead, the separate analyses for men and women enable us to analyze different sets of conditions for either sex.

We now present the result of the analysis of necessary conditions for the men’s group (cf. Table 9.2). We only report those conditions showing acceptably high consistency values (for the benchmarks, see Schneider and Wagemann 2010:406). If we consider 0.9 to be a good consistency level in the analysis of necessary conditions, we can conclude that the absence of physical or mental impairment is a necessary condition to gain a foothold in the primary labor market (consistency of 0.95). We could assume that impairments are not really a problem for the group under analysis; in that case, the “absence of impairment” would be a trivially necessary condition. However, the coverage value shows an acceptably

<table>
<thead>
<tr>
<th>Condition</th>
<th>Consistency</th>
<th>Coverage (Triviality)</th>
</tr>
</thead>
<tbody>
<tr>
<td>~impairment</td>
<td>0.95</td>
<td>0.82</td>
</tr>
<tr>
<td>~nw_size</td>
<td>0.91</td>
<td>0.75</td>
</tr>
<tr>
<td>nw_support</td>
<td>0.89</td>
<td>0.84</td>
</tr>
</tbody>
</table>

13 In brief, consistency values evaluate to what extent the conclusion as to whether a given condition (or combination thereof) is necessary or sufficient is really based on empirical data. It varies between 0 and 1. If it is 1, then the conclusion about the necessity or sufficiency of the condition under analysis is deterministic: No single item of the data set will partially or fully disconfirm the finding.

14 Coverage varies as consistency, between 0 and 1 and entails slightly different interpretations in the analysis of necessary and sufficient conditions: When dealing with sufficient conditions, the coverage value shows what share of the outcome can be explained and therefore corresponds best to the explained variance in quantitative designs. In case of necessary conditions, it indicates whether the necessary condition is trivial. A trivially necessary condition would, for instance, be that one needs to be born in order to find a job. While this is certainly true, it is also most trivial since to be born is a necessary condition for experiencing any social phenomenon, not only for finding a job. The word “coverage” is chosen, since the set of the condition exceeds that of the outcome by far.
high value, so that the absence of impairment is a truly necessary condition for the young men’s access to the primary labor market. Similarly good values can be achieved for the condition “absence of a large network.” While the consistency value is excellent, caution is recommended regarding the question of triviality. Although 0.75 is still acceptable, the absence of a large network seems to be rather widespread among our sample.

With a consistency level ranging slightly below 0.9, the aforementioned career-related support provided by the network only narrowly fails to satisfy the criterion for qualifying as a necessary condition. In spite of this minor deviation, one might still consider calling it a necessary condition, cautiously. 15

For determining the sufficient conditions, we opted for a model including the conditions of impairment and career-related exploratory behavior, plus two conditions derived from our core research interest in the functions and characteristics of networks: the network’s support in career entry and the maternal employment status (employed/unemployed) (cf. Table 9.3). We did not include “network size” in our model since further analyses indicated that its effect on successfully entering the labor market seems to be rather indirect in the sense that the network’s size is a condition for support being provided. 16

Two explanatory paths emerge that include both the absence of impairment and the existence of a career-supportive network. This is not surprising since these two conditions also qualified as “necessary” (or close to necessary) in the previous analysis of necessary conditions. However, a third condition has to be added to these two necessary conditions: This can either be a pronounced career exploration behavior or maternal employment status. 17 Indeed, when testing whether these two conditions can count as “functional equivalents,” 18 the result is positive: The consistency value of the necessary condition (exploratory behavior + mother_status) is

---

15 Although no source gives a definite figure, it is generally understood that 0.9 and higher values are acceptable consistency levels for necessary conditions. Since too much rigor in applying these parameters is not helpful, consistency levels of 0.89 should not be discarded too easily.

16 For a detailed explanation and description of this model, the calibration of the related fuzzy values, and a complete analysis, see Hollstein and Wagemann 2013.

17 Interestingly, neither one of these two conditions qualifies as a necessary condition (even less as a sufficient condition), yet they satisfy the criteria for being both an INUS and a SUIN condition. This means that, although being neither necessary nor sufficient, these two conditions have important functions in the solution.

18 This is a rather unknown module of QCA. “Functional equivalents” are those conditions that can be substituted for one another as necessary conditions for an outcome. In other words, it is necessary that one of them is present irrespective of the others (Schneider and Wagemann 2007:59f.). However, if too many conditions are considered functionally equivalent to one another, this tool loses its power, as it is obvious that at least one of the conditions has to be present if the particular outcome is observed.
0.96. Its coverage – the indication of whether this is a trivially necessary condition – is a bit lower (0.77).\textsuperscript{20}

The parameters of fit for both the single paths and the total solution are more than satisfying. We can explain a major part of the outcome (coverage of 0.84), and our result is highly consistent with the empirical data (consistency of 0.91). The values of both parameters indicate an analysis well done (Schneider and Wagemann 2010:406, 414). In addition, the consistency values of the two paths are very high (both > 0.9), and the values for the raw and unique coverages reveal some overlap between the two paths, which is not surprising since they both comprise no less than two necessary conditions. Nevertheless, unique coverages of 0.32 and 0.15 show that both paths still explain parts of the outcome that cannot be explained otherwise.

We thus conclude that receiving instrumental as well as cognitive support from one’s personal network is both a necessary condition and part of a sufficient set of conditions for successful career entry. Furthermore, the absence of pronounced career exploration behavior can evidently be compensated by another network feature, namely, the presence of a “working mom.” For those three cases represented by this constellation, qualitative case reconstruction shows that the employed mothers exhibit very strong orientation to work. Even though the mother–son relationships in our sample are not universally har-

\begin{table}[h]
\centering
\caption{Employment in the labor market: Analysis of sufficient conditions (men)\textsuperscript{19}}
\begin{tabular}{llll}
\hline
Model: impairment, exploratory behavior (expl), network_ & Raw cov & Unique cov & Consist \\
& support, employment status_mother & & & \\
~impairment * nw_support * exploratory behavior & 0.68 & 0.32 & 0.91 \\
~impairment * nw_support * mother_status & 0.52 & 0.15 & 0.97 \\
Coverage: & 0.84 & & \\
Consistency: & 0.91 & & \\
\hline
\end{tabular}
\end{table}

\textsuperscript{19} The raw coverage indicates how much of the outcome the single path explains. Unique coverage indicates how much of the outcome is explained by that path, \textit{which is not yet explained by the other paths}.

\textsuperscript{20} The coverage value of functional equivalents is usually not too high since the statement about necessity becomes ever more trivial if many conditions are considered functionally equivalent to one another. Therefore, this lower coverage value does not raise any concern.
monious, the mothers still support, motivate, and monitor their sons (Hollstein and Wagemann 2013).

QCA experts may know that different formulas can result for the analysis of sufficient conditions depending on how the researcher chose to deal with the so-called logical remainders - those combinations of conditions that are not covered by empirically observable cases. A short look at the truth table of our analysis of sufficient conditions for the sub-sample of young men illustrates this (cf. Table 9.4).

If four conditions are used in an analysis, set-theoretic logic offers us 16 (= $2^4$) combinations of conditions. However, we see that the young men under analysis can be grouped into only seven types. The theoretically possible nine other types simply do not exist. This goes back to the fact that the design is not experimental. The sample simply does not include any of the other theoretically possible constellations. 21 There are, for instance, no men in our data set who satisfy all of the following conditions at once: not being impaired ($\sim$impaired = 1), not receiving any career-relevant network support (network_support = 0), not showing any form of exploratory behavior (exploratory behavior = 0), and having a mother who does not work (mother_status = 0). This combination is a logical remainder, and the researcher should not be tempted to manipulate calibration in such a way that all combinations are covered with cases. This so-called limited diversity is the rule rather than the exception. Depending on how these logical remainders are dealt with, different formulas result. A frequently applied but very risky procedure is to simulate all possible outcomes for the logical remainders and to choose the most parsimonious solution. This cannot be recommended

21 This can occur if such combinations are not plausible, such as the famous “pregnant man”; if such combinations are plausible but have not come manifest due to the contingencies in the social world (such as the “female American President”); or if the sample is of a kind that not all combinations are covered by it.
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since there are no theoretically sound reasons for preferring that particular solution over the others. The most parsimonious solution does not contradict the empirical evidence provided by the data, but can be based on implausible assumptions (such as on pregnant men). The conservative solution is also based on empirical evidence, but this solution is only based on the available information and no assumptions are made with regard to the logical remainders. In other words, the conservative solution gives us a minimal account of the causal situation that we can definitely be sure about. By means of a recently introduced software module, a compromise solution is now offered in which directional expectations are given for some (or all) conditions: The researcher has to specify ex ante if (s)he has strong reasons to believe that a given condition would entail a rather positive or negative effect on the outcome. Following a logic of counterfactual analysis, assumptions on only those remainders are permitted that are in line with these theoretical expectations (for more details, see Ragin 2008:160ff.; Schneider and Wagemann 2012). In our example, the conservative and the intermediate solutions converge completely so that the solution is not only exclusively based on the empirically available information but is also not altered if we insert some theoretical expectations.

If we now repeat the analysis with the women in our sample, we get surprising results. First, the analysis of necessary conditions does not confirm the three conditions determined as necessary in the male subsample (cf. Table 9.5). The data set from the women’s group instead suggested to include and test the necessity of the condition of not being a

Table 9.5. Employment in the labor market: Analysis of necessary conditions (women)\(^{22}\)

<table>
<thead>
<tr>
<th>Condition</th>
<th>Consistency</th>
<th>Coverage (Triviality)</th>
</tr>
</thead>
<tbody>
<tr>
<td>~impairment</td>
<td>0.82</td>
<td>0.49</td>
</tr>
<tr>
<td>network_support</td>
<td>0.59</td>
<td>0.49</td>
</tr>
<tr>
<td>~network_obstruction</td>
<td>0.87</td>
<td>0.43</td>
</tr>
<tr>
<td>~child</td>
<td>0.91</td>
<td>0.44</td>
</tr>
</tbody>
</table>

\(^{22}\) This table includes the only condition that, in case of the women, exceeds the 0.9 hurdle of a consistency value required for a necessary condition.

\(^{23}\) Of course, this strategy entails a threefold problem: First, theoretical expectations that still need to be proven are used in order to prove them. Second, this opens the door for data manipulation: If there are too many of these theoretical expectations, it is obvious that a solution will be preferred that corresponds best to our own expectations. And finally, it is contradictory to the configurational logic of QCA to isolate single conditions and make assumptions about them separate from the other conditions.
parent oneself – this time rather in terms of a potentially negative effect on young women’s chances of entering the labor force.

As we can see, the consistency values of two conditions identified as necessary for the young men’s career entry (absence of impairment and presence of network support) are significantly lower when the data set from the women is considered. In marked contrast, we find a fairly high consistency value for the condition of not being a parent (~child) so that it might count as a necessary condition. The consistency value for the condition “no obstruction of the transition to work by the network” (~network_obstruction) is very close to 0.9, another condition that played no role in the analysis of the male subsample. However, the real problem in this case is that the coverage values for all four conditions are rather low – that is to say, these conditions are mainly trivial.

Therefore, the analysis of necessary conditions for the subgroup of young women was slightly disappointing. The problem here is not only that the previously determined conditions do not work well but, moreover, the only identifiable necessary condition (~child) seems to be quite trivial. Nevertheless, a first insight gained from this result is that other conditions should be used to analyze the female group. This suggestion is supported by the findings from our following analysis of sufficient conditions (cf. Table 9.6). Once again, we use the four-condition model identified as appropriate for the male group and insert the women’s data.

While the substantial result does not change much, compared to the men (for men and women we find two paths, both include ~impairment; for men and women there is one path with exploratory behavior and one path where this lack of exploratory behavior is compensated by network aspects), the evaluation parameters are fundamentally different and, above all, much worse. The consistency value of the total

<table>
<thead>
<tr>
<th>Condition</th>
<th>Raw cov</th>
<th>Unique cov</th>
<th>Consist</th>
</tr>
</thead>
<tbody>
<tr>
<td>~impairment * mother_status * exploratory</td>
<td>0.38</td>
<td>0.12</td>
<td>0.81</td>
</tr>
<tr>
<td>~impairment * network_support * mother_status</td>
<td>0.32</td>
<td>0.06</td>
<td>0.85</td>
</tr>
</tbody>
</table>

| Coverage:                                      | 0.44    |
| Consistency:                                   | 0.77    |

Remainders: Conservative Solution

Table 9.6. Employment in the labor market: Analysis of sufficient conditions (women)
solution is tolerable, although far from being good (Ragin 2008:118; Schneider and Wagemann 2010:406), but the coverage value is, of course, completely unacceptable. This is also reflected by the raw and unique coverages of the two paths. Therefore, we have to accept (or, as it is often put in QCA, to learn from the evidence) that the analysis of women’s and men’s career entry experiences are substantially different. Remember that the condition of “not being a parent,” which performed reasonably well in the analysis of necessary conditions, was not even included in our model. It is widely understood that having a child is usually more of an obstacle for women than for men as they transition into the labor market.

It is therefore expedient to develop another model that is more appropriate to capture the particular situation of young women, possibly even applying a completely different set of conditions. This is a further demonstration of the case sensitivity of QCA. It goes without saying that the strategy should not and cannot be based on just playing around with all the conditions until one arrives at a mathematically acceptable model. Instead, the new set of conditions for analyzing the women’s sample have to be carefully specified and substantiated on the basis of theoretical assumptions and knowledge of the individual cases. Only then can the results be expected to be substantially relevant. After several attempts to establish new conditions and learn from the data, we were finally convinced that to analyze the situation of women the new model should not define the successful transition to the labor market as an outcome but rather its opposite, that is, the “non-occurrence of employment.” A closer examination of the data set as a whole (including descriptive statistics) and of the single cases taught us that failure is more widespread among women than among men. As mentioned, QCA is an asymmetric method by which the result for the opposite of an outcome cannot automatically be derived from the analysis of that outcome. This is an advantage insofar as the separate analysis of the absence of an outcome might reveal patterns that cannot be detected with standard statistical methods. A new analysis of the women’s sample, this time using the outcome “non-occurrence of employment,” produced the following results (cf. Table 9.7): First, the analysis does not reveal any necessary condition. For the analysis of sufficient conditions, only three conditions are inserted into the model: being a parent, not showing any career-related exploratory behavior, and having a problematic family background.

If we reformulate the career-related exploratory behavior in its negative version (~expl), we can see that any combination of any two of the

24 An exception to this rule is if there are no logical remainders (Schneider and Wagemann 2010:408f.).
three conditions used in the model counts as a sufficient condition. In other words, any of the three conditions can be missing if the other two are present – they are then sufficient conditions for the outcome “non-occurrence” of a young woman’s successful career entry. The parameters of fit are admittedly better than in the previous analysis, but the low coverage value still indicates that our model cannot account completely for the outcome.

Conclusion

Based on a longitudinal study of the significance of personal networks for the transition from school to work among less-educated young adults, we demonstrated for the first time how fuzzy-set QCA can be usefully applied in investigating social networks. Using QCA facilitates a more precise description of the conditions (network resources and restrictions as well as individual action orientations) under which a successful labor market integration may still be possible in spite of initial failure to gain access to vocational training. The same holds true for understanding those cases and constellations in which neither vocational training was completed nor a job found within four to five years after leaving secondary schooling.

We demonstrated how quantitative and qualitative steps are interlocked in data analysis. We argue that QCA can be understood as a mixed method: QCA integrates qualitative “thick” descriptions with the kind of data reduction that is typical of quantitative methods. As shown earlier, such an analysis can incorporate qualitative as well as quantitative network data. The integration of qualitative and quantitative steps

Table 9.7. Non-occurrence of employment: Analysis of sufficient conditions (women)

<table>
<thead>
<tr>
<th></th>
<th>Raw cov</th>
<th>Unique cov</th>
<th>Consist</th>
</tr>
</thead>
<tbody>
<tr>
<td>child * ~exploratory family_probl</td>
<td>0.46</td>
<td>0.36</td>
<td>0.75</td>
</tr>
<tr>
<td>child * family_probl</td>
<td>0.21</td>
<td>0.10</td>
<td>0.85</td>
</tr>
<tr>
<td>Coverage</td>
<td></td>
<td></td>
<td>0.63</td>
</tr>
<tr>
<td>Consistency</td>
<td></td>
<td></td>
<td>0.79</td>
</tr>
</tbody>
</table>

Remainders: Conservative Solution, also Intermediate Solution

25 For an application of crisp set QCA see Smilde (2005) study on the influence of networks on the conversion to evangelical groups in Venezuela.
is an essential part of QCA analysis: This was demonstrated for the selection of conditions and outcomes, the construction and calibration of the fuzzy values, and for the representation by means of evaluation parameters. Based on our data, we also explained why a separate analysis was required for the male and the female samples and illustrated the aspect of asymmetric causality by analyzing outcome versus no outcome in the women’s group.

With respect to the young men, the (cognitive and instrumental) support provided by the personal network turned out to be a necessary condition for entering the primary labor market within a maximum period of five years, apart from factors like the “absence of a large network” and “not having a physical or mental impairment.” Together with the presence of a supportive network, the latter factor is also part of a set of sufficient conditions for this particular group’s successful transition to working life. On the other hand, career exploration behavior seems to be of only secondary importance: As the analysis shows, individual exploratory behavior can be compensated for by the presence of a network aspect – a “working mom” with her corresponding aspirations and orientations. In other words, having a working mom can act as a functional equivalent. However, further analyses reveal that these conditions evidently do not apply to the young women in our sample. In their case, network factors that impede career entry seem to be of greater significance, as the analysis of both the necessary conditions and the adjusted outcome “no successful transition to employment” indicates. Here, single-case analyses, a new calibration of the fuzzy values, and further comparative studies are needed to provide further insights.

Current challenges for QCA include the integration of temporal aspects (cf. DeMeur et al. 2009) and the development of further guidelines for calibration procedures. In our present analysis, we preferred mainly qualitative calibration methods with a strong focus on the individual cases. QCA requires a highly accurate procedure and compliance with many rules of “good conduct” in order to achieve its full potential. Paying the necessary attention to quality will also contribute to QCA’s greater recognition in the scientific community.

In this contribution, we demonstrated how fuzzy-set QCA can be meaningfully applied to research into social networks. QCA seems to be especially well-suited to investigate network effects. Given the significant effort involved in the collection of network data, network studies are frequently faced with the problem of being restricted to relatively small sample sizes. In such cases, many statistical methods are not applicable – for instance, if the effects of or impacts on networks are under examination. Since QCA is applicable in analyzing medium-sized samples, it is of particular interest for network research. With
regard to network effects, QCA allows the modeling of both complex solutions and functionally equivalent terms of solutions for combined conditions. It facilitates systematic case comparisons and supports the construction of typologies that strongly build on the individual cases, thus enhancing the explanatory power and generalizability of study results.
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Reconstructing Social Networks through Text Analysis: From Text Networks to Narrative Actor Networks

Joan Miquel Verd and Carlos Lozares

Introduction

The combined use of quantitative and qualitative methods is almost as old as sociological research, but this combination has only recently come to the forefront of the methodological debate. This is shown by the large number of reference works advocating a high level of methodological integration (Tashakkori and Teddlie 1998, 2003; Creswell 2003; Brewer and Hunter 2006; Creswell and Plano Clark 2007; Bergman 2008) that have been published since the late 1990s. However, works of this type have often limited their focus to the stage of gathering data. The methodological literature is fairly lacking in presenting and discussing strategies of analysis in which the data analysis is neither strictly quantitative (mathematical) nor strictly qualitative (interpretive). This chapter presents and discusses one example of this kind of analysis as applied to narrative interviews.

More precisely, this chapter presents an analysis procedure in which, from information obtained through qualitative techniques (narrative-biographical interviews) matrices of relations between actors are drawn up and analyzed using standard (quantitative) procedures of social network analysis. It is important to note that this transformation of narrative information from the interviews into a matrix of quantified data is preceded by a preliminary stage in which an interpretively generated code takes into account the syntactic and semantic nature of the text of the interviews. This strategy prevents loss of information about the content of the texts and respects the articulation of the textual units. The second stage, of transforming the already interpreted qualitative data to matrix form and submitting them to the corresponding algebra, can be

We would like to thank Silvia Domínguez, Betina Hollstein, Jan Fuhse, Julia Gluesing, and Sophie Mützel for their useful comments to earlier versions of this chapter.
described, in mixed methods terminology, as a “quantitizing strategy” (Tashakkori and Teddlie 1998:126; Onwuegbuzie and Teddlie 2003:355) or a “quantitative translation” (Boyatzis 1998:129). The particularity of our analysis lies in the fact that the quantitative data obtained are of a relational rather than a purely statistical-attributive nature.

According to the classification and typology of mixed methods designs presented in the Introduction (Hollstein, this volume) our analysis follows a conversion design, although with the above pointed particularity – in relation to the standard “quantitizing strategy” – of performing a first phase where an interpretive analysis and formalization of qualitative data is carried on. This procedure is applied in order to identify the social ambits (represented by different types of actors appearing in the narrations) that have a greater presence and influence in the training and employment pathways of a set of respondents. Specifically, from the identification of four main social ambits in the interviews (family, employment, friends, and training), we analyze the interactions and links between actors, relating the specific characteristics of these links to the type of trajectory followed by the respondent.

It is important to note that this network of actors is obtained in the same way as any network would be constructed from a biographical narrative: by transforming the analytically relevant codes of the narration into nodes in a network. The next step is to choose only the relations between the actors in this text network. This procedure is in line with previous methodological approaches that have held that a text can be analyzed as a network of meanings, so we devote a large part of the chapter to making a systematic review of these approaches. The procedure we follow is based particularly on the third type of approach that we review (network text analysis). However, we believe that leaving other, similar approaches outside the review would not do justice to some text analysis proposals that are methodologically innovative and largely unknown.

A Mixed Method for Analyzing Texts

Although the social network perspective has traditionally been oriented toward analyzing relationships between social actors, it can easily be applied to analyzing the relationships between the concepts or words in a text. In fact, this is a highly attractive application, insofar as the idea of a structure or “network of meanings” seems almost inseparable from the understanding of a text. In the framework of this application, some of the weaknesses attributed to the social network perspective – such as the difficulty of delimiting the set of units of which a network is composed and the fundamentally static nature of the most common analyses – are less problematic. Though all texts are the product of a dynamic
process (van Dijk 1998:78–89), as a finished product of this process they are stable and static and their units can easily be delimited.

Bazeley (2003:410) includes among the mixed methods of data management and analysis those based on “mapping”. In this category she identifies three different strategies that are very close to the use of a network perspective in the analysis: the use of standard social network analysis, the use of mapping semantic networks, and the use of cognitive mapping. What Bazeley calls “mapping semantic networks” is in fact an application of social network analysis (which she considers in its habitual definition, as analysis of contacts among actors in a network) to data of a textual type. This is the type of analysis that we deal with in this chapter. We will review the approaches to text analysis that are based on the transformation of qualitative data (mainly, but not exclusively, textual) into relational data, which may be analyzed both by using the habitual strategies of social network analysis and in a more holistic and interpretative way, considering the global structure of relationships between the nodes.

Merely applying the idea of relationship to text analysis¹ is not the same as applying the tools of social network analysis to text analysis. The main outcome of the transformation of the text into a network is a graph and its associated matrix that can be analyzed using either structural or relational strategies (Wasserman and Faust 1994).

Mohr (1998:358–59) distinguishes two main ways of approaching the analysis of cultural meaning structures using tools from social network analysis: by focusing on the connectivity of the nodes and by focusing on structural equivalence. Mohr’s classification is based on the type of tools used in the data processing procedure. The classification criterion that we will use in this chapter is slightly different. It is based on the type of text decomposition that is used and the way in which the text is recomposed and reconstructed in the form of a network. In our case, we group the analysis procedures into three main clusters: (a) those that analyze associations between words by means of word graphs or word-by-word matrices, in which the codification is automated or semi-automated; (b) those that analyze word-by-word matrices in which the associations between words are the result of an interpretative coding, which involves a far more theoretically oriented reduction of the text by the analyst; and (c) those in which through the coding the analyst transforms the text into a set of connected terms or concepts and also identifies (of course interpretatively) the type of semantic relationships that exist among them. The three types of procedures involve different – and increasing, if we follow the order of presentation – degrees of involvement of the analyst.

¹ A review of this kind of analyses can be found in Lozares et al. (2003). This article also shows precisely the points of contact and differences between the relational and network approaches.
in the process of interpreting and coding (or “translating”) the text into a set of relations between terms or concepts.

In the following sections we will describe the general approaches into which the procedures can be divided but not enter into the specificities of each analysis procedure. Obviously, the particular use of certain strategies in the data processing will vary according to each research question and according to the specific procedure used for building the network. However, broadly speaking, one can identify some coincidences in the procedures. The first group of approaches analyze mode 1 matrices of words or their corresponding graphic representations. The second group uses mode 2 matrices (affiliation matrices), either word-by-word or word-by-actor. Finally, in the third group the use of matrices is far slighter due to the impossibility of representing different types of relationships in a single matrix. In this case, the network indicators are sometimes calculated directly from the graphs or obtained from multiple matrices that are used simultaneously.

To end this section, we would like to refer to the nature of the texts that can be analyzed using the procedures that we will present. They can be texts produced directly as such (written texts), texts resulting from the transcription of a verbal interaction (i.e., interviews or focus groups), or written notes taken from observation. These are texts that Ryan and Bernard (2000:770–71) have qualified as “free-flowing texts,” which may provide raw text as an input for analysis or be previously coded. As discussed in the following, we are in favor of the latter. We think that converting a text into a network of meanings requires the interpretive involvement of the analyst, if possible, until the end of the analysis. We believe that this is one way to get a real mixed analysis, combining a rigorous and transparent approach with the open and comprehensive nature of qualitative analysis.

The Social Network Perspective Applied to Texts

In this section we review approaches that analyze texts by considering them as networks of relationships. Although semantic networks may be

---

2 This is not self-evident in quantitizing strategies, which rely mainly on automated coding.

3 This term is highly polysemic. We use it in a slightly more restrictive sense than that commonly used by other authors (e.g., Ryan and Bernard 2000). We define a semantic network as a graphic representation in the form of interconnected nodes and arcs (i.e., a graph) whose aim is to represent a given set of knowledge. Devices of this kind, in which graphs are used to (re)present the knowledge of a person, institution, or group, have been common since ancient times. Semantic networks display just ideas, subjects, or concepts (whether or not they come from a text analysis) without using social network analysis tools. See a review in Verd (2005) and the terminological debate developed by Doerfel (1998).
considered as initial steps or advances in the application of the network perspective to text analysis, we will not deal with them in this review, as they cannot be considered strictly as an application of the social network perspective to text analysis.

The type of application of the network perspective we consider is based on the possibility of coding a text, as in content analysis procedures, in order to reconstruct it as a system of relationships. Thus, the words, concepts, subjects, and so on, become nodes of a linguistic network by which they are related. The network structure (sometimes called a “map”) resulting from the aggregation of relationships among words represents the whole text surface analyzed, and the words (nodes) are contextualized by their position in the structure. Through this procedure it is possible to exploit the heuristic strength of network representation and analysis. Within this type of analysis one can distinguish three different tendencies: co-word analysis, structural equivalence analysis, and network text analysis.

Co-Word Analysis

This type of procedure is a relatively basic first level in the use of networks to represent and analyze texts. In the English language literature it is known as co-word analysis or word-network analysis (Popping 2000) and in the French language literature it is known as associated word network analysis (Jenny 1997). It consists basically in representing in a single network the co-occurrences of the main terms\(^4\) in a given set of texts or documents (Danowski 1988, 1993; Freeman and Barnett 1994; Jang and Barnett 1994; Schnegg 1997; Leydesdorff 2004; Leydesdorff and Hellsten 2005; van Meter 2006; van Meter and de Saint Léger 2008; Danowski and Park 2009; Escobar 2009). There are several ways to determine the co-occurrences, ranging from their simultaneous presence in a sliding window of text of a given width to their simultaneous presence in a given paragraph or even text (in cases in which sets of texts are analyzed). Figure 10.1 shows an adaptation of the networks developed by Danowski (1993) based on the analysis of the words used in the descriptions of listeners’ favorite radio stations.

It should be noted that in this type of analysis the relationship obtained is always the co-occurrence or simultaneous presence of words or terms in a given framework of communication, which does not necessarily involve starting from document analysis. In fact, the coincidence of terms can be obtained by directly taking persons as the “unit.” However, in the cases in which the persons are the units, interpretive coding of the

---

\(^4\) As in classical (quantitative) content analysis these can be the most frequent terms (*empirical approach*) or a list of previously selected terms (*dictionary approach*).
Figure 10.1. Word-network map from descriptions of listeners’ favorite radio stations
text (typically, transcribed interviews) is habitual, as is a more structural processing of the data (such as including in the analysis information on the emitters and the linguistic terms used). These characteristics would place this type of analysis in the second group of approaches that we review later.

In analyses in which only the coincidences of terms are taken into account, the interpretative nature is very limited or null. This absence of interpretation is shown particularly if one uses computerized coding. In this case the analysis tends to commit the same errors as automated content analysis, and it has been severely criticized for this (Carley 1993; Popping 2000). Some type of human interpretation is therefore recommended in establishing the simultaneous presence of terms, whether by using terms of the same level of abstraction – as suggested by van Meter (1999:78) – or by previously processing the text – as in the work carried out by Corman et al. (2002) and Brandes and Corman (2003). In general, this type of analysis lacks an in-depth application of all the possibilities offered by social network analysis. The type of relationship that is coded is simply “coinciding/being near” in the text. The networks are used mainly as an instrument of graphic representation that offers versatility in matrix calculation. Little use is therefore made of the possibility of characterizing (in terms of intensity, sign, direction, or meaning) the relationships between the nodes of the resulting textual network. This is why Popping (2000:122) does not consider word-network analysis to be a true application of the social network perspective to text analysis, arguing that it has a thematic nature based exclusively on the co-occurrence of terms. The trade-off for these limitations is the great volume of information that can be analyzed and the speed of data processing.

**Structural Equivalence Analysis**

The studies that we have placed under this heading differ from the previous group in the desire to go beyond the simple analysis of words or terms, which co-occur or are close to each other in a text. This objective is pursued through two simultaneous strategies: making a great effort of codification or selection of the terms or concepts\(^5\) to be used in the analysis, and seeking in the data processing the common patterns of relationship among terms in the text.

---

\(^5\) In this context we prefer to speak of terms or concepts to denote the effort of selection and sometimes abstraction performed by the analyst in this type of analysis. The terms that make up the networks and/or matrices used are not the words of the textual surface but summary words or simply codes assigned by the analyst by means of an explicit process of interpretation and connection with the theoretical framework and objectives of the research.
The research questions that these approaches try to answer can be summarized as follows: Is there a connection between the terms and concepts used (usually in a text) and the positions, profiles, or characteristics of the actors that use them? The main idea of the procedure is to study the roles played in the structure of relationships by the concepts analyzed and to link these roles with the social characteristics of the emitters or subjects to which the concepts are attributed. Thus, as in the case of word network analysis, what is analyzed is the relationship of co-presence, understood in this case as the coincidence of certain words or concepts in a given individual. The possibility of assigning a substantive content to the relationships between concepts is only used exceptionally.

The studies by Mohr (1994) and Martin (2000) perfectly illustrate this type of analysis. Mohr (1994) analyzes the New York Charity Directory of 1907 to determine how the social categories are grouped according to the characteristics of the relief that is provided to them. Martin (2000) analyzes the trades performed by the animals represented in the popular children's book, *What Do Animals Do All Day*? In both cases the authors work with mode 2 matrices, in which social types (in Martin’s case, represented by animals) are related to attributes or terms of marked symbolic meaning. The final objective of both analyses is to identify the underlying social typifications in the texts analyzed.

Yeung (2005) follows similar lines to those of Mohr and Martin, though the data he analyzes are not the result of the coding or interpretation of any text. Yeung analyzes the responses given by people belonging to different types of urban communes to closed questionnaires asking for a description of their fellow members. Though in this case the terms analyzed are not the result of an interpretative approximation (this is actually one of the recognized drawbacks [Yeung 2005:410] of his data), the author develops a type of structural analysis of the matrices (actor-by-term) that he obtains. The aim is to identify the meaning or “culture” embedded in the terms used by the different communities.

Yeung’s use of mode 2 matrices that relate actors and terms used can be rooted in – and considered a methodological sophistication of – the research of authors such as Rogers and Kincaid (1981), Monge and Eisenberg (1987), and Stohl (1993), who take as a basis for the analysis matrices of actors and words (an affiliation matrix), from which one

6 Wuehrer and Kathan (2001) do not give too much importance to the differences between the means used to obtain the terms analyzed. They present a good summary of these means (closed questionnaire, discussion group, in-depth interview, selection from a list, etc.).
7 Yeung uses Galois lattices to develop his analysis. Breiger (2000:102–106) provides a good explanation of the theoretical and methodological implications of this technique.
can obtain a word-by-word matrix (adjacency matrix) that represents the number of occasions on which each term co-occurs in the same actors.

The general aim of these authors is to obtain groups of actors differentiated according to the content of the communication (what in general we could call the “shared meanings” or “culture”). Monge and Eisenberg (1987), for example, speak of different subcultures (called semantic groups) within the organizations that they analyze, and Stohl (1993) also establishes cultural differences between managers of five countries.

Network Text Analysis

The tools of network analysis and representation can be used not only to identify and relate the main terms in a text, but also as a means of introducing the way in which the different units of the text (not necessarily words or concepts, perhaps longer linguistic sets) are related. This perspective is known as network text analysis. According to Popping (2000:30), “network text analysis originated with the observation that after one has encoded semantic links among concepts, one can proceed to construct networks of semantically linked concepts.” In other words – using the language of social networks – in these approaches the meaning of a text is obtained by considering both the nodes and the types of relationships that link them. An example of this type of analysis is presented in Figure 10.2, which shows a network obtained through an analysis based on knowledge graphs (Popping 2003, 2005). The figure shows the relationships among the main concepts of the control theory on labor markets. As can be seen, two main types of relationship are represented: causality (=>) and association (==).

Though there are different ways of developing network text analysis, studies that can be placed under this heading have common characteristics that differentiate them clearly from word network analysis and structural equivalence analysis. In relation to the first strand, network text analysis involves a (human) interpretation and a (theoretically guided) reduction of the text, insofar as the terms considered and the relations coded cannot be identified by automated means. In relation to structural equivalence analysis the interpretive role of the analyst is similar, although in network text analysis the semantic relationships that link the terms also have to be encoded. These semantic relationships and the specific procedures of encoding and representation may vary greatly, because they serve the different theoretical goals and methodological interests of the authors.

The approaches of this type are less numerous than those based on word network analysis and structural equivalence analysis, although some of them have been in development for quite a few years. Kathleen
Figure 10.2. Knowledge graph of labor market theories according to control theory
Carley and her colleagues (Carley and Palmquist 1992; Carley 1993, 1994, 1997; Palmquist et al. 1997; Diesner and Carley 2004) perhaps form the core of authors who have worked most on this type of analysis, under the specific name map analysis. The aim of her work is to carry out a formalized analysis of texts going beyond content analysis. Thus, map analysis focuses on “concepts, the inter-relationships among them, and the frequency of concepts and inter-relationships” (Carley 1994:292).

Another variant of network text analysis is the approach that we have called network discourse analysis (Lozares 2000; Lozares et al. 2003; Verd 2005). Network discourse analysis\(^8\) arose as a procedure applied to the analysis of narrative interviews, one of whose main objectives was to use as much contextual information as possible for coding and analyzing transcriptions. It is highly interpretative, with the aim that the reconstruction of the text in the form of a network should be a way to maintain its original unitary nature. In particular, the application that we will present in the next two sections stems from the identification of causal relationships in biographic narratives, and in this sense it is rooted in the work of Abell (1987, 1988) and Heise (1991). By building networks of text, it is possible to reduce the interviews to narrative maps that can be easily analyzed, either quantitatively using the indicators typical of social network methods or qualitatively using the sequence of events.

Though with slightly different objectives, Bearman et al. (1999), Bearman and Stovel (2000), and Smith (2007) use a similar method (coding of the causal relationships present in narrative interviews) as a means of identifying the central events in biographical narrations. Their theoretical orientation is more concerned with inserting the narratives in their historical dimension, which involves a great process of abstraction and translation of the text into concepts or events (the nodes of the network) that will be compared between different narrations. The result is a network representing the causal and temporal ordering of the main events described in the narrative. The procedure produces not only a description of the narrative but also a map of relationships between events that can be analyzed taking into account centrality, intermediation, and the distance between the nodes.

There are other works that fall within the framework of network text analysis (see Kleinnijenhuis et al. 1997; van Cuilenburg et al. 1988; Popping 2003, 2005). As in the other studies that have been reviewed so far, these are procedures that involve not only an identification of the

---

\(^{8}\) **Network discourse analysis** was developed collectively within the Department of Sociology of the Universitat Autònoma of Barcelona, though in its practical applications some differential elements can be detected according to the purposes and theoretical objectives to which it has been applied (see Lozares 2000, 2006; Marti 2000, 2006; Verd 2002, 2006, 2007).
main words or concepts in a given text but also the coding of the relationships between these words or concepts (i.e., an interpretation of the statements of the text), which are later aggregated to form a network. The analysis carried out by van Cuilenburg et al. (1988) is of particular interest, because it considers four main types of relationships between concepts (similarity, causality, emotional relationship, and association), to which it gives scores of between -1 and 1.

Narrative, Actors, and Ambits of Interaction

In this section we present briefly the theoretical and methodological underpinnings that form the basis of the example of analysis presented in the next section. Let us remember that the objective is to identify the role played by social ambits and the actors connected to them in the development of training and employment biographies. This objective is pursued methodologically by identifying the respondents’ personal networks and the relationships among the alteri of the obtained ego networks. These ego networks are not obtained by means of a standard network questionnaire based on name or position generators, but through the coding and analysis of the narratives produced in the interviews, in which ego is the narrator in the interview. The ego networks will be analyzed and placed in relationship with the textual causal narrative initially represented.

The configuration of personal networks has been studied several times in relation to their dynamics and to the social ambits in which the life trajectories of the egos have taken place. For these purposes mainly panel surveys have been used (Wellman 1979; Minor 1983; Suitor et al. 1997; Degenne and Lebeaux 2005; Bidart and Lavenu 2005). In our example, the dynamics and ambits in which the trajectories of the respondents took place were obtained in a different way, by using narrative interviews. The biographical narrative unfolds, presenting – often causally – the links between events and between the narrator and the other actors, thus revealing the social mesh involved in the biographical trajectory of the narrator (Lozares and Verd 2008). This is possible because in the whole biography there is a correspondence between the nature and dynamics of personal networks and the structure of the ambits that encompass them, because they generate each other (Erikson 1982; Gartrell 1987; Bidart and Lavenu 2005).

Whereas White (2009) highlights the interactions between narrative and social networks – the links have a narrative behind them that gives them meaning and leads to the emergence of social networks – we focus on identifying the networks of actors based on the narrative. These networks are in turn obtained by identifying in the text the ambits of interaction – what Degenne and Forsé (1999:54–57) call “social circles.”
These three elements – textual narrative networks, ambits of interaction, and personal networks – form the basis of the integrated analysis that we present.

The kind of analysis we have developed is quite similar to that of McKether et al. (2009), whose ultimate aim is also to obtain relationships among actors from narrative data. These similarities would be even greater if we introduced more automation into the coding. Perhaps the main difference is that in our procedure it is important to identify the actors with the ambits of interaction, in order to see the role they play in the textual narrative network and in the whole actor-by-actor network.9 Thus, by giving importance to narrative networks, we share some of the concerns of the analysis of Bearman and Stovel (2000) and Smith (2007).

The empirical material used for the analysis in the example comes from interviews conducted for the PhD thesis of Verd (2002). This material has been re-analyzed to achieve the previously-mentioned objectives, which are different from the original ones of the thesis. In the Appendix to this chapter we present the framework of the original research: the research questions, the kinds of narratives that were produced, and the profiles of the persons interviewed.

An Example of the Procedure

This section explains and illustrates in some detail the procedure applied from the construction of narrative networks to the development and analysis of the networks of actors (ego-centered networks). To facilitate the explanation, we will discuss the different phases separately. We used ATLAS.ti and UCINET to process the data.

To better illustrate the procedure followed and the results obtained, we have used two different interviews as an example. Initially all the verba-tims come from a single interview, but from the moment when the narrative networks are built, data from two interviews are presented in order to show the differences between results and their possible explanations.

Processing and Coding the Interviews

The first step in the processing of the interviews was to convert the text into a network of events by coding it. To do this we coded all the units of register of the narrative interview. A textual unit is defined as a unit of register by its meaning in the discourse of the interviewee, in such a

---

9 See the section below titled “Establishing the Relationships between Actors.”
way that it identifies or relates the actor’s objectivizations. Ideally (people do not use perfect sentences, so it is always necessary to reconstruct), a unit of register is a statement composed of a subject and a verb that may be coordinately or subordinately linked to other subjects and other verbs, with any supplements they may have. This initial coding process remains very close to the text and is therefore largely inspired by the principles of Grounded Theory (Strauss and Corbin 1990) and its recommendation not to leave any information out in the initial coding. The coding was performed using the Coding function of ATLAS.ti. Later, in the construction of the relationships among codes, some of the codes were grouped into broader categories to form conceptual hierarchies, as recommended by Strauss and Corbin (1990).

After this initial coding of the units of register, we used the Link Code to Code function to establish the relationships between the initial codes. In the example we present only the causal relationships that were identified, though other types of relationships between codes can be established (see Verd 2002: 2007). As stated in the previous section, a narrative is characterized by the causal relations that form the narrative plot and that are fundamental to understanding the actions taken by the actors. Of course, these are causal relations between events according to the knowledge of the narrators, and they do not necessarily have a truth value. In this regard, we follow the arguments of Maida and Shapiro (1982) and Woods (1975, 1991) in favor of intentional representations, that is, the narrative network represents the reasons that lead from one state to another according to the respondents, rather than universal truths based on formal logic. The interpretative criterion used thus fully agrees with that presented by Bearman and Stovel (2000:76): “Arcs between elements are coded as present if one element ‘leads to’ another.” These causal relationships have been identified by establishing the symbol “=>” between codes A and B (with the meaning “the situation represented by code A influences the situation represented by code B” or “the actor represented by code A leads to the situation represented by code B). These relationships are plotted using the Networks function of ATLAS.ti.

An example of the type of coding performed and the relationships established among codes may be seen in Figure 10.3, which is taken from part of an interview in which the narrator talks about how he got his first job. The symbol $ before the first code indicates that this is an

10 However, it is important to note that in many of the statements of the interviews the narrators merely described a certain state or action without causal links. This fact is important for the analysis (see the section below titled “Establishing the Structural Relationships among Textual Units”).

11 The analyst must consider the plausibility of the statements made, but this is an issue that affects any analysis based on interpretive procedures.
Establishing the Structural Relationships among Textual Units

In order to recompose the general structure of the narrative and return the inherent character and semantic and syntactic unity to the coded text, a stage of integration of nodes and arcs is needed (Carley 1993). In our case the narrative is reconstructed by representing in a single graph all the codes and relations assigned to the narrator’s statements. We thus obtain an isomorphic representation of the original narrative (Bearman et al. 1999; Bearman and Stovel 2000; Lozares and Verd 2008). As an example of this process, Figure 10.4 shows the coding and the subgraph resulting from this integration. At the top of the table are the situations or actors (nodes) and relationships (arcs) that are encoded separately in the text. Represented together, these nodes and arcs form a connected graph sharing the same node (namely the so-called competencies).

The example in Figure 10.4 also shows the importance of placing the codes that represent more specific situations in more general categories during the coding process. Strictly, it is impossible to unify in a single network – by connecting the common nodes – concepts or categories that are situated at different levels of abstraction, because the nodes would not represent the same entities. We agree with Smith (2007:24–25) that the use of hierarchical groupings of events facilitates

---

12 Specific concepts can be organized into more general types (Carley 1993; 92), and this must be taken into account in the coding process. If it were not, it would be extremely difficult to combine the statements identified into a single graph.
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comparison across narratives – and also within narratives in the example shown in Figure 10.4, in which the relationship “competencies => second job” includes the respondent’s statement that he was recruited for his second job because of his competencies. This statement is connected with the relationship “$ first company’s management => competencies” through the shared node “competencies,” which actually refers to a whole set of skills and behaviors that are mentioned in the course of the interview. Thus, underlying the concept competencies there are more specific terms such as being reliable, showing interest in the work, responsibility, sacrifice, and working as best as one can, all learned and developed largely due to the high level of demand of the management in his first company.

Once the narrative map has been obtained through the aggregation of nodes and arcs, it is possible to focus on or select a part of the network for a more detailed analysis of the narrative. This can be done by identifying thematic blocks in the original narrative (and analyzing only the corresponding nodes and relationships) or by taking the nodes and relationships that have certain characteristics. This second procedure is carried out by Diesner and Carley (2004) in their analysis of 247 texts designed to detect the organizational structure of covert networks. It is also the one we use. We took all the nodes referring to actors different of ego, whether or not they had a causal influence on the narrative.13 Figures 10.5 and 10.6 show the graphs resulting from representing these nodes (marked by the symbol $) and their immediate neighbors (nodes that were connected at a distance of 1). Let us recall that the analyzed data came from narrative interviews, and that the actors mentioned are not the result of specific questions but are mentioned spontaneously in association with different contexts in the narrative. At no time did we ask about specific persons, or about the influence that they had on the events

\[ $ first company’s management => competencies \]

\[ competencies => second job \]

Figure 10.4. Example of the aggregation of codes and relations

13 Verd (2006, 2007) presents the complete networks to which we refer; herein we present only the subnetworks resulting from the procedure we describe.
Figure 10.5. Actors mentioned in the narrative of Miguel and causal connections with events in the training and employment pathway
Figure 10.6. Actors mentioned in the narrative of Santi and causal connections with events in the training and employment pathway
described. This could be understood as a sort of qualitative data mining (cf. Gluesing et al., this volume) as we are obtaining relations among actors that are implicit in the narrative. Sometimes the actors appear as protagonists of parallel narratives that the interviewee mentions as a counterpoint to his or her story or simply as secondary figures who have no connection with, or direct impact on, the events described.

Establishing the Relationship between Actors

Having built the narrative subnetworks presented earlier, we built the networks of the actors mentioned in the narrative. As noted earlier, the actors who appear in the narrative are taken as representative of the different ambits of interaction of ego and of the importance of these ambits in training and employment pathways. From the narrative of the interviewee we established four ambits of interaction, which were used to build mode 2 matrices of actors by ambits. These ambits were family, employment, friends, and training. They coincide largely with the life contexts considered by Bidart (2009:182) in her analysis of the “driving forces” that lead to personal networks, although the meaning of the concept used by Bidart is somewhat broader.

Tables 10.1 and 10.2 show examples of the cases of two interviewees: Miguel and Santi. Significant differences can be observed in the presence of actors belonging to different ambits (the fact that the number of actors mentioned is 7 in each case is a coincidence). These mode 2 matrices are built directly on the UCINET spreadsheet, using the same program to obtain the dichotomized mode 1 matrix (presence or absence of a relationship between actors) and the graphical representations and analyses presented in the following.

Unlike the procedure used by McKether et al. (2009), in our case the relationships between actors are defined by the ambit of interaction. That is, the relationships depicted are drawn from the interpretive analysis of the narratives: First we related actors with ambits in the narrative (mode 2 matrices, exemplified by Tables 10.1 and 10.2), and then we obtained actor-by-actor matrices (mode 1) from the mode 2 matrices. The analysis of these actor-by-actor matrices is very robust when it is performed together with that of the narrative networks (Figures 10.5 and 10.6). It is the only way to avoid decontextualizing the relationships between actors from the settings (marked by the narratives) in which they appear. This exercise of joint analysis is performed in the following section.

Figures 10.7 and 10.9 show the ego-centered networks of Miguel and Santi, and Figures 10.8 and 10.10 represent the components of both networks (without taking ego into account). For reasons of space we will not analyze each one separately; in the next section they will be analyzed.
Table 10.1. Matrix of actors by ambits. Interview with Miguel

<table>
<thead>
<tr>
<th></th>
<th>Family</th>
<th>Employment</th>
<th>Friends</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brother</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>High school mates</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>First company’s management</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Second company’s management</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Primary school teachers</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Management of the vocational school</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Work friend</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 10.2. Matrix of actors by ambits. Interview with Santi

<table>
<thead>
<tr>
<th></th>
<th>Family</th>
<th>Employment</th>
<th>Friends</th>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mother</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Brother</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Girlfriend</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Girlfriend’s brother</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Management of the vocational school</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ninth company’s section head</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Friends</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

in conjunction with information from the narrative networks displayed previously. Nevertheless, it is important to note that in our analysis the charts representing relationships between actors must be understood above all as a reflection of the intersection (or absence of intersection) of different ambits. If this information is integrated, in turn, with that provided by the narrative networks in Figures 10.5 and 10.6, we then determine if and how these ambits are connected to the events of the training and employment pathways.

Results of the Integrated Analysis: The Effects of Different Employment Pathways

The reflections presented in the following are intended basically to exemplify the type of results obtained from the whole process to this point in the analysis. They will necessarily be brief for reasons of space\textsuperscript{14} and

\textsuperscript{14} Although we do not present the results, we have analyzed the structural holes, the cores, and the measures of centrality and centralization (degree, closeness, and betweenness) of the network both with and without ego. These analyses would expand on the comments made on the following pages, but not contradict them.
only indicate the interpretative potential of the data set analyzed. They will refer to the two cases that we have been presenting in this chapter; the reader is left to gauge the interest of a comparison among a larger number of cases.

The two cases have the same social profile, increasing the significance of the differences in the narrative networks and networks of actors. The two young men are aged 28 (Miguel) and 26 (Santi), live in the same area (El Vallés County, on the outskirts of Barcelona), are from the same social background (working class origin), and have the same level of education (second-level vocational training). At the time of the interview Miguel was a member of the basic staff in the dying section of a textile finishing company of 50 workers and Santi stocked shelves in a supermarket.
From the observation of the ego-centered networks the different importances of the family ambit in each narrative are determined. Whereas Miguel’s narrative mentions only a brother, Santi’s narrative mentions a brother, a mother, and also a girlfriend and the girlfriend’s brother – the latter two also forming part of the ambit of friends. The different importance of the family marks a fundamental difference between the two narratives. Figures 10.8 and 10.10, which represent the different components, clearly show that the narratives are built around different ambits: Whereas the core of Miguel’s narrative is centered on the ambits of training and the company, Santi’s is centered on the ambits of family and friends. The components analysis also shows that in both cases these nuclei are mixed, that is, they have significant intersections (cf. Degenne and Lebeaux 2005). The case of Miguel is characterized by the intersection of the ambits of education, employment, and friends, whereas that of Santi is characterized by the intersection of the ambits of family and friends.

Despite the different narrative frameworks, it is interesting to note from the narrative networks that in both narratives the agents (actors who act causally on the events) are mainly members of the ambit of education and business (more balanced in the case of Miguel and exclusively those of the educational ambit in the case of Santi). This fact may easily be related to the situation of precariousness and insecurity that affects many young people in Spain (and particularly those with a low- or medium-level qualification, like Miguel and Santi). This situation largely prevents young people from taking charge of their own career paths, which are ultimately marked by circumstances external to the individuals. This fact is well reflected in the narrative networks obtained.
This climate of insecurity has affected the pathways we analyze in different ways. In the case of Santi we observe a great lack of focus in the ambit of employment. Friends and family are a world apart from work (they are completely disconnected; see Figures 10.6 and 10.10). This respondent has worked in nine different companies since he finished school, always for short periods of time, and has therefore been unable to identify minimally with the companies or to establish friendships within them (Figure 10.6 is explicit on this). He obtained some jobs through the management of the vocational school where he studied, but no other actors have helped him in his contacts with the world of employment.

Miguel has and maintains friends who come from the ambits (see Bidart 2009) of training or employment (Figure 10.8 clearly shows this intermediary role of the ambit of friends between the other two ambits). In his narrative (see Figure 10.5) the employment ambit is far more central and his friends are not a world apart (the family is, but the narrative shows that this ambit is not central). Why? Possibly because Miguel’s path has been far more stable (he has only been in two companies since he finished his training) and this stability has consequences on his life and employment pathways and on the way he experiences and interprets these pathways.

Discussion: Challenges and Benefits of the Method

In the method for analyzing actor networks in narratives that we have just presented, the novel and original aspects lie in the mixed data processing stage, which is not the stage most commonly considered in mixed
methods. From a methodological standpoint, we combined a formalized procedure with the continual presence of interpretation. From a purely technical viewpoint, in two different stages we combined the methodology and tools of the analysis of social networks with qualitative procedures, first with an interpretative coding of the text and its relationships oriented toward the construction of narrative networks, and then with a contextualized interpretation of the actor networks that were found. This second contextualized interpretation was possible precisely due to the first stage – the only alternative would have been to go back to the raw interview text.

The use of formalized procedures arouses some reservations among those who favor qualitative approaches. However, we think that formalization is the way to give the analysis transparency and rigor. Opening the “black box” of the analysis can make the findings more vulnerable to criticism, but it also legitimizes the results by exposing them to unrestricted discussion.

Importantly, the integration of the formalized approach with the interpretative approach did not involve “sticking together” quantitative and qualitative information, but was applied at all stages of the process. The different components were thus mutually illuminating, which is the requirement of Bryman (2007:8) for mixed methods to be considered “genuinely integrated.”

A second particularity of the approach presented lies in the way it analyzes narrative networks. Usually the analysis is based on measures of centrality of the nodes, and measures of intermediation and nodal distance (see Bearman and Stovel 2000; Smith 2007). In this chapter, in an attempt to answer specific theoretical questions, we have explored a different path of analysis, in which the narrative network has been interpreted vis-à-vis the actor networks drawn from the narrative. Thus, rather than analyzing the importance of different events in the pathways analyzed, we have dealt with the environments and the actors that make up these events, linking them to the pathways described. In a sense, this represents (methodologically) a reverse approach to that explored by Bidart (Bidart and Lavenu 2005; Bidart 2009), in which a combination of panel data and in-depth interviews was used to detect interconnections of the composition of the personal network with events experienced over the years. In our case, the contextualization and narrative integrity offered by stories provided a comprehensiveness and coherence of information that is otherwise difficult to achieve. Personal networks obtained in this way, as an expression of relations between actors located in a specific context and time, were fixed by reference to social spaces, experiences, transitions, key points, and changes in direction.

The most evident drawback of the procedure is the great investment of time needed in order to carry it out. Of the three types of analysis of
texts that use social network tools, the one we used requires the greatest presence and interpretive involvement of the researcher. This intervention is carried out at all levels and stages of the analysis process, in both the coding and the re-articulation of the text in the form of a network. This interpretative presence of the analyst prevents the process from being automated and even makes it difficult to outsource the work. Therefore, a large amount of text to be analyzed can involve a heavy workload. This is not particularly distinctive of the analysis we have presented, as it is shared by all analyses that have a strong interpretive component. This feature makes the procedure suitable for intensive rather than extensive analysis.

Appendix

As stated earlier, the interviews analyzed in this chapter come from the doctoral research performed by Verd (2002), which in turn formed part of the “Training and Employment Project” carried out by the Centre d’Estudis Sociològics sobre la Vida Quotidiana i el Treball (QUIT) of the Sociology Department of the Universitat Autònoma de Barcelona. The “Training and Employment Project” was funded by the Spanish Ministry of Education and Science (Directorate-General for Scientific and Technical Research) through contract PB93–0832.

The objectives of the PhD thesis were to identify the training resources used and valued by companies in the everyday work of their employees, and to identify the processes and ambits that had enabled workers to obtain these resources. Training resources were understood to be not only knowledge and skills of individuals but also the abilities, attitudes, and behaviors that they had obtained in education, in work, in their life experiences, and in their interaction within social networks. Since the objective of the research was to link the uses that the companies made of these training resources and the profiles of the employees, the research was designed as a comparative case study of two companies in the same geographical area, the El Vallés county on the outskirts of Barcelona. Both companies were considered representative of the productive structure of Catalonia: One was a small, mainly family-owned textile company of 45 workers and the other was a retailing company (a hypermarket) belonging to a multinational, with 307 workers at the workplace that was studied.

In each of these two companies we identified and contextualized the tasks and work processes. After drawing up an outline of the production processes, tasks, and activities in each company, we carried out a direct observation and a detailed study of four jobs and the activity of the employees who carried them out. Within the structure of the production
process these jobs were considered significant in each company. A total of eight jobs and their occupants were therefore studied. The objective of this micro-sociological analysis was to examine the conditions and training requirements of jobs and the demands of the companies with regard to them. The data-collection techniques used were direct observation and narrative-biographical interviews.

As noted, the empirical material used in this chapter comes from the eight narrative-biographical interviews. Using a narrative approach from both a subjective and objective point of view, we asked each of the eight selected workers about their training in all the dimensions addressed, their employment pathway and status at the time of the interview, and their strategies aimed at obtaining training resources with a view to finding and keeping jobs and achieving promotion. The result was a collection of narratives focused on their training and employment pathways.

The eight persons/jobs were chosen according to their position in the production process of each company and their social characteristics such as sex, age, and level of education. For each company one person occupying a middle management position and three people occupying jobs at the base level of production were selected. Of the eight people selected, three were women and five men; six were younger than 40 and two older than 40. One person had a university degree, four had completed secondary education, and the other three had only completed primary education. More important even than these attributive variables was the (always relative) attempt to seek homogeneity in terms of class origin and social pathway of the respondents: All respondents belonged to the working class and had a similar social and cultural background, though

<table>
<thead>
<tr>
<th>Respondent</th>
<th>Age</th>
<th>Level of education</th>
<th>Company</th>
<th>Post occupied</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cesca</td>
<td>23</td>
<td>BUP (non-vocational secondary education)</td>
<td>Textile</td>
<td>Laboratory Assistant Dyer</td>
</tr>
<tr>
<td>Miguel</td>
<td>28</td>
<td>BUP (non-vocational secondary education)</td>
<td>Textile</td>
<td>Drying supervisor</td>
</tr>
<tr>
<td>Juli</td>
<td>51</td>
<td>Primary education</td>
<td>Textile</td>
<td>Drying manager</td>
</tr>
<tr>
<td>Enric</td>
<td>52</td>
<td>Primary education</td>
<td>Textile</td>
<td>Cashier</td>
</tr>
<tr>
<td>Tere</td>
<td>24</td>
<td>BUP (non-vocational secondary education)</td>
<td>Hypermarket</td>
<td>Cashier</td>
</tr>
<tr>
<td>Santi</td>
<td>26</td>
<td>FP (secondary vocational training)</td>
<td>Hypermarket</td>
<td>Shelf stacker</td>
</tr>
<tr>
<td>Mari</td>
<td>32</td>
<td>Primary education</td>
<td>Hypermarket</td>
<td>Pastry assistant</td>
</tr>
<tr>
<td>Oscar</td>
<td>36</td>
<td>University degree</td>
<td>Hypermarket</td>
<td>Head of section</td>
</tr>
</tbody>
</table>
their pathways were somewhat divergent. Table 10.3 shows the main characteristics of the respondents (the names have been changed).

The sets of questions used in the biographical interviews are presented in the following. These interviews usually took place in two or three different sessions, with at least 15 days between them. Though the interview guideline is very long, it was used openly and flexibly, without strictly following each question, and it was adapted to each case in the course of the interview.

Interview Guideline

A) FIRST SESSION OF THE INTERVIEW

1. FIRST SET OF QUESTIONS
The aim was to determine the extent to which training and employment, or the relationship between them, are threads that influence or establish different stages in life.

- Life pathway?
- Continuity, stages?
- Factors?
- External/internal factors?

2. SECOND SET OF QUESTIONS
The aim was to establish more direct and specific employment stages: what they are, where they took place, the content of the stages, how the respondents got the jobs, and the training content of the jobs.

- Employment pathway?
- Stages, periods, phases?
- Work/no work: experiences, occupations?
- Upward career development?
- Reasons for the progress: planning, chance?
- Training demands in the stages?

3. THIRD SET OF QUESTIONS
The aim here was to determine the whole basic education of the respondent and not just the primary education.

- Compulsory and/or formal education
  - Type of memories
  - Benefit
  - Interest
  - Would you do it again?
– Other interesting training activities carried out
  – Usefulness in your professional life or in general
  – Did you imagine yourself in your current job?
  – Extensive aspects of the training or other significant events in this first period

a. Relationships, family
  – Friends: decisive in your career/employment?
  – Family: decisive in your career/employment?
  – Events: decisive in your career/employment?

b. Influence of the levels of training acquired at that time
  – Non-academic events that were important for your career/employment
  – Habits, customs, hobbies, leisure

– Questions related to the progress of training
  a. Progress of learning, knowledge acquisition
     – Training pathway after compulsory/formal education
     – Are you concerned? Do you need to keep up to date?
     – Courses? Reading about the profession?
  b. Development of hobbies, tastes, pastimes, entertainment, leisure
     – Hobbies, pastimes?
     – Professional influence?
  c. Development of life experiences, diffuse socialization and in general the creation and development of abilities, skills, etc., that influence professional life
     – Events, experiences of interest that have made you change?
     – Importance in your professional life
     – Important characteristics, qualities, attitudes for professional life
  d. Development of relationships and friendships and their relation with the career, occupation, or job
     – Friendships?
     – Their development?
     – Same level?
     – Same company?
     – Influence on your professional life?
  e. Training on the job and continuing training
     – Learning in life vs learning on the job?
     – Your experience

4. FOURTH SET OF QUESTIONS
The aim was to obtain information on the respondent’s assessment of his or her current occupation and training.
– Seeking the current job
  – Same profession, occupation before as now?
  – Time spent seeking this job? How was it? Planned? Easy?
  – Importance of the family?
  – Importance of relationships?
  – Importance of personal qualities?

– The event or situation of recruitment
    What do you remember?
  – What qualities and characteristics did they need?
  – What did they value most?
  – Qualified?

– Progress within the company
  – Change of job? Change of contract and qualification?
  – New training demands?
  – Refresher or retraining courses?
  – Mechanisms for promotion? Relationship with training: your case?
  – Does your work facilitate interest in training: your case?
  – Promotion and relationships?

– Current job
  – Description of current job? Qualification, contract?
  – Suited to your qualifications?
  – Training for it?
  – Demands of your job?

B) SECOND SESSION OF THE INTERVIEW (FIFTH SET OF QUESTIONS)

The aim of this second session of the interview was to go deeper into the idea of strategy, i.e., how the respondent has linked training as a resource and employment, job, or occupation as objectives. The aim was to find, from the first interview, thematic channels and threads to make the conversation dynamic. Possible topics to be dealt with were strategies followed in the process of seeking and finding the current job; the link between the available resources and the results; the steps taken and achieved; and development of the strategy over time. The questions within the different subjects may seek information on:

– Training for and in employment
– The limits of training: Is everything training or does only specific training count?
– The influence of training for employment
– The importance of social networks and family influence, etc.
C) SIXTH SET OF QUESTIONS, WHICH MAY CORRESPOND TO A THIRD (OR SECOND) INTERVIEW

The aim of this third section was to explore the symbolic construction of training and employment and the relation between the two. However, the first two sections should give sufficient elements and information for dealing with the question of symbolic construction. The problem is how to talk about something without broaching the subject directly. We therefore tried to choose topics that gave us information indirectly but helped to maintain an interesting conversation.

1. THE FUTURE, THE LIFE PROJECT, MOTIVATIONS

A general question can be used initially to find out how far the profession, job, occupation, and training figure in the respondent’s future projects.

- Possible changes in your life? Direction?
- How do you see yourself in 5 years? In 10 years?

Once we have obtained this general reference on their future and projects, we can go more directly to the job, work, occupation or training.

- Your career project? What do you need for it? Are you preparing?
- How do you see your career in 5 years? In 10 years?
- How do you explain these changes? Do they depend on training?

This thread should be followed to discover the symbolic aspects of the training and career and the strategies of the project.

2. CHILDREN

Children are an important aspect for examining the frustrated or achieved imageries of the projects and the symbolic constructions of training and career: preparation of their future, what the respondents wish them to be.


If they are studying:

- would you like your children to be in the future? Why?
- Are they taking the right steps to achieve it? Remedy? Will they manage to do it?
- Problems? Help? What are you unable to do?
- Bleak future? Why?
- What do they want to be? Do you agree with it? Do you encourage it?
- Will it be easier for them than for you?
References
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giving Meaning to social networks: methodological for Conducting and Analyzing interviews based on personal network visualizations

José Luis Molina, Isidro Maya-Jariego and Christopher McCarty

I find it convenient to talk of a social field of this kind as a network. The image I have is of a set of points some of which are joined by lines. The points of the image are people, or sometimes groups, and the lines indicate which people interact with each other. We can of course think of the whole of social life as generating a network of this kind. (Barnes 1954)

Introduction

This chapter describes the application of visualization strategies in the context of mixed methods studies. Network visualization is an excellent way to present relational data, and a valuable tool for collecting, exploring, and analyzing data. This chapter mainly focuses on the description of personal networks (Hollstein 2011) with examples of parallel designs. The main contribution for investigating social networks consists in the incorporation of network perceptions and interpretations made by participants in the analysis, which leads to a better understanding of how people are positioned within the social context.

Barnes is recognized as the first one to use the expression “social network” (Barnes 1954). In a footnote next to the word “network” in the quotation at the beginning of this chapter, Barnes says:

Earlier I used the term web, taken from the title of M. Fortes’ book, The Web of Kinship. However, it seems that many people think of a web as something like a spider’s web, in two dimensions, whereas I am trying to form an image for a multi-dimensional concept. It is merely a generalization of a pictographic convention which genealogists have used for centuries on their pedigree charts. Recent modifications of this convention include the tribal “sequences” in W.E. Armstrong, Rossel Island (1928), p. 37;

So visualizations are, from the very beginning, an essential element of the social network paradigm, not only as a means of representing data but as a tool for theoretical development. This point is echoed by Freeman (2004) in his historical account of network analysis that describes its essential features as (1) the “structural intuition” that confers a significant role to the patterns of relationships, (2) the use of systematic empirical data, (3) mathematic models and software packages, and (4) the importance given to the visual representation.

The important role assigned to visualization in the social network field is apparent. Nevertheless, beyond the aesthetic values of network data visualizations, what are the specific contributions of these visualizations to the research process (both in the collection and analysis phases)? Can we learn something about social reality that cannot be captured by other means?

With these questions in mind we review in this chapter the research projects conducted by the authors (see the Appendix to this chapter) in which visualizations were used, and provide evidences of the unique contributions of network data visualizations in all phases of the research project.

We want to emphasize that the power of visualization lies in the fact that it allows the conversion of quantitative information to qualitative, and vice versa. Thus it is possible to communicate the structural features of social networks to informants, to communicate between researchers with different qualitative/quantitative backgrounds, and to explore new models about the social world. The exploratory power of visualizations has been described widely. Others discuss the explanatory power of network visualizations (see Brandes et al. 2001, 2006; Freeman 2005; and de Nooy et al. 2005).

In this chapter we show how visualizations have allowed us to (1) understand the social world of informants as they see it themselves, (2) compare networks at the individual and community levels, (3) contrast different types of visualizations, and (4) develop new hypotheses.

The first section, “What Do We Mean by ‘Visualizing Personal Networks’?”, presents personal networks and their visualizations as a measure of the social and cultural world in which informants are embedded. Visualizations can be performed at the individual level, allowing us to ask informants questions about their social world that would otherwise be impossible, as a series or collection of personal networks showing variation or trends, and at the community or aggregated level by collapsing ensembles of personal networks in a simple graph in order to analyze differences between groups or communities using the same layout.
The second section, “Visualizations during the Data Collection,” explains the processing of visualizations of personal networks by informants and how and why it is possible to obtain new data that cannot be obtained by other means. After assessing the influence of different types of visualizations of the same data on informants, this section presents the different types of questions that can be crafted with the aid of visualizations and their unique capability of combining compositional and structural variables in order to get new information. One interesting outcome of this combination is the identification of groupings and communities. Also, the comparison between two waves of the personal network of the same informant allows us to obtain information about the reasons given to the changes observed, thus obtaining rich narratives about life events.

The third section, “Visualization during Data Analysis,” explains how visualizations allow the construction of typologies or processes and the development of new theoretical models. The power of visualization lies in the fact that the combination of the visual variables color, size, shape, position, and labels (and change if the visualization is dynamic) allows us to simultaneously assess a great amount of information about the substantive topic and to look for patterns or trends that can be related to the current theoretical framework in order to gain new insights about it.

Finally, we discuss the main lessons learned using intensively graphic displays of personal networks during all the research phases and their contribution to the mixed methods literature. As stated in the introduction of this volume, we refer to our approach as parallel design (Creswell, 2003; Johnson and Onwuegbuzie, 2004). In addition, this approach is exploratory and confirmatory, following the typology by Tashakkori and Teddlie (2003), blurring the borders of this dichotomy.

Research on personal networks shows how both quantitative and qualitative methods are needed in order to understand not only the worlds of meaning of informants but the often invisible processes and contexts in which they are embedded.

What Do We Mean by “Visualizing Personal Networks”?

Personal networks, defined as the active social contacts of an individual, can be traced in different ways: diaries (Lonkila, 1997, 1998; Fu, 2007), different types of questionnaires, phone agendas, phone calls (Onnela et al. 2007), and even by social networking platforms.

From the point of view of the people interviewed, drawings represent their current social world, who is in it, and how it is organized
structurally. Does everyone tend to be connected or does the informant maintain distinct groups in their life. From the point of view of the researcher, the personal network is a measure of the forces that frame society in a given individual, both macro and micro. We call “composition” the distribution of variables that describe people included in the personal network (percentage of males and females, percentage of kin, percentage of people that provide social support, for instance). Next, the “structure” of the network is the measures that summarize how alters are arranged around the ego (typically without ego included; see McCarty and Wutich 2005).

Composition and structure reflect a given moment in the life of a person within a social structure and a cultural and historical framework. Moreover, people change depending on the life cycle, institutional changes, or by random circumstances. Studying composition, structure, change, and the narratives given by the same individuals, it is possible to assess the different proportions of the factors that make each personal network a unique case and, at the same time, an understandable outcome (cf. Molina et al. 2008).

The visualization of personal networks is, thus, a given combination of compositional and structural features shown through visual variables (position, size, color, shape, connections, labels). By assigning visual variables to compositional or structural variables describing the personal networks, it is possible to interview the informant with different representations of her social world and get her impressions and explanations about them. Figure 11.1 shows an example of two visualizations of the same personal network. In this way, collections of visualizations combining the different information gathered during the interview are shown in order to explore the social world of the informant.

On the other hand, collections of different personal networks are used for data analysis, construction of typologies, and hypothesis generation (see Figure 11.2 for examples of different personal networks).

Apart from collections of the same personal network, or collections of different personal networks, it is possible to use a visual methodology for standardizing and comparing personal networks. This technique is called a “clustered graph” (Brandes et al. 2008) and consists of making a partition of the data with some relevant variables for the study, for instance, “sending country–host country” combinations, thus getting a reduced version of the graph but retaining and showing all relevant information such as density of relationships within a class or relationships among classes.

Figure 11.3, which represents the active contacts of an individual, has four nodes. Each node is a “class” or one of the possible combinations of the pair of variables “sending country–host country.” The node in the bottom left represents the proportion of contacts and the density
of ties corresponding to people born in the sending country and also living in the sending country. The density of ties within each class is represented with the degree of shadow (more darkness, more intra-class density). In the bottom right is represented the number of people born in the sending country and currently living in the host country. The size of the line between the two nodes represents the number of interclass ties (or active contacts across countries among people with the same origin).

At the top there is a node corresponding to “native” people (born and living in the host country). Finally, in the center is represented the number of people who are living in the host country but with different origin than those from the sending country. Again, the lines represent the number of interclass ties.
Moreover, it is possible to aggregate collections of personal networks in a single graph (Lerner et al. 2007, 2008) and compare in this way, for instance, the pattern of relationships between two or more migrant communities (see Figure 11.4).

Visualizations of personal network data are useful both in the data-collection and in the data-analysis phases of the research. During the data-collection phase, the visualization of the personal network allows informants to see a standardized image of their social world, shifting their position from being observed to becoming observers. This shift allows them to obtain new information and insights about themselves (see next section). Such an approach could be used, for instance, by mental health therapists to work with patients or social workers to work with clients.

In the data-analysis phase, visualizations are used for establishing visual typologies and for, especially in the case of meta-representations, generating new hypotheses about the research problem. This capability for developing new insights about the research problem is due to the fact that standardized visualizations retain a great quantity of information while allowing controlled comparisons. The fixed layout (four nodes laid out in an up triangle with lines connecting them) allows the comparison of the variables represented (country of origin–country of residence in this case) while the changes in size, color, and thickness of the lines
Figure 11.2. Four examples of different personal networks visualizations: Argentinean woman, Senegalese male (mandinga), Moroccan male (amazig), and Dominican male.
Figure 11.2. (Continued)
“National”

“Social contacts from other sending countries”

“Social contacts in sending countries”

“Social contacts from the sending countries in the host country”

Figure 11.3. Example of a clustered graph representing a migrant personal network (Dominicans in Spain, Dominicans in the United States)
represent variation in the data observed. Thus, complex personal networks with 45 nodes and 990 potential lines are reduced to a 4 nodes and 6 lines but showing the same information regarding the variables selected (number of people living in the host country, number of relations among individuals, and so on).

Summarizing the previous paragraphs, Table 11.1 shows the main outcomes of each type of visualization in the research phases of data collection and data analysis.

The next section focuses on the effect that graphic displays of personal networks have on the informants’ accounts about their social worlds.

**Visualizations during the Data Collection**

Although in the social sciences visualizations are not widely used for data collection with some exceptions (see Bernardi et al.; Hollstein and
Wagemann, this volume), visual representations of the personal network are commonly used in counseling psychology and social work (see McCarty et al. 2007). Genograms are techniques used by mental health therapists to capture the relationships, both past and present, surrounding a client (McGoldrick et al. 1999; DeMaria et al. 1999). This technique tends to focus on close, mostly family relationships and typically represents the social environment chronologically, including relatives that are both living and dead.

Another approach is the hierarchical mapping technique (Antonucci 1986; Ajrouch et al. 2001), which uses three concentric circles to represent the personal network of the respondent. In the middle of the innermost circle is the word “YOU” and respondents are asked to put close ties first in this place and then less close to in the outer circle. This technique allows for getting a proxy for the size of the network and the distribution of their network based on closeness.
Recently, Hogan et al. (2007) used a similar approach with four concentric circles. First they asked respondents to free-list alters and then place them on the network map, from the inner circles (close ties) to the outer circles (weak ties). Finally, respondents were asked to draw circles around groups of alters, adding structural features to the drawing.

A new program called Vennmaker (http://vennmaker.uni-trier.de) allows informants to enter their personal network data visually and arrange their alters the way they think of them being arranged in their mind.

What Do Visualizations of Personal Networks Add to the Interview?

First, from an ethical point of view, visualizations are a suitable form of feedback telling respondents about their contribution to the research. This feedback is always recommended in a network or social research (Borgatti et al. 2003, 2005), especially when people will be interviewed some months or years later.

Second, from our experience, respondents like the visual representation we make of their lives; they recognize their social world in the drawings and are able to construct narratives about them. The explanation of this fact is that informants perceive that network drawings do a reasonably good job of capturing the image they have about their social world, independently of the visual variables combined in a given image. Also, the drawings automatically arrange contacts in social settings that make sense for informants. For giving meaning to the structures represented we follow a protocol that combines different visual variables in order to explore sequentially the social world of the informant.

Third, informants report errors generated during the survey, errors that normally are solved during the same interview. Those errors are rare in all projects (less than 1% in the case of Alcalá de Guadaíra, for instance; see Maya-Jariego and Holgado 2005; McCarty 2002). So, visualizations are also a tool for controlling and improving reliability.

<table>
<thead>
<tr>
<th>Research Phase</th>
<th>Collections of Personal Networks Visualizations</th>
<th>Metarepresentations of Personal Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data collection</td>
<td>Narratives</td>
<td>-</td>
</tr>
<tr>
<td>Data analysis</td>
<td>Visual typologies</td>
<td>New hypothesis</td>
</tr>
</tbody>
</table>

Table 11.1. Main outcomes of personal network visualizations
Last, but not least, the visualizations provide a new context for the interview: Instead of asking the respondent to describe his/her personal relationships as they think of them or would just talk about them using schemas, they are requested to interpret the description previously provided. The interview is then more reflexive and interpretative and reflects the actual content and arrangement of the network that would otherwise be impossible.

Comparing Different Visualizations

McGrath et al. (1997) showed that different renderings of the same data do influence the perception of its structural features. For instance, the importance conferred to an actor in the network grows when she is placed in the center. Likewise, the closeness of actors in the drawing lets you identify groupings. Kennedy et al. (2011) showed that informants may be different in terms of the importance they place on particular structural features.

In order to assess the influence of different visualizations in the informants’ accounts, in the Alcalá de Guadaíra study we designed two types of visualizations (Graph type I and Graph type II; see Figure 11.5). The type I visualization shows, among the 25 alters enacted by the respondent, only the strong ties between them. The type II visualization shows all ties reported by the respondent, but the size of nodes is dependent on the number of types of social support provided. One hundred and seventy students evaluated the two types of visualizations of their personal networks.\(^1\)

During the interview respondents were asked about their general impression, groupings, and key people. Also, a Likert-scale questionnaire about different dimensions of graphs was administered. Table 11.2 shows the results of the experience.

Respondents generally preferred the social support–oriented visualization of their personal network (type II), which also allowed the detection of key actors, reflected better the position of ego in the network, and was considered an overall better representation of the personal network. On the other hand, the type I visualization allowed the identifications or the detection of clusters and groups.

Discovering New Insights with the Respondents

Personal network visualizations allow respondents to discover new traits of their social world. Pay attention to the fact that compositional

\(^1\) Half of them saw in the first place the type I and the others the type II.
information (depending on the alter variables) can be elicited without the aid of visualizations. For instance, the following questions could be included in a standard questionnaire:
Tell us about people from … (country of origin).
Tell us how you communicate with alters abroad (country of residence).
Tell us about who helped you when you arrived for the first time (degree of proximity).

What we find a unique contribution are questions that include structural (or network) information and the combination of structural and compositional questions. This network dimension aggregated to the questionnaire shows the respondents new images of themselves and triggers justifications or explanations for those new insights. For instance, structural questions could be the following:

- Do you think that this representation of your personal network is accurate?
- Could you identify some groups of people?
- Who are these alters with more centrality?
- Why these are alters isolated?

Examples of compositional and structural questions could be the following:

- Tell us about those central alters living in Spain …
- This group of Catalan women … who are they?
- Your group of co-workers … are they all Cubans?

By combining structural and compositional variables the informant discovers new connections and insights about their social world.
Personal network visualizations are a holistic representation of information obtained analytically. Therefore, the respondent can quickly perceive the information previously provided node by node, and link by link. The analytical approach when obtaining personal network information generates in a second step a constellation (or structure of relationships), which is not necessarily consciously or previously perceived by the informants. The analytical approach is also less influenced by social desirability. The visual representation is a summary of the information previously obtained. In consequence, it is in part new information and facilitates the interpretation and discussion by the respondent.

Eliciting Communities from Personal Network Visualizations

Visualizations assist respondents to elicit groups and cliques in their personal networks (McCarty 2002; Hogan et al. 2007; Maya-Jariego and Holgado 2005), as well as to list communities where they participate (Cachia and Maya-Jariego 2009).

In the psychological literature on sense of community researchers usually ask respondents to express their level of identification with an object. The boundaries are generally defined by formal settings such as neighbourhoods, organizations, or cities. Although researchers sometimes use relationally defined communities (as, for instance, “Moroccans living in Seville”), the boundaries are also defined in advance and then provided to informants to assess their reactions.

However, this approach is often inconsistent with the psychological experience of community. For instance, the limits of communities are frequently open and diffuse; communities may overlap and have a hierarchical or even a conflictive relationship among them; and individuals identify simultaneously with multiple communities.

Cachia and Maya-Jariego (2010) designed a procedure to elicit communities from personal network visualizations. First, respondents were presented with the visualization of their personal networks. They were asked to describe the structure of the graph, identifying groups and cliques. Second, as groups or cliques in networks tend to be nested in larger communities, visualizations aided the respondents in naming communities which those close-knit ties belonged to.

Following this procedure, individuals mentioned approximately 12 groups and 12 communities on average from their personal networks. The visualization procedure elicited 3 times more communities and 1.5

2 Respondents mentioned 181 groups and 175 communities, with a mean score of 12.1 groups (SD = 3.08) and 11.7 communities (SD = 4.20).
more groups than a spontaneous listing by respondents (Cachia and Maya-Jariego, 2010).

Visualizations allow for the identification of more communities, but the procedure is also qualitatively fruitful. The list of communities is derived from the personal network – that is to say, reflecting the dynamics of interaction in which the individual participates – instead of being proposed by the researcher herself. As a consequence, the inventory is less influenced by social desirability and captures a more accurate depiction of the social world of the respondent.

Groups and communities tend to be interrelated, but for respondents it is easier to identify the former than the second. A clique of neighbours may serve to mention the neighbourhood as a community, or a group of friends contributes to the recall of a leisure social setting where they usually socialize among themselves and with others (see, e.g., Figure 11.6). Groups are small sets of people that are able to communicate directly among themselves (not second hand) (Homans 1951), whereas in a community people do not necessarily know each other or interact directly. Through this procedure respondents go from the visualization of social interaction to the identification of concrete groups and then to naming relevant communities. From micro- to meso-social structures.

Communities are mediated social structures that individuals experience less directly and consciously than groups.

**Getting Narratives and Reasons About Change**

When two or more waves are available the sequential combination of structural and compositional information in visual variables can add temporal dimension. As the number of alters elicited is the same, questions can explore:

- Changes in people (new people)
- Changes in structure (new groupings, new isolates)
- Changes in compositional variables (new values of variables, as, for instance, changes in the country of residence)

For assessing change respondents are questioned during the second wave to elicit a list of alters using the same name generator as in the first wave. Once the list is generated, a new variable is added for each alter (repeat? Yes/No). This variable allows interviewers to identify new people and ask questions about them.

From our data, in a two-year period, respondents typically changed about 50 percent of members, but compositional and structural outcomes remained more or less stable (Lubbers et al. 2010). In other words, respondents tend to substitute old alters with new alters of the
same demographics and in the same structural positions (that is, they are structurally equivalent).

The reasons given by informants about change were classified as two types: changes that go in the direction of assimilation to the host country
(Alba and Nee 1997), labeled “evolution,” and changes that go in the opposite direction, “involution” (see Table 11.3 for a classification).

In general, informants could explain easily all changes observed (either by changes of residence, getting a new job, marriage with somebody form the host country or from the sending country, the new role of telecommunications and cheap trips in their lives, etc.). Those narratives are rich and give meaning to those social configurations that we call personal networks.

During the data-analysis phase interviews were listened to and transcribed simultaneously with the personal network visualizations. Interviewers were told to list explicit names and groupings during the dialogue with the respondent in order to allow the reproduction of the situation by the analyst. In general, visualizations allow two kinds of tasks: the construction of visual typologies and the development of visual models.

The same approach was developed with Argentinean immigrants residing in Seville, presenting the visualization four years after the first interview, when the name generator was applied. In this context the interview was an opportunity to assess (and to reflect on) the migratory project describing the different phases and social settings of the resettlement in a new country (Maya-Jariego et al. 2008).

**Visualization during Data Analysis**

If meta-representations of personal networks are available, then the analyst can anticipate information about the interview and thus combine...
the narratives with the structural features observed. Figure 11.7 shows an example of two clustered graphs of the same informant. The left graph represents the first wave and the right graph the second one. It is possible to see how new people with the same origin country appear in the second wave in the host country, maintaining strong relationships with those that remain in the sending country. Thus, the analyst can interpret the explanation of the informant within a large social process and ask about this explanation with other informants in the same situation.

Constructing Visual Typologies of Personal Networks

Each personal network is, like a snowflake, a unique product, as we mentioned in the introduction. Nevertheless, the analyst soon discovers that within the variety of personal networks there are some that resemble each other. Trying to classify networks with the same structural characteristics and then trying to establish a sequence following a
given variable is a way followed by different authors (see, for instance, Araya et al. 2005; Araya 2008; Ávila 2008).

Look at the sequence in Figure 11.8. This sequence shows the pattern of change in the personal networks of migrants with different years of residence in the host country (Molina et al. 2006).

Developing Visual Models

Visual models based on meta-representations have the advantage of formulating regularities at a very high level but at the same time are easy to test with the current data available.

If we compare Figure 11.8 and Figure 11.9, we can see that they are trying to show the same process of adaptation of migrants to the host country. The difference is that Figure 11.8 shows empirical cases and Figure 11.9 a general model of change. This mode also has the capability to represent quite accurately current theories about migrant adaptation in the host country (see Figure 11.10).

The power of visualizations for developing typologies and theoretical models is undeniable. Other meta-representations of network data can be developed in order to address other substantive research problems.

Finally, it is worth mentioning here that visualizations and narratives cannot capture by themselves all the effects observed in the data collected. For instance, thanks to the SIENA\(^3\) model (Snijders et al. 2008; Snijders, 2005) we found for instance that transitivity between the exiting clusters of acquaintances is an important effect in the alter-alter pattern of change (Lubbers et al. 2010). This effect cannot be directly observed in the personal network visualizations because it is an emergent property of the network beyond the cognition of their actors. So, a mixed methods approach is needed.

\(^3\) http://stat.gamma.rug.nl/siena.html.
Figure 11.8. Process of acculturation showed through a sequence of personal networks
Discussion: Mixing Methods – Challenges and Benefits

Graphic representations traditionally have been used to illustrate the structural properties of personal networks. Visualizations are a simple and intuitive manner for communicating research results. As we have shown, they are also tools for data analysis and data collection, particularly well-suited for a mixed methods approach.
Visual images can be used for exploratory research, examining a priori conjectures, validating a model, and deploying post hoc analysis (Freeman 2005). These strategies are also applied during data analysis of personal network information.

Exploratory assessment is probably the most common strategy when using personal network visualizations. The simplest application consists of searching for the structure, looking for distinct patterning of ties. Furthermore, it is common to examine the impact of external variables on the structural patterning of relationships. For instance, the graphics allow for the exploration of the position of alters related to gender or multiplexity of social support. Another example consists of classifying personal networks to formulate new hypotheses (Araya Dujisin and Maya-Jariego 2005; Ávila 2008).

Graphic techniques are also applied for confirmatory analysis. They are tools to look for correlates of structural properties, to verify the role of antecedents and consequences of observed structural patterns. This is the case of the studies that try to check the association between familiar
and/or ethnic composition and the structure of the personal networks (see Domínguez & Maya-Jariego 2008; Molina et al. 2008). We have also checked whether mobility and ecological transitions are reflected in a reduction of density and an increase in clustering, based in visual representations.

Graphics can even be used for validating a model, as when we describe the process of acculturation of international immigrants as a function of the time on residence in the host country (Lerner and Brandes 2007, Lerner et al. 2008). Nonetheless visualizations can contribute new insights and ideas that were not previously anticipated.

As we have shown, visual images can also be used in data collection. Through interviews, respondents are oriented to adopt exploratory, confirmatory, and validating strategies when describing their personal networks. Visualizations contribute to elicit biographical information and to detect groups and cliques that are meaningful for the respondents (McCarty 2002; Maya-Jariego and Holgado 2005). Furthermore, groups and cliques facilitate the identification of relevant communities for the individual (Cachia and Maya-Jariego, 2009). When longitudinal network information is available, respondents can also help to explain and interpret the changes (Lubbers et al. 2010).
Both in data analysis and data collection, visual display is a fundamental aspect. Although initially visualizations were based in ad hoc strategies – adapted to each data set – some procedures and graphic techniques have been developed to facilitate standardized and replicable representations (Freeman 2005). This is the case of the spatial proximities patterns based in multidimensional scaling (MDS) and principal component analysis. As we have shown, the dimensions and the way of presenting the data influence the perception and interpretations of the respondents (McGrath et al. 1997; Maya-Jariego and Holgado 2005). Mixed methods may contribute to the systematic assessment of the reactions to different visual displays by respondents. This is probably one of the areas in which we will observe significant contributions in next future research.

In the same vein, this is an area open to creativity and innovation. We have shown the use of meta-representations to summarize personal networks’ data (Lerner et al. 2007, 2008), contributing to a remarkable potential for theoretical modeling. Diverse visualization tools have been deployed to represent and to detect subsets of actors in cohesive groups in personal networks. On the other hand, more developments are required to capture the structural properties of personal networks, for example, representing actors that occupy equivalent social positions, and so on. We also foresee new tools and strategies in this regard.

Personal network visualizations work as an interface between qualitative and quantitative data analysis and data collection. Respondents collaborate with researchers to interpret the structural properties of their networks and provide a biographical context to network data. Graphic techniques contribute to classifying personal networks and to developing theoretical models. With all this background, network images constitute an active and promising tool for mixed methods research.

Appendix

The empirical basis of our work lies in four research projects developed during the last few years, which are summarized in Table 11.4. All four projects collected the data with the same protocol, although with different tools and emphasis, depending on the substantive questions of each project. The last project introduced a dynamic dimension in the data collected in order to compare networks and narratives over time.

The common protocol4 for data collection (embedded in EgoNet) is the following:

---

4 In the Alcalá de Guadaíra study, several name generators exploring the provision of social support were used (derived from the Arizona Social Support Interview Schedule [ASSIS]; Barrera 1980).
<table>
<thead>
<tr>
<th>Projects</th>
<th>Focus</th>
<th>Locations</th>
<th>N</th>
<th>Alters nominated</th>
<th>Software used for aiding interviews</th>
<th>Waves</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGAUR 2008–2009 (undergoing)</td>
<td>Identity, integration</td>
<td>Barcelona and Roses (Girona, Spain)</td>
<td>N= 50 migrants</td>
<td>30</td>
<td>EgoNet + clustered graphs</td>
<td>1 wave</td>
</tr>
</tbody>
</table>

Information about ego. In this module a list of variables describing ego are collected. They may be independent or dependent variables.

Flexible name generator. Instead of using a series of name generators for exploring different institutional settings of a personal network, a flexible name generator was used with little variation across projects: Please, give us the names of XX persons you know and who know you by sight or by name, with whom you have had some contact in the past two years, either face-to-face, by phone, mail or e-mail, and whom you could still contact them if you had to.

The fixed-choice design was chosen in order to ensure that the respondents nominated not only strong contacts but also weaker ones. For other projects different or multiple name generators may be appropriate.

Information about alters nominated by ego. Variables such as sex, age, location of residence, perceived closeness, and type of support provided were recorded in this module. This part is the most time-consuming because the informants have to provide n variables for each alter nominated previously.

Alter-alter relationship. This module asks for the existence of relations among alters (as perceived by the respondent) with this alter-pair question:

XX and XX knows each other?

or

XX and XX would talk independently of you?

Visualization and in-depth interview. In this part a series of visualizations of the personal network of the informant are generated or provided during the interview and the qualitative information is recorded. The details for the different types of visualizations and the protocol for exploring the changes occurring between the two waves will be provided in the following section.

For the data-analysis phase we developed visual typologies of personal networks or meta-representations of the data in order to allow comparisons between informants, between two waves of the same informant, or, once aggregated, between communities (see the section “Eliciting Communities from Personal Network Visualizations”). Along with this qualitative information, the research design allowed us to analyze rich quantitative information, either compositional (the distribution of the attributive variables collected for ego and their alters) or structural (network measures).
References


Introduction

In social science disciplines the term “mixed methods” usually refers to studies that rely on a mix of qualitative and quantitative methods: on one hand, techniques that rely on small samples and seek to gain an in-depth understanding of a particular situation and the meanings individuals attach to it, and on the other, techniques based on randomized samples that permit the detection of patterns and create generalizable results. In this chapter we propose a different kind of “mixed method” analysis: one that incorporates data generated through qualitative techniques of participant observation and in-depth interviewing with agent-based modeling. The data of interest are the social networks of a local community of Salvadoran immigrants, and we base computer simulations of the networks on an earlier qualitative study by one of the authors. In order to capture the dynamics of the immigrants’ social network, describe reciprocity between actors, and understand how information affects access to resources, we use a sequential exploratory design, which, as Hollstein notes in the introduction to this volume, helps to explain conditions under which certain patterns take place and the consequences they can have. We start with qualitative observations that then inform computer simulations that generate data. The qualitative study shows how expectations of reciprocity can weaken social networks in poor communities, and the computer simulations show how adjusting the social cost of failing to reciprocate affects the density of the social networks. Thus, our chapter highlights a fundamental aspect for mixed methods research – that is, the integration of analysis at key stages in the process. As Hollstein (this volume) observes, it is this integration, in contrast to simply combining data or analyses, that is key to mixed methods studies. Also, importantly, the use of computer simulations allows the researcher to conduct experiments in silica that are impossible in the
real world, such as changing the economic environment or the weight of social costs. The qualitative study sheds light on social mechanisms, and computer experiments can explore those mechanisms in situations other than the ones actually observed.

Menjívar (2000) conducted an ethnographic study to understand the inner workings of the informal social networks among the Salvadoran immigrants in San Francisco. Conducting surveys, ethnographic observations, and in-depth interviews from approximately 1989 to 1994, she found that the networks among this group were fluid, contingent, and changing. It was counterintuitive to find such fluidity in social networks among an immigrant community because studies of immigrant groups usually emphasized the vital place of networks as sources of assistance (Bashi 2007; Massey et al. 1990) particularly among the poor. Scholars from different social science disciplines and in different contexts have found that social networks among immigrants structure their process of assimilation and integration (Portes 1998; Rodríguez and Egea 2006), put jobs within the immigrants’ reach (Waldinger and Lichter 2003); facilitate social mobility (Ari 2006) and resettlement (Ilcan 2002); provide companionship, emotional support, and psychological well-being (Jasinkaja-Laht et al. 2006; Wong et al. 2006); and afford access to a myriad of resources today (Khoo 2003; Piotrowski 2006; Ryan 2007; Tsai 2006) as well as in the past (McCarthy 2005). Indeed, some scholars argue that social networks constitute a key organizing mechanism to understand all aspects of the migration process (Bashi 2007). However, recent scholarship questions some of these assumptions, noting the positive as well as the negative consequences that networks can bring to members (Portes and Sensenbrenner 1993), that social networks at the heart of skilled migration might actually be redundant (Johnston et al. 2006), that networks’ centrality does not apply in certain migratory movements (Collyer 2005), or that they might not be as central in promoting migration and might actually be a result and not a cause of migration as it is usually assumed (Aragonès and Dunn 2005). Along these lines, as Menjívar noted, social networks can weaken under extreme conditions of poverty, when too many demands are placed on an individual (Menjívar 2000). This finding highlighted the changing, fluid nature of networks and underscored that such ties do not always represent sources of assistance, particularly when people do not have much to share. By presenting a more nuanced picture of how networks among immigrants operate, Menjívar’s ethnographic work comes closer to explicating how individuals become members of networks, under what circumstances they do so, how networks might change according to need – as well as how resources and information are channeled through these ties. Thus, we seek to build on her earlier work in order to provide a heuristic tool that can be used in areas beyond immigrant networks.
We aim to capture the essential characteristics of Menjívar’s ethnographic study in an agent-based model in order to simulate the social networks among individual actors. Agent-based models use agents to implement social interactions according to a set of rules. The agents are pieces of computer code that act individually in a simulated environment (Griffin 2005). For us, the agents represent the Salvadoran immigrants in a social network. Each agent acts according to a set of rules that are derived from the social interactions witnessed by Menjívar. So there are two parts of the model: the agents’ environment and the rules that determine individual behavior. As the agents interact with their environment and each other, they change their environment and their relationships with each other. The model unfolds in time, and at every time-step the agents complete a sequence of tasks that are analogous to the trials and tribulations faced by the Salvadoran population in San Francisco. The agents lose their jobs, get paid and pay rent, acquire information about employment and housing, utilize the beneficial information they acquire, ask network affiliates for aid, exchange information with other agents, and perhaps change their social network. These tasks correspond to different routines (or functions) in the computer code – as explained in more detail in the following sections.

One of Menjívar’s main observations was that the social networks of the Salvadoran community were fluid and tended to dissolve. Social ties represent the informal web of family and friends who can provide material, financial, or informational support. In the case of an exchange of material, the people involved in the exchange are expected to reciprocate. However, the immigrants in Menjívar’s study were not often in a position to reciprocate material assistance due to the harsh economic conditions of the time which were regularly exacerbated by uncertain legal status. When someone neglects (perhaps repeatedly) requests to fulfill reciprocal obligations, the social ties between the individuals weaken and may disappear – even between close kin. Thus, the main goal of this chapter is to elucidate how reciprocal exchange affects network structure. Since we use computer simulations, we can carefully track the network evolution and study the qualitative dynamic behavior of the social networks. Therefore, we aim to combine Menjívar’s qualitative ethnographic work and its perspective on social networks from sociology of immigration with the rich literature of computational modeling of reciprocity and cooperation.

The model has three components: the economic environment, the reciprocal exchange of resources, and the exchange of information. In the next section we describe the agents’ environment. In the third section we discuss the formalization of reciprocal (material) exchange, and in the fourth section the same is done for the exchange of information. In the fifth section, we explain how the three components work
together in time, and we discuss the simulation results in the sixth section. Concluding remarks, discussion, and a critique of our methods follow in the final section.

Economic Environment

The economic environment facing Salvadoran immigrants in San Francisco in the early 1990s was poor. The economic recession coupled with a lack of legal status caused a great deal of instability in the immigrants’ ability to retain employment. Many worked as day laborers, and even this work was spotty. In this section we describe the computer version of the poor economic environment facing the Salvadoran population. At each time-step, agents are given some amount of resources depending on a “job” state, and they are deducted some amount of expenses depending on the “housing” state of the agent. There are four job states, which by analogy can be thought of as unemployed, spotty part-time employment, regular part-time employment, and full-time employment, which are fairly typical of the employment situations among immigrant newcomers. There are also four housing states corresponding to the job states. Jobs act as a source of resources, and the rent paid for housing acts as a drain on resources. Agents prefer to have a better job state and a housing state that matches their job level. If an agent’s expenses outstrip its income, it will seek resource aid from the agents it is connected to in the network.

In order to capture the unstable existence of the immigrants in Menjívar’s study, the income levels for jobs and the rent levels for housing are not fixed; they vary from time-step to time-step according to a uniform distribution. However, the variation decreases as the levels increase so that incomes and rents are more stable for the better employed (see Table 12.1).

After resources are distributed according to job type, it is possible, even probable, that an agent will not have enough resources to pay its rent. If this is the case, the agent asks for assistance from affiliates in its social network. In the next section, we describe the details of the exchange process, which turns on the expectation of reciprocity (see Table 12.2).

Modeling Reciprocity

The importance of the concept of reciprocity for the study of social interactions has a long history in the social sciences. For instance, Georg Simmel (1950) observed that all contacts among men rest on the
schema of giving and returning the equivalence, and L. T. Hobhouse (1951) declared that reciprocity is the vital principle of society. But it was Alvin Gouldner (1960) who would explicate this concept in more depth, suggesting ways in which it could be used to analyze central theoretical problems in sociological theory. According to Gouldner, reciprocity means that “people should help those who have helped them, and .... should not injure those who have helped them.” Reciprocity therefore ensures that among parties involved in an exchange, the one who receives will eventually repay, thus providing realistic grounds for trust (Menjivar 2000). However, although reciprocity may be universal, Gouldner warned, it is not unconditional and it imposes obligations contingently. Thus, reciprocity dictates that a person should try to repay, in kind, what another person has provided (Cialdini 1984).

Computational modeling of reciprocity dates back at least to Axelrod’s (1984) famous computer tournaments in the 1980s. Axelrod was concerned with how cooperation can come to exist in a world populated by selfish actors. Like most subsequent simulations involving reciprocity and cooperation, these concerns were couched in the language of game theory. The tournament challenged programmers to write computer code to play a repeated game called the Prisoners’ Dilemma, where each of the two players must independently decide whether to cooperate with the other or “defect.” The winner of the tournaments was a model of reciprocity called Tit-for-Tat. Tit-for-Tat’s winning strategy was simple: Always cooperate the first time and then copy the opponent’s most recent

<table>
<thead>
<tr>
<th>Housing Level</th>
<th>Rent Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0–300</td>
</tr>
<tr>
<td>2</td>
<td>200–400</td>
</tr>
<tr>
<td>3</td>
<td>600–750</td>
</tr>
<tr>
<td>4</td>
<td>950–1000</td>
</tr>
</tbody>
</table>

Table 12.2. Rent distribution for each housing level

<table>
<thead>
<tr>
<th>Job Level</th>
<th>Income Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0–300</td>
</tr>
<tr>
<td>2</td>
<td>300–500</td>
</tr>
<tr>
<td>3</td>
<td>700–800</td>
</tr>
<tr>
<td>4</td>
<td>1200</td>
</tr>
</tbody>
</table>
behavior. If the opponent cooperates, Tit-for-Tat continues to cooperate; however, if the opponent defects, Tit-for-Tat will punish the defection by defecting in the next iteration.

Since Tit-for-Tat, many researchers have conducted computer simulations to determine how cooperation can evolve among self-interested actors (Axelrod 1997; Bowles and Gintis 2004; Zeggelink et al. 2000). These studies are often abstract and game-theoretic with little reference to actual human data or behavior (e.g., Nowak and May 1992), or the authors make references to early human societies where the number of agents is small and everyone can be expected to know everyone else (Bowles and Gintis 2004; Zeggelink et al. 2000). The research most germane to the present chapter focuses on models of reciprocity (or cooperation) that highlight the network structure of exchange (Zeggelink et al. 2000), the effects of poor environmental conditions (deVos et al. 2001), or both (Flache 2001). A common theme of these highlighted works is very minimal modeling of agents’ environmental conditions. Other authors (Reynolds et al. 2003; McAllister et al. 2005) make very detailed models of the environment based on observations of specific communities. As discussed in the second section, we follow the latter tack.

Many of these authors (Nowak and May 1992; Bowles and Gintis 2004; Zeggelink et al. 2000; Flache 2001) also view agents as either “cooperators” or “defectors.” The defectors never give assistance to those who ask for help, and cooperators behave almost identically like Tit-for-Tat. However, actual exchange relationships develop over time, and the relationship between two individuals can be characterized by each actor’s willingness to put up with defection from the other (Molm 2006). We propose to characterize this willingness to put up with defection as a likelihood, or a probability, to grant assistance when requested. In short, we model reciprocity with the following local rules:

- If Agent Alice receives help from Agent Bob, Alice is more likely to help Bob in the future.
- Conversely, Bob is less likely to help Alice in the future.

Also, we assume there is a social cost for declining to help someone who asks for aid:

- If Agent Alice asks for assistance from Agent Bob – and Bob says no – Alice is less likely to help Bob in the future.

Thus the most important variable for an exchange is the probability for granting aid. The likelihood that Agent Alice (A) will give aid to Agent Bob (B) – if Bob asks – is denoted $E_{AB}$. Similarly, the probability that Bob will help Alice (when asked) is denoted $E_{BA}$.

---

1 In the case of Reynolds et al., the observations are archaeological records.
The question now becomes, after receiving aid, how much does the likelihood to grant assistance change? Because human memories aren’t perfect, we propose that more emphasis should be given to the most recent exchanges. A natural way to express this emphasis on recent exchange is to have the likelihoods change geometrically – that is, by a constant factor.

For example, suppose Agent Alice has negative resources, and she asks Agent Bob for assistance. If Agent Bob agrees to help – the probability of which is $E_{BA}$, then the probability $E_{BA}$ will decrease for the next time Alice asks for help from Bob. The probability $E_{BA}$ decreases by a constant factor $\alpha$ between 0 and 1. So, after the exchange, the probability Bob will aid Alice next time is decreased to $\alpha E_{BA}$. Also, after receiving assistance from Bob, Alice is now more likely to help Bob than before, so the $E_{AB}$ is increased to $E_{AB} + (1 - E_{AB})\beta$, where $\beta$ is between 0 and 1.

As expressed in the third bullet above, if Alice asks for assistance from Bob but is denied, the probability Alice will help Bob is similarly decreased by $\alpha$. If we suppose Agent A asks Agent B for help, the exact mechanism for changing the exchange probabilities is given in Table 12.3.

An interpretation of the exchange rules is that there is a social cost to Agent A for receiving assistance, and on the other hand, there is a social cost to B for refusing to help when asked. This is the exact mechanism Menjívar (2000) posits for the weakening of social ties among Salvadorans in San Francisco. If a person continues to seek assistance without returning the favor, the probability the person receives aid will eventually become negligible. Here, using agents, we make this more precise by expressing exactly how much the probability degrades with each exchange or interaction.

We call the constants $\alpha$ and $\beta$ reciprocity factors. The constant $\alpha$ determines the amount that exchange probabilities degrade, and $\beta$ determines the amount that exchange probabilities increase. Much of the discussion that follows involves discerning how different values of $\alpha$ and $\beta$ affect the evolution of network structure. For example, if we take extreme values $\alpha = 1$ and $\beta = 0$, there will be no change in the

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Initial Weight</th>
<th>New Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>B agrees to help</td>
<td>$E_{AB}$</td>
<td>$E_{AB} + (1-E_{AB})\beta$</td>
</tr>
<tr>
<td></td>
<td>$E_{BA}$</td>
<td>$\alpha E_{BA}$</td>
</tr>
<tr>
<td>B declines to help</td>
<td>$E_{AB}$</td>
<td>$\alpha E_{AB}$</td>
</tr>
<tr>
<td></td>
<td>$E_{BA}$</td>
<td>$E_{BA} + (1-E_{BA})\beta$</td>
</tr>
</tbody>
</table>
probabilities. If instead we set $\alpha = 0$, the weight of some edge will go to 0 after each exchange, and the network quickly becomes disconnected. In the following (see section titled “Changing Reciprocity Factors”) we will test more reasonable values of $\alpha$ and $\beta$.

For two agents A and B, the exchange probabilities $E_{AB}$ and $E_{BA}$ also provide the model with a means for determining whether A and B are tied together in the social network. If Agent A repeatedly denies B assistance, the probability that B will aid A will approach zero. The decreasing probability $E_{BA}$ corresponds to a weakening of the tie between the two agents. Since every exchange relationship in the model has two probabilities attached to it, we say there is a tie or connection between two agents when both probabilities are above some threshold. Specifically, there is a social bond between A and B if both $E_{AB}$ and $E_{BA}$ are above 0.15.

**Strong Ties and Weak: Information Exchange**

In addition to the network of material assistance, there is another, weaker (a la Granovetter 1973) network through which agents exchange information about resources – in this case, information about jobs and housing. The information network is weaker than the exchange network in a strict sense; every conduit of material exchange is also a conduit of information exchange. In other words, people are willing to trade information with actors with whom they would not trade material resources.

But besides their partners in material exchange, who else are agents sharing information with? We provide two other possibilities in our model: friends of friends and complete strangers. If two agents are not connected in the affiliation network, the probability that the exchange information with each other (in a given time-step) is the proportion of affiliates they share to the total number of affiliates of each agent. That is, unconnected agents are more likely to share information if they have a large number of “friends” in common. For example, suppose Agent Alice and Agent Bob are not connected in the affiliation network, but they do have 5 affiliates in common. If Alice is connected to a total of 10 agents in the affiliation network and Bob has 20 affiliates, then the probability of Alice and Bob sharing information is $0.25 = 5/25$, the number of common affiliates divided by the maximum number of affiliates between the two.

We also include the possibility that actors with no friends in common can trade information. This represents chance meetings of individuals on the street, at the grocer, and so on. There is a small probability that unconnected actors will trade information. We call this probability $\varepsilon$, and part of the analysis will be to determine how efficiently resources are allocated for different values of $\varepsilon$. 
Now that we know who is likely to share information with whom, we must discuss the process by which actors acquire information. In the model, it is appropriate to think of pieces of information as tokens. At each time-step, each agent has a certain probability of acquiring a token about each job and housing state. The probabilities are given in Table 12.4.

There is no probability of gaining information about a job in state 1 because this state corresponds to unemployment. The probabilities are low to represent the difficulties in finding housing and employment, especially regular, full-time employment. If an actor is fortunate to gain a token for a job or housing state that it prefers to its current state, it “cashes in” the token and transitions to a new preferred state.

If, instead, an agent gains a token about a job state that is not better than its current state, it passes the toke to a random agent in its information network who would find the information beneficial. The receiving agent then cashes in the information token and transitions to the new state. At the end of each time-step, any remaining information that has not been used is wiped out, and new information tokens are generated at the next time-step. This basic setup of treating information as a token to be traded between agent relies heavily on the Jobsearch model (Delany 1988).

Since the information exchange network has random components, it is very contingent and can vary greatly from time-step to time-step. In addition to providing access to resources, these week ties provide our model with a mechanism for the creation of strong ties. If, by chance, a pair of agents are connected in the information network for three consecutive time-steps, a new (strong) material exchange tie is formed between them. The probability that they will assist each other in material exchange is set to 0.75.

### Table 12.4. Probability of acquiring information about each job and housing level

<table>
<thead>
<tr>
<th>Job State</th>
<th>Job Probability</th>
<th>Housing Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (Worst)</td>
<td>NA</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>4 (Best)</td>
<td>0.001</td>
<td>0.1</td>
</tr>
</tbody>
</table>

The Changing Social Environment: An Overview of the Model

We have developed a rather complicated model in order to capture some of the complexity involved in the lives of the Salvadoran immigrant
population. To implement the model, we used a computer program that executes the economic environment and social interactions of the agents as outlined in the previous sections. In this section, we detail the setup of the model and the execution of a single time-step.

The model is populated with 500 agents, and initially 295 randomly chosen agents are in job state 1 (unemployed); 100 agents are in job states 2 and 3, and 5 are in job state 4. This is the distribution that would occur if the agents were not allowed to share job information (see section titled “Jobs and Housing: Efficient Allocation of Resources”). To start, the agents are given the housing state corresponding to their job state. The initial configuration of the resource exchange is set to be a one degree lattice with average degree 10. One can think of 500 agents arranged in a circle with each agent connected to the 5 agents to its left and the 5 on its right, for a total of 2500 edges. All the exchange probabilities are set to 0.5. Thus, there is a great deal of symmetry in the initial network.

Since rent is paid monthly, each time-step is meant to represent one month. In each time-step, the agents may—in this order—lose their jobs, get paid and pay rent, acquire information about employment and housing, utilize the beneficial information they acquire, ask network affiliates for aid, exchange information with other agents, and perhaps change their social network. An agent “losing its job” means it changes from its current job state to another job state, corresponding to unemployment. The probabilities of becoming unemployed given in Table 12.5 represent the fact that better jobs are more stable (but no jobs are very stable for the immigrant community).

The distributions from which agents get paid and pay rent depend on their job and housing state, respectively, and are given in Table 12.2. The probabilities of gaining information about specific jobs and housing states are given in Table 12.4.

If an agent, say A, has negative resources after being charged rent, it will ask members of its exchange network for assistance. First, all the agents with negative resources are identified. Then, in random order, they request aid from a random member of their exchange network which has positive resources. The probability that an agent who is asked for help, say B, will donate aid is $E_{BA}$, and then both agents’ exchange probabilities are updated according to Table 12.3. If B does provide aid, it gives half of the resources it has available or the amount the requesting agent needs, whichever is less.

### Table 12.5. Probability of becoming unemployed

<table>
<thead>
<tr>
<th>Job State</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability of Unemployment</td>
<td>0.1</td>
<td>0.15</td>
<td>0.3</td>
<td>NA</td>
</tr>
</tbody>
</table>
It often happens that asking and receiving aid from a single agent is not sufficient to cover the debt an agent has accrued. If this is the case, the agent asks another member of its social network, and another, until the agent breaks even or exhausts its supply of affiliates. After all the agents have had the opportunity to ask for assistance, some of the exchange probabilities may have dropped below the threshold value 0.15. If so, the connection between the two agents is deleted. Also, if two agents that are not connected in the resource exchange network have now traded information for three successive time-steps, a new connection is made between them. In this manner, the structure of the resource exchange network changes every time-step.

Simulation Results

For each choice of parameters described in the following, we run the model 50 times for 136 time-steps each. To compute the date, we average the results of the 50 runs. This allows us to ascertain the average behavior of the model.

Jobs and Housing: Efficient Allocation of Resources

Since the agents trade information, they have access to job and housing resources that they would otherwise have been ignorant of. In other words, exchanging information allows for more efficient allocation of jobs and housing than if the agents were isolated. To determine just how efficient, the initial distribution in the population is precisely the distribution that would result without information sharing. In Figure 12.1 we see that about 300 agents start in job state 1 (unemployed), but rather quickly the system evolves to a point where fewer than 200 agents are in job state 1. So, exchanging information reduces the number of agents in job state 1 by more than 33 percent. Similarly, we can see that the number of agents in job state 2 is increased by about 40 percent and in job state 3 by about 60 percent on average. Because information about job state 4 is so rare, agents receiving the information are likely to have a worse job, so trading information does not change the average number of agents in job state 4. Also, notice the difference in scales in the panels of Figure 12.1.

Clockwise from the upper left is Level 1 (unemployed), Level 2 (spotty part-time work), Level 4 (full-time employment), and Level 3 (regular part-time work). The dotted lines are the job distributions with a high

---

2 When the agents do not trade information, the process of changing jobs is a Markov chain, and we calculated the stationary distribution.
probability of sharing information with strangers; the dashed lines are the housing distributions corresponding to high information sharing; and the solid lines are the job distributions with a very low probability of sharing information with strangers. Note the different scales on the vertical axes.

Recall from the fourth section that there is some constant probability called $\varepsilon$ of an agent exchanging information with a random stranger. For most simulation trials, $\varepsilon$ was held constant at 0.05, but as we can see from Figure 12.1, even if we decrease $\varepsilon$ by a factor of 10, the distribution of jobs is not affected. So, the information exchanged among affiliates is sufficient to distribute all the jobs available. That is to say, exchanging information with strangers in the simulation may affect which specific agents have access to better job states, but it does not affect the distribution of job states. Additionally, identical distributions are obtained for various choices of reciprocity factors – Figure 12.1 has $\alpha = 0.5$, $\beta = 0.5$ – and the distributions do not change over time. Thus, the structure and sparseness of the resource exchange network do not greatly affect the distribution of jobs (or housing). This is because the economic environment of the model is so poor that agents need to communicate with only very few affiliates to ensure that all the available jobs are taken.
Also, agents try to choose housing states that match their job states, and Figure 12.1 shows that the housing state reaches a stable distribution at roughly the same time as the job states. Housing information is disseminated quickly enough to ensure that a majority of agents can match their housing state to their job state within a couple of time-steps. However, if an agent transitions from a higher job state to a lower, the transition to a lower housing state will lag several time-steps, causing the agent to accrue large amounts of debt, a point that Menjívar captures in her work. This lag is seen in the graphs by the gap between the jobs and housing and is the driving factor behind the lack of resources in the model.

Changing Reciprocity Factors: Effect of Exchange on Network Structure

In the third section we discussed how the exchange probabilities change geometrically based on parameters $\alpha$ and $\beta$, the so-called reciprocity factors. In this section we explore how the network evolution varies for four different pairs of $\alpha$ and $\beta$.

Since the number of agents in the situation stays constant over time, the simplest way to compare differences in networks is to count the number of edges. Figure 12.2 counts the number of edges in the networks for four pairs of reciprocity factors: (i) $\alpha = .75$ and $\beta = .25$; (ii) $\alpha = .25$ and $\beta = .75$; (iii) $\alpha = .5$ and $\beta = .5$; (iv) $\alpha = .5$ and $\beta = .75$.

The upper left shows the average number of edges deleted at each time; the upper right shows the number of new connections formed; and the bottom is the total number of edges present at each time. The dotted lines correspond to $\alpha = .25$ and $\beta = .75$; the solid lines are for $\alpha = .75$ and $\beta = .25$; the short dashes are for $\alpha = \beta = .5$; and the long dashes are for $\alpha = .5$ and $\beta = .75$. Note the different scales on the vertical axes.

The graph in the upper left corner counts the average number of edges deleted at each time-step. The upper right shows the average number of new connections made, and the bottom graph depicts the mean total number of edges over time for each parameter pair. For larger values of $\alpha$, the social cost of failing to reciprocate is lower, so the fewer the number of connections severed. For $\alpha = .75$ and $\beta = .25$, the social cost is quite low, so, on average, no more than five edges are deleted in any time-step. On the other hand, for $\alpha = .25$ and $\beta = .75$, the cost of failing to reciprocate (given the initial exchange probabilities of 0.5) is so great that it takes only one interaction to sever a connection. In fact, on average, more than 1000 edges are deleted in the first time-step.\(^3\) For the

\(^3\) The graph goes off the scale.
other two parameter pairs, the initial deletion of edges is not as severe, and the graph become denser for the higher value of $\beta$.

Additionally, there is an interesting connection between the wealth and the connectivity of an agent. An agent’s average number of trading partners (with the variance in parentheses) is given in Table 12.6. The average is taken at the end of the simulation run and then averaged over all the simulations for each pair of reciprocity factors.

The first row gives the average degree of all the 500 nodes; the second row averages the number of edges for only the 25 agents with the most resources at the end of the simulation run, and the bottom row gives the average degree for the 25 agents with the least resources at the end of the simulation. There are significant differences in the mean degrees of the population and the wealthiest 5 percent for the parameter pairs $\alpha = .25/\beta = .75$ and $\alpha = .5/\beta = .5$. Notice that these two parameter pairs also produce the least dense networks because many connections are severed in the first couple of time-steps. Apparently, agents who are nearly isolated have few requests to provide aid. Thus, any wealth they accumulate is not likely to be distributed to others.

In the networks where ties are not as easily severed (higher values of $\alpha$ or $\beta$), the agents with the most resources (“wealthy”) have nearly the same mean degree as the entire population, and they accumulate fewer
resources than do the “wealthiest” in the sparser networks. In the denser networks, as soon as an agent has positive resources, many affiliates are requesting aid, so the agent’s resources do not stay positive for long – even if it refuses most requests. This is an important observation regarding the dynamics of networks in contexts of poverty.

For example, when $\alpha = .75$ and $\beta = .25$, there is an average of 33.3 agents with positive resources at the end of the simulation; however, not one agent in any simulation accumulated more than 1 unit of resources, so though they are not in debt, they are still quite poor. This is because as soon as an agent has more than 1 unit of resources, it distributes the resources among its many affiliates. On the other hand, for $\alpha = .25$ and $\beta = .75$, an average of 62 agents have positive resources, and it is not unusual for agents to accumulate a couple of hundred units of resources or more. In other words, the sparse networks allow some individuals to accrue much more resources.

**Conclusion**

We have created a model of reciprocity on the likelihood that the two actors will engage in exchange. The resiliency of this likelihood is governed by the factors $\alpha$ and $\beta$, which describe the rate that exchange probabilities charge after a request for aid. By choosing appropriate values for the initial probability of exchange and the reciprocity factors, one can describe altruism (100%; $\alpha = 1$, $\beta = 0$), selfishness (0%; $\alpha = 1$, $\beta = 1$), or behaviors in between. This model also provides an easy description for when two actors have a social tie between them: namely, if each will exchange with the other with a probability above some threshold.

In a poor economic environment, like the one facing the Salvadoran immigrants of Menjívar’s study, this model of reciprocity – supplemented with a model of information sharing – produces social networks that are fluid and contingent. Furthermore, actors in the model obtain

<table>
<thead>
<tr>
<th>$\alpha = .25; \beta = .75$</th>
<th>$\alpha = .75; \beta = .25$</th>
<th>$\alpha = .5; \beta = .5$</th>
<th>$\alpha = .5; \beta = .75$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population (variance)</td>
<td>5.97</td>
<td>119.88</td>
<td>18.30</td>
</tr>
<tr>
<td>Wealthiest 5%</td>
<td>0.29</td>
<td>60.43</td>
<td>3.54</td>
</tr>
<tr>
<td>poorest 5%</td>
<td>0.077</td>
<td>217.99</td>
<td>5.48</td>
</tr>
<tr>
<td>(variance)</td>
<td>(0.90)</td>
<td>(212.3)</td>
<td>(7.93)</td>
</tr>
</tbody>
</table>
resources from affiliates in a process that unfolds over time, often asking many affiliates to relieve a small portion of their debt. These two qualitative observations about the model match the qualitative observations that Menjívar made about the social networks of the actual immigrant population. However, in formalizing a model of reciprocity, we are also able to make quantitative statements about social networks. For example, since $\alpha$ and $\beta$ can be interpreted as the social cost of failing to reciprocate – or alternatively, the benefit of reciprocating – their respective values determine the density of the resulting networks. If we hold $\alpha = 0.5$, increasing $\beta$ from 0.5 to 0.75 increases the average number of connections by a factor of about two and a half. Thus, the original qualitative study describes the processes that are formalized in the computer model. With more quantitative field data, one could then estimate free parameters (i.e., $\alpha$ and $\beta$) in the model for a truly mixed methods approach including qualitative, quantitative, and computational methods.

Now, as with any computational model, the formalization process requires one to make many simplifying assumptions. For example, the initial social network exhibits a high degree of symmetry that is unrealistic for social networks in real life. In some unreported simulations, the initial network used a random graph model. The results were similar to those of the previous section, but new ties were added more slowly. In a random graph, there is significantly less clustering, so there is less opportunity for triadic closure.

Also, we assume that the agents are homogeneous without sex or gender, educational or age differences. In the model all the agents are equally qualified for each type of employment, and everyone is equally likely to hear about a certain level of employment. However, we know that social positions that depend on factors like class, gender, age, race, and ethnicity are key in shaping network dynamics. In the model, the agents are dumb – they do not learn from previous experiences, and they do not employ any strategy when asking for aid. But we know that individuals make future decisions based on past experiences. Instead, the present study is a baseline showing how the mechanisms of reciprocity can influence structure in the absence of strategic actors.

But perhaps the most important questions facing the immigrants of Menjívar’s study involve their past experiences: (i) Whom should they ask for assistance? and (ii) When do they agree to grant aid (and how much)? These issues are not emphasized in the present study but are important in network analysis. The issue of whom to ask surely depends on how much information an actor has available. In our model, at least, agents will only ask help of others with positive resources. How much more information should an agent have? If agents are imbued with the
ability to determine how likely another agent is to provide aid, they are certainly more likely to obtain assistance by asking those most likely to help. The actual decision process employed by people is a complex question of psychology, and incorporating more realistic decision procedures is the next logical step for this model. As for question (ii), the inherent uncertainty involving this question is why we have chosen to use likelihoods to model exchange relationships. But since every relationship is different, the amount that the likelihood changes after an exchange certainly differs for every pair of actors, especially if the actors are, say, siblings. Thus, a more accurate model of exchange would assign separate values of $\alpha$ and $\beta$ for each link in the social network.

Our chapter’s combination of qualitative ethnographic data and computational modeling seems to be a novel contribution from two methodological perspectives. One, the computational modeling of reciprocity is rarely based in sociological fieldwork. Instead of drawing information from actual observations of exchange, earlier models relied on laboratory experiments, archaeological data, or idealized hypotheses about the structure of primitive populations. Here we incorporated the actual environmental situation facing the Salvadoran immigrant population in San Francisco with a formalized model of reciprocity informed from actual observations of exchange. The combination of ethnography and computer simulations allows us to address how networks function among the poor by exploring social dynamics that we cannot experiment with in a natural setting. The original ethnography shows that when poor immigrants have many demands on their resources from a large number of social ties, they can keep only little for themselves. However rich and in-depth, the observations gathered through this method are restricted to one context. In simulation, on the other hand, by allowing conditions to vary, we see how the same social mechanisms can produce networks with few ties and thus few demands on resources. The various situations created in simulation allow us to see how agents have the opportunity to accumulate resources, and how the wealthiest agents also have the fewest ties.

Secondly, from a mixed methods perspective, quantitative methods are taken solely to mean techniques involving sampling and statistical analysis. While traditional quantitative methods are important, they are unable to describe how individual interactions aggregate to create social phenomena. However, this is precisely what agent-based models do. But of course, an agent-based model can be designed only after qualitative study, and its parameters estimated only with statistical analysis. In the end, no single method has a monopoly on truth, and a research question is answered best by employing several methods, each yielding a different facet that together approximate the real social world.
References


Jasinskaja-Lahti, Inga, Karmela Liebkind, Magdalena Jaakkola, and Anni Reuter. 2006. “Perceived discrimination, social support networks, and psy-


Index

acculturation, 14, 27, 153–62, 166–69, 170–72, 329
accuracy. See validity
acquaintance network.
   See acquaintances;
   acquaintanceship
acquaintances, 47, 138, 139, 239, 241, 325
acquaintanceship, 46
action orientations, 10, 15, 244, 261
attribute, 4, 17, 36, 54, 67, 70
adjacency matrix, 36, 37, 277
adjudication, 177–78, 182–83, 197, 198
adolescent, 50, 122
adults, 15, 17, 19, 20, 26, 122, 130, 139, 147, 237, 238, 239, 240–41, 249, 251, 261
Advanced Technology Innovation (ATI), 209, 213–24, 226–30
affiliation, 40, 96, 98, 111–13
matrices, 272, 276
networks, 74, 75, 82, 95, 343
agency, 8, 21, 85, 107, 177, 197, 252
and structure, 90–115
agent-based modeling, 13, 20, 29, 336–37, 338–52
algebraic models, 41
algebras, 36, 39, 41, 42, 53, 244, 248, 269
algorithms, 245–48
alters, 91, 128, 280, 317, 328.
   See also network members
analysis
automated, 104, 217–18
component, 330
content, 72, 73, 78, 187, 273, 275, 279
cultural consensus, 27, 180, 187, 190
data, 4–5, 10–12, 38, 67, 70–71, 78–81, 125–26, 147, 261, 308, 323–30
equivalence, 273, 275–79
figuration, 93
analysis (cont.)
fuzzy set Qualitative Comparative Analysis (fsQCA), 17, 28, 237–38, 246, 249–63
integration of data, 5, 160, 178, 194, 336
longitudinal, 42, 144, 217
map of, 279
network. See network analysis
network discourse, 279
network text, 270, 273, 275, 277–80
position, 52–55, 66
Qualitative Comparative (QCA), 17, 23, 27–28, 237–38, 244–49, 253–63
qualitative data, 147
qualitative text, 271
quantitative, 13, 15, 17, 82, 85, 100, 126, 135, 168, 187, 188, 192, 238, 245, 248, 250
quantitative network, 67–71, 79, 203
regression, 187, 245
semantic network, 23, 271–73, 277–80, 283–87
text. See text analysis
word-network, 273–75
Anthropac, 187, 193–94
anthropologists/anthropology, 6–7, 38, 40–42, 53, 55–57, 154, 181, 185–88
Antonucci, T. C., 71, 108, 130, 315
archival data, 68. See also documents
associations, 56, 181, 277, 324
astrophysics, 74, 75, 79, 80, 82
Atlas.ti, 78, 147, 281, 282
attributes, 4, 9, 17, 36, 45, 54, 67, 70, 75, 82, 157, 168–70, 243, 276
automated analysis, 104, 217–18
automated coding, 17, 28, 217, 271–72, 277, 281–83
automated data collection, 203, 209–13, 214–17, 224–26
Axelrod, R., 340–41
Barabási, A., 42, 205
Barcelona, 289, 293, 331
Barnes, J., 305
Bearman, P., 13, 279, 281, 282–83, 292
Bernard, H. R., 9, 186, 188, 205, 272
betweenness, 51–52, 54, 55
biographical trajectory, 125, 238–39, 280
block models. See blockmodeling
block models, 7, 10, 93, 114
blockmodeling, 53–54. See also block models
Bonacich, P., 54, 55, 57
Borgatti, S., 20, 163, 189, 194, 204, 205, 316
Boston, 27, 153, 159, 160
Bourdieu, P., 135
Brazil, 19, 20
Breiger, R. L., 45, 54
bribery, 197
bridges, 52, 79, 159, 166, 169, 197
bridging, 51–52, 55, 166, 169, 179
brokerage, 51–52, 55. See also brokers
See also brokerage
building networks, 159
Burt generator, 7
Carley, K. M., 70, 205, 275, 279, 283, 284
cases, comparison of, 4, 162, 213, 238, 263, 289. See also fuzzy set Qualitative Comparative Analysis (fsQCA); Qualitative Comparative Analysis (QCA)
cases, selection of, 13, 18.
See also sampling
causal relationships, 244, 279, 282–83
causality, 142, 245, 249, 262, 277, 280
centrality, 26, 54–56, 70, 157, 163, 170, 197, 198, 279, 319, 337
actor, 54
betweenness, 55, 163, 190, 195, 197
closeness, 55, 163, 190
degree, 54, 163, 190
eigenvectors, 55, 163, 190
measures, 7, 10, 54, 55, 157, 158, 159, 161, 190, 195
charts, 215, 288, 305.
See also network charts
Chicago School, 3
China, 15, 27, 177–98
Chinese communist party, 180, 182
civil disputes, 178, 182–83, 184, 188–89, 190–97. See also conflict; conflict resolution
cliques, 6, 47–50, 53, 72, 114, 147, 161, 320–21, 329
closeness, 96, 134, 147, 163, 189–90, 315, 317, 332
closure, 47, 79, 101, 110, 111
coding, 78, 139, 147, 217, 244, 271–72, 273, 275, 276, 279, 280, 283, 284, 292
automated, 17, 28, 217, 271–72, 277, 281–83
thematic, 126, 130
theoretical, 281
cognition, 41, 54, 177, 179–80, 184–85, 190, 196, 197, 198, 325
cohesion, 26, 45–50, 55, 122, 158, 159, 207. See also groups, cohesive
Coleman, J.S., 7, 122, 239
communication
digital, 28
electronic, 27
community of practice, 103–06, 112
complete networks, 68–70.
See also whole networks; sociocentric networks
component analysis, 330
composition, 12, 74, 123, 128, 132, 170, 240, 329
ethnic, 157, 329
measures, 157
computational models, 13, 23, 29, 338, 340, 351, 352
See also simulations
crputer-aided interviews, 28, 305–32
crputer-assisted interview.
See computer-aided interviews
crputer-assisted technique, 305–32
crceptualization, 38, 40, 46, 47, 49, 54, 142, 161, 207
stage, 11, 12, 184–85
concurrent, 14–18
concurrent design, 14, 21, 75.
See also mixed methods (research) design
condition
INUS, 245–46, 248
necessary, 244–46, 248, 253–56, 254, 258, 258–60
sufficient, 244–46, 248, 255, 256, 257, 259, 260–62, 261
SUIN, 245–46, 248
Condor, 212
confirmation of results, 18
confirmatory research, 14, 22, 307, 328
conflicts, 43, 73, 134, 155, 166, 178, 197, 320. See also conflict resolution; civil disputes
Confucius, 178, 181
contacts, 45, 72, 93, 100, 102, 107, 113, 114, 142, 144, 163–64, 171, 188, 238–39, 291, 297, 308, 339.

See also face-to-face contacts/interactions

informal, 101, 102, 112

intercultural, 154, 159, 161

social, 307, 316

contagion, 135, 144–45, 206–07

content analysis, 72, 73, 78, 187, 273, 275, 279

context

of interaction, 26, 91, 92

semantic, 15, 78, 91–92, 95, 96, 98

social, 4, 6, 11, 92, 305

contextual generator

conversion design, 12, 17–18, 23, 28, 74, 238, 253, 270. See also mixed methods (research) design

conversion, data of, 5, 12, 28, 306.

See also conversion design; data transformation

cooperation, 13, 19, 70, 74–76, 79, 81, 83, 93, 101–03, 338, 340, 341

coordination, 51, 83, 216

corroboration, 4, 14, 18, 195, 203

court system, 182, 185, 195–96.

See also legal case; legal systems

cow-word analysis. See word-network analysis


critical mass model, 207

cultural consensus analysis, 27, 179–80, 187, 190

cultural practices, 8, 10, 178–80, 186, 197


data

analysis, 4–5, 10–12, 38, 67, 70–71, 73, 78–81, 125–26, 147, 184–88, 261, 308, 323–30

archival, 68


conversion. See conversion, data of interpretation, 4, 12, 66, 67, 70–71, 73, 78–81, 82, 194, 276

mining, 16, 23, 28, 203–04, 209–26, 287

missing, 146

quality, 4–5, 18, 69

transformation, 12, 17, 28, 79, 82, 238, 252, 269–72.

See also conversion design

De Nooy, W., 42, 306

decision-making, 94, 97, 112, 121, 124, 131, 142, 145, 179–80, 194–95, 351, 352

degree, 95, 126, 163–66, 246, 309, 345

centrality, 54, 190

distribution, 349–51

dense networks, 6, 79, 138, 139, 144, 349

density, 7, 10, 45–49, 79, 101, 124, 126, 134, 158, 180, 189, 308, 329, 336, 351. See also dense networks

Denzin, N.K., 66, 67, 73

dependent variables, 70, 77, 332

diffusion, 45, 121, 203, 204, 205–06, 207–09, 211–13

digital dashboard, 207–08

of innovations, 203–05, 206–07, 210, 224, 225

digital communication,

28. See also electronic communication
digital diffusion dashboard, 207–08, 211–13, 214, 224
digraph, 43, 44
discourse, 19, 97, 162, 167, 171, 281
discourse analysis, 279
distribution, 170, 180, 182, 185, 190, 192, 193, 308, 340, 340, 345–48
degree, 157, 161, 217, 349–51

stable, 348
diversity, 166, 172, 181, 198, 247, 257
documents, 68, 92, 223, 273.
See also archival data
Doreian, P., 54
dyads, 136, 147
dynamics, 6, 155, 156, 168, 209, 214, 280, 321, 336, 352
groups of, 41, 45, 46
network, 20–22, 27, 70, 92–93, 105–06, 107, 144, 180, 205, 209, 350, 351

ecological transitions, 157–58, 163, 329. See also migration
See also network, egocentric
EgoNet, 135, 331
Egonet.QF, 242, 243
eigenvectors, 54, 163.
See also centrality eigenvectors
electronic communication, 27.
See also digital communication
eliciting communities, 320–23
embedded designs, 12, 16–17, 21, 23, 203, 208, 226. See also nested designs, mixed methods (research) design
embeddedness of social action, 6, 9, 51, 181. See also social embeddedness
Emirbayer, M., 7, 8, 21, 67, 179, 197
emotional support, 135, 163, 237, 250, 251, 337
emotions, 6, 26, 95–96, 124, 135, 136–38, 144, 213, 214–17, 224, 225, 239, 280
employment pathways, 107, 270, 287–93, 294–96
equivalence, 41, 46, 53, 66, 69, 72, 156, 181, 183, 237, 255, 262, 340
structural, 271, 273, 275–79
ethnology, 27
data, 15, 19, 183–84, 206, 209–10, 213–17
Europe, 27, 122, 216, 226
Everett, M. G., 212
exchange, 18–19, 27, 29, 124, 128, 214, 339–43, 342, 350, 352
networks, 344–50
experiential stage, 11, 184, 185–94
experiments, 39, 337, 352
exploration, 186, 192, 207, 224, 281, 316, 319
explanatory design, 13, 23, 27, 153. See also mixed methods (research) design
explanatory research, 70, 185
exploratory design, 13–14.
See also mixed methods (research) design
exploratory forms of inquiry, 12. See also exploration
exploratory research, 12–13, 14, 22, 29, 71, 72, 84, 132, 148, 185, 192–93
exponential random graph models, 10
face-to-face contacts/interactions, 16, 95, 114, 206, 214, 223, 226, 332
formation, 15, 20, 121, 129–30, 134. See also fertility
members, 46, 170, 181, 182–83, 198, 239
research, 23, 40–42, 169
Faust, K., 5, 7, 10, 38, 42, 54, 56, 68, 71, 93, 180, 190, 271
fertility, 15, 26, 121–32, 135–45, 146, 147–48. See also family formation
figuration analysis, 93
Fischer, C. S., 181
formal networks, 23, 92, 93, 112, 114
frame(work) of reference, 10, 85
frame(work) of relevance, 22, 68–69, 71, 74, 76, 81, 82
Freeman, L.C., 7, 38, 40, 52, 54, 56, 57, 72, 190, 273, 306, 328, 330
frequency, 10, 126, 132, 134, 156, 187, 192, 214, 227, 279
friends, close, 46, 47, 128, 135, 138, 147, 166
friendships, 43, 69, 135, 136, 147, 291, 296. See also friends
fully integrated designs, 12, 15–16, 18, 21–23, 27, 177–79, 184, 197–98. See also mixed methods (research) design
fuzzy set Qualitative Comparative Analysis (fsQCA), 17, 28, 237–38, 246, 249–63
fuzzy sets, 17, 246, 247, 248, 249–63
Galois lattices, 276
game theory, 340–41
Garfinkel, H., 95
Geertz, C., 19, 124
gender, 67, 121, 127, 136, 146, 170, 191, 193, 328, 351
generalizability of results, 4, 5, 14, 75, 263, 336
generalization, 36, 249, 305
generator contextual generators
Burt, 7
name, 7, 69, 70, 72, 75–76, 76, 77, 181, 323, 332
network, 132, 242
position, 7, 181, 189, 280
resource, 7
Germans, 16, 129, 136
Germany, 26, 127, 148, 238, 240
East, 26, 123–25, 127, 128, 136, 146
West, 26, 123–24, 127–28, 136, 139, 146
Giddens, A., 91, 96
gift giving, 192, 196, 197
global networks, 19, 27, 55, 203–05, 208–09, 224–26
Goffman, E., 91, 95
Gouldner, A., 340
governance, 74
Granovetter, M., xxxi, 6, 46, 51, 179, 197, 238, 343
graph theory, 35, 39, 40–41, 42–43, 47–49
graph, clustered, 308, 313, 314, 324, 325, 331
grids, 26, 129, 133, 134, 135. See also network grids
Grounded Theory, 65, 126, 129, 138, 248, 282
cohesive, 47–52, 55, 163, 330
dynamics, 41, 45, 46
ethnic, 13, 156–57, 159, 164
large, 188
membership, 52, 181, 189
of reference, 139, 145
of research, 19, 75, 77, 79–85, 207, 242, 272
small, 38, 39, 41, 45, 46, 146, 163, 188
guanxi (particularistic ties), 181, 185, 196, 197
guided interviews, 77, 169, 241, 295–99
Harary, F., 37, 39, 41, 55
Harvard, 38, 40
higher education, 19, 127, 128, 146, 156, 184, 294
Homans, G. C., 40, 45, 321
homogeneity, 166, 294, 351
homophily, 47, 50, 180
host individuals, 14, 27, 156–67, 162, 165, 168, 170–72
Huberman, A. M., 208
identity, 41, 92, 93, 106, 112, 169, 238, 240, 331
inductive approach, 10
inference/meta-inference, 4, 5, 11, 14, 15, 66, 77, 79, 178, 194, 196, 197
inferential stage, 11–12, 184, 194–97. See also data interpretation
influence, 43, 54, 135–45, 178–82, 206–08, 324
networks, 15, 79, 82, 121, 125, 135, 144, 205
peers, 105, 122
informal interviews, 186–88, 187, 190, 195
informal networks, 6, 15, 23, 101, 112, 124, 206, 337, 338
flows, 6, 46, 54, 69, 97, 208
networks, 17, 28, 47, 55, 134, 138, 139–45, 147, 167–70, 193, 319, 320, 328–29
technologies, 97, 203–05, 206–08, 224–26
transmission, 50
information technologies, 203–05, 206–07, 224–26
innovation, 42, 206, 208, 213, 215, 216, 224–25, 230
adoption of, 54, 205
diffusion of, 203–05, 210
networks, 16, 19, 20, 27–28, 206, 211–13
research, 23
INSNA. See International Network for Social Network Analysis
instrumental support, 135, 237, 250, 251–53, 256, 262
integration, 12, 216, 224, 240, 283
approaches of, 12
data analysis of, 5, 160, 178, 194, 336
data of, 5, 11, 66, 75, 261, 292
methods of, 4, 83, 85, 171, 178, 184, 185, 194, 269
social, 6, 7, 8, 19, 20, 153, 154, 157, 159, 166, 169, 337. See also social integration
intentions, 135–44, 147–48
interactions, 6, 7–10, 90–113, 336–52
can of, 26, 91, 92
context of, 26, 91, 92
face-to-face contacts, 16, 95, 114, 206, 214, 223, 226, 332
International Network for Social Network Analysis (INSNA), xxxi, 42, 56
Internet, 42
interorganizational relations, 53
interpretation, 11, 90–115, 194, 198, 275, 277, 292, 320, 342
See also inferential stage
network of, 10, 18–19, 305, 330
text of, 17, 28
interpretive
methods, 10–11, 17, 28, 93, 95, 247, 248, 270, 273
research, 293
interviews
computer-aided, 28, 305–32
guided, 77, 169, 241, 295–99
informal, 186–88, 187, 190, 195
narrative, 17, 28, 72, 142, 191–92, 269–70, 279, 280, 284
open-ended, 10, 191, 241
semi-structured, 75, 169, 186–88, 187, 193, 195, 213
unstructured, 186–88, 187, 191, 195
IT-based techniques, 16, 203, 210, 211, 213, 217–18, 225, 226
kin, 46, 124, 139–42, 181, 308, 338.
See also kinship; family
kinship, 41–42, 43, 50, 52–54, 180, 305. See also family
Knoke, D., 37, 45, 50, 52, 53, 55, 56
knowledge, 74, 82, 84, 101, 109, 205
graphs, 277
management, 15, 96–99, 103–07
transfer, 26, 97–98, 99–100, 103
Krackhardt, D., 54, 55, 69, 205
labor, 123, 164, 297
markets, 28, 125, 156, 237–41, 244, 245, 251, 254, 255, 256, 258, 259, 277
precariousness, 239, 291
large networks, 54, 132–34, 253, 255, 262
Latour, B., 8
Lazersfeld, P., xxviii, 3
learning organization, 98
See also court system; legal systems
legal systems, 27, 177, 182, 191, 192–93, 194, 196, 197, 198
Lévi-Strauss, C., 41
life-course, 23, 129, 139, 238
Lin, N., 37, 38, 44, 52, 135, 180, 181, 189, 239
linkages, 6, 204, 217–18
LIWC, 213, 214–15
local communities, 177, 336
locations, 54, 104, 186, 190, 193, 225, 226, 331, 332
logic of research, 12
longitudinal analysis, 42, 144, 217
longitudinal data, 7, 20, 209, 237, 329
longitudinal studies, 15, 206, 261
Losada Zone, the, 214
Luckmann, T., 96
Luhmann, N., 74, 91, 92
Manchester School, 38, 40, 41, 57
map analysis, 279
markets, 41, 45, 53, 97, 100, 109
labor, 28, 125, 156, 237–41, 244–45, 251, 254, 254–55, 256, 258, 259, 259–62, 277
marriage, 40, 41, 182, 184, 323, 324
Marsden, P. V., 36, 38, 52, 68, 69, 138
matrices, 75, 77, 168, 269, 271, 272, 275, 287, 288, 288
adjacency, 36, 37, 276
affiliation, 276
algebra, 39
sociomatrix, 39–40
McPherson, J. M., 47
mechanisms, 7, 10, 29, 99, 105, 122, 124, 128, 138, 144, 147, 196, 197, 198, 297, 342
network of, 19, 20, 78, 135, 139, 336–37, 344, 351, 352
mediation, 178, 182, 184–85, 192–93, 196–97
Merton, R., 135
method triangulation, 90
methods, standardized, 5, 7, 10
migrants, 14, 19, 160, 162, 163, 164, 169, 310, 313, 325
migration, 157, 161, 163, 169, 184, 337–39
research, 23
missing data, 146
Mitchell, C. J., 6, 7, 37, 40, 57
mixed methods. See also introduction benefits/advantages, 5–6, 18–21, 81–98, 113–15, 126, 147–48, 171–72, 197–98, 224–26, 291–93, 352. See purposes of corroboration, 4, 14, 18, 195, 203 drawback, 15, 18, 21, 276, 292 generalization/generalizability of results, 4, 5, 14, 36, 75, 249, 263, 305, 336 integration of approaches, 12 integration of data, 4, 5, 11, 66, 75, 261, 292 integration of data analysis, 5, 160, 178, 194, 336 integration of methods, 5, 83, 85, 171, 178, 184, 185, 194, 269 research designs. See mixed methods (research) design triangulation. See triangulation, data, triangulation methods of mixed methods (research) design. See also Overview of the book (Table 1.1)
concurrent design, 14–18, 21, 75, 125–29
conversion (mixed) design, 11–12, 14–18, 23, 28, 74, 238, 253, 270
data analysis, 4–5, 66, 78–83, 126, 185–88, 194, 261, 327, 330
data interpretation, 12, 66, 73, 78–83, 184, 194 embedded design, 12, 16–17, 21, 23, 27, 203, 208, 226. See also nested design explanatory design. See sequential explanatory design exploratory design. See sequential exploratory design fully integrated (research) designs. See fully integrated design fully integrated design, 15–16, 21–23, 177–79, 184, 197–98 fully integrated mixed design, 12, 18, 27. See fully integrated design implementation, 11–12, 15, 18, 96, 100, 103, 204, 207 monostrand design, 11, 12, 18 multilevel parallel design, 15, 90 multistrand design, 12, 14, 15–16, 17
nested design, 16. See also embedded design parallel design, 12, 14–17, 21, 23, 26, 74, 90, 123, 125–29, 136, 145–48, 305, 307 priority of one approach, 12 sampling, 12, 75, 125, 126–29, 145–47, 185, 186–89, 191, 193, 240–41, 352 sequential design, 12–16, 21, 22–23, 27, 29, 67, 125, 153, 336 sequential explanatory design, 12, 13–14, 23, 27, 153 sequential exploratory design, 13, 23, 336 sequential mixed method designs, 29
Mizruchi, M., 8, 21, 54, 55
models algebraic, 41 block, 7, 10, 93, 114 computational, 13, 23, 29, 338, 340, 351, 352
models (cont.)
critical mass, 207
exponential random graph, 10
random graph, 7, 70, 351
role, 135, 239
statistical, 10
modernization, 23
Mohr, J., 271, 276
monostrand designs, 11, 12, 17, 18
Moreno, J. L., 7, 38–41, 54, 56, 306
multidimensional scaling (MDS), 14, 42, 330
multidimensionality of social interactions, 26, 91.
See also multiplexity
multilevel parallel designs, 15, 90. See also mixed methods (research) design
MultiNet, 212, 217
multiplexity, 70, 328
multistrand designs, 11, 12, 14, 15, 16, 17. See also mixed methods (research) design
name generators, 7, 69, 70, 72, 75–76, 76, 77, 181, 323, 332.
See also generators
name interpreters, 69, 72, 75–76, 76, 77 narrative
data, 28, 281
interviews, 17, 28, 72, 142, 192, 269–70, 279, 280, 284
narratives, 27, 109, 110, 129, 169, 280–81, 316, 321–23, 330
Navicat, 212
Negopy, 212, 219–21, 222–23
neighborhood, 7, 46
neighborhood networks, 7, 46, 320–21
neighbors, 47, 52, 125, 138, 180, 182–84, 189, 192, 284
nested designs, 16. See also embedded designs; mixed methods (research) design
NetDraw, 163, 213, 331
network analysis. See also analysis; data analysis
personal, 153–72
quantitative, 68–71, 79, 82, 83, 203
semantic, 23, 271–73, 280, 283–87
network building, 77, 78–81, 79, 80, 272, 279
network capacity, 8, 74, 77
network density, 6, 10, 46–47, 49, 79, 101, 124, 126, 134, 158, 180, 189, 336, 351. See also density
network descriptions, 18–19, 22, 70, 134, 138, 153, 218, 243, 305
network diagrams, 28, 39, 72, 105, 130, 170. See also network maps, network charts
network discourse analysis, 279
network dynamics, 20–22, 27, 70, 92–93, 106, 180, 209, 350, 351
network effects, 19–20, 22, 26, 77, 81, 121, 144, 177, 180, 207, 262
network evolution, 29, 206, 323, 324, 338, 342, 348
network formation, 6, 20
network grids, 26, 129, 133, 134, 135. See also grids
network homophily, 47, 50, 180
network influence, 121, 125, 135, 144
network interpretations, 10, 18–19, 305, 330
network measures, 7, 9, 27, 135, 139, 211, 332
network members, 124, 136, 147, 157–58, 240, 242–43, 244, 250, 251, 253. See also alters
Index

network orientations, 20
network perceptions, 10, 18, 19, 153, 305
network perspective, 67, 204, 270–71, 272–73, 275
network positions, 92, 195, 197
network practices, 10, 13, 18–19, 20
network properties, 6, 7, 35, 70, 79, 124, 139, 157, 161, 167, 188, 190, 198, 205, 325, 327, 330
network questionnaires, 26, 280. See also questionnaires
See also sampling
network sampling. See sampling
network size, 157, 196, 240, 243, 250, 251, 253, 254, 255, 315
network statistics, 212
network strategy, 73–74, 77, 82
network surveys, 225. See also surveys
network text analysis, 270, 273, 275, 277–80
network visualizations, 23, 28, 72, 159, 161–62, 190, 305–32, 316. See also visualizations
networks
acquaintance, 47, 138–42, 239, 241, 325
affiliation, 74, 75, 82, 95, 343
communication, 6, 27, 55, 105, 106, 144, 203–05, 209, 213–14, 217–25
complete, 68–70. See also whole networks; sociocentric networks
dense, 6, 79, 138, 139, 144, 349
diffusion, 45, 203, 209
formal, 23, 93, 112
generator, 132, 242. See also generators
global, 19, 27, 55, 203–05, 208–09, 224–26
influence, 15, 79, 82, 121, 125, 135, 144, 205
informal, 6, 15, 23, 101, 112, 124, 206, 337, 338
information, 17, 28, 47, 55, 134, 138, 139–45, 147, 167–70, 193, 319–20, 328–29
innovation, 16, 19, 20, 27–28, 206, 211–13
large, 54, 132–34, 255, 262
mechanisms, 19, 20, 78, 135, 139, 336–37, 344, 351, 352
narrative, 279–93
neighborhood, 7, 46
neighborhood of, 320–21
organizational, 19, 203–07, 208, 226
relations, 28, 68, 75, 93, 122, 128, 131–32, 142, 146, 181, 270, 292
resources, 17, 52, 238, 250, 251
semantic, 6, 272
sociocentric, 13, 43–45. See also compete networks; whole networks
structural aspects, 7, 148, 207, 240, 251, 253
whole, 9, 23, 45, 68, 132, 171, 178, 188, 189–90, 198, 239, 281, 305
word (word -network). See word-network analysis
New York, 38, 169, 276, 331
Newman, M., 205
nodes, 36, 47–52, 72, 190, 217, 270, 271, 273, 275, 277, 279, 283–87, 308–14, 317, 320, 349
non-kin, 53, 189
non-verbal expressions, 95–96, 111
norms, 6, 8, 92, 121, 134, 135, 156–57, 178, 179, 180, 226
cultural, 8, 26, 92, 178
numerical data, 9, 11, 28, 252.
See also quantitative data
observations, 10, 16, 20, 68, 92, 95–96, 135, 153, 161–62, 168–69, 186–88, 209, 214, 272, 290, 293, 336–37, 350–52. See also participant observation
open-ended interviews, 10, 191, 241
open-ended questions, 92, 214
operationalization, 55, 66, 96
organizational networks, 19, 204–06, 208, 226
organizations, 6, 19, 23, 42, 46, 50, 97, 98–99, 107, 164, 206, 207, 209, 212, 217–19, 277, 320
global (networked), 27, 203–05, 208, 224–26
outliers, 14, 194
Padgett, J., 7
Pajek, 190, 243
parallel design, 12, 14–18, 21, 23, 26, 74, 90, 121, 122, 136, 145–48. See also concurrent design
Parsons, Talcott, 8
participant observation. See also observations
participant observations, 16, 27, 110, 153, 168, 185–86, 187, 190, 194–95, 209, 336
paths, 10, 47–49, 55, 79, 80, 81, 92, 111, 156, 255–56, 259, 260
Pattison, P., 41, 54, 70
peer influence, 105, 122
peers, 39, 50, 239, 242
peers, deviant, 50
periphery, 101, 114, 170
personal,
networks, 162
phenomenology, 3, 15, 22, 65, 66, 67, 77, 83–85, 84, 146, 155, 172, 249, 250, 254
physicists, 41, 57, 205
populations, 9, 45, 122, 125–29, 146, 156, 193, 210–11, 338, 339, 345, 346, 349, 351, 352. See sample
position, 72, 77, 307, 317, 328
analysis, 52–55, 66
network, 92–93, 187, 195, 197
social, 41, 51, 114, 153, 162, 171, 330, 351
position generators, 7, 181, 189, 280
poverty, 195, 250, 337, 348–50
prestudy, 13, 16
probability, 44–45, 161, 341–44, 344, 345, 347, 350
processes
acculturation, 154–67, 326, 329
cultural, 177–80
social, 39, 122, 124, 129, 144, 204, 324
purposive sampling, 75, 127, 186, 187, 191, 193, 198. See also sampling
qualitative analysis. See analysis (text analysis, interpretation, discourse analysis)
approaches, 20, 71, 72, 74, 184, 208, 214, 248, 292.
Index

See also qualitative, methods; interpretation
data. See qualitative data
methods, 8–9, 10, 26, 71–73, 90, 95, 124, 145, 160, 204, 208, 237, 247, 307
research, 3, 4, 66, 124, 126, 208, 247
text analysis, 271
Qualitative Comparative Analysis (QCA), 17, 23, 28, 237–38, 244–49, 253–63
qualitative data, 4, 9–10, 12, 17, 19, 20, 27, 28, 75, 78, 79, 82, 125–26, 142, 145–47, 190, 193, 238, 252, 269–71
analysis, 147
collection, 5, 194.
See also qualitative, methods mining, 287. See also data mining
qualitizing strategy, 17, 79
quantitative
analysis, 13, 15, 17, 82, 85, 100, 126, 135, 170, 187, 188, 192, 238, 245, 248, 250
data, 9, 10–12, 13, 17–18, 20, 27, 81–85, 129, 135, 136, 142, 146–48, 189, 190, 193–95, 203, 270
methods, 5, 10, 20, 22, 67, 71, 73, 74, 81–85, 95, 145, 208, 209, 336
network analysis, 67–71, 79, 203
research, 13, 65, 66–67, 70, 124–25, 127, 129, 148, 208, 249
quantitizing strategy, 17, 28, 252, 270
Radcliffe-Brown, A. R., 35, 40, 41, 56
Ragin, C. C., 17, 28, 237, 238, 244, 246–49, 258, 259
random graph models, 7, 10, 70, 351
rational choice theory, 179
reforms, legal, 73–74, 79, 177, 180, 182
regression analysis, 10, 187, 245
regressions, 10, 187, 245
relations, 10, 11, 19, 23, 53, 68, 72, 114, 121, 139, 209, 242, 272, 280, 282, 284, 296. See also relationships
interpersonal, 9, 38, 56, 69, 122, 123, 164, 166
network, 28, 68, 75, 93, 122, 128, 132, 142, 146, 181, 270, 292
social, 6, 40–41, 43–46, 92, 95, 130, 144, 148, 181, 269
causal, 244
social, 93–96, 113–14, 163–71, 177–85, 189–98, 238–40
relatives, 121, 122, 147, 163, 166, 180, 189, 198. See also kin; kinship; family
reliability, 69, 185, 186, 188, 316
religion, 127, 134, 135
representativity, 4, 9, 146
research designs, 73, 74, 83, 84, 85, 114, 194, 203, 226, 247, 253, 332. See also strands of study; mixed methods (research) design
research questions, 10, 17, 21–22, 65, 73–74, 77–78, 82, 83–85, 84, 113, 128–29, 136, 146–47, 204, 244, 276, 281
research strategies, 4, 22, 65, 71, 74, 81–85, 124, 154, 158
research, standardized, 13. See also quantitative research
resources, 21–22, 85, 91, 166, 189, 193–95, 293–94, 336–52
generator, 7, 197
network, 17, 52, 238, 250, 251
social, 135, 181, 196, 240–43
Robins, G. L., 42
role models, 135, 239
rural society, 180–98
sample, 9, 12, 74, 84, 125, 128, 134, 139, 187, 214, 257, 260.
See also sample surveys
large (N), 78, 124
medium (N), 28, 237, 246
size, 21, 83, 145, 146–47, 185
small (N), 3, 9, 262
sample surveys, 75–77, 126–29, 145, 158, 191, 241, 251
sampling, 12, 45, 75, 125–26, 146, 185, 191, 193, 352.
See also cases, selection of design, 191
purposive, 75, 127, 186, 187, 191, 193, 198
snowball, 128, 187, 188, 191
strategy, 187, 188
school-to-work transition, 20, 237–63, 251
Scott, J., 5, 6, 7, 10, 38, 53, 55–57, 71, 179
segregation, 154, 162
selection effects, 142
semantic, 96–99, 107, 112–14, 269, 283
context, 78, 91–92, 95, 96, 98
network analysis, 23, 271–72, 277–80, 283–87
networks, 6, 272
structure, 28
See also interviews
sense of community, 159, 168, 320, 331
sequential designs, 12–15, 21, 22, 125.
Sequential explanatory designs, 13–14, 23, 27, 153.
See also mixed methods (research) design
Sequential exploratory designs, 12–13, 23, 336.
See also mixed methods (research) design
sequential mixed method designs, 29.
See also mixed methods (research) design
Seville, 158, 163, 319, 320, 323
shadowing, 16, 213–14, 223–26, 309
siblings, 43, 121, 122, 135, 138, 181, 242, 252, 290, 352
SIENA, 325
Simmel, G., 35, 40, 56, 339
See also computer simulations
single method, 26, 83, 186, 352
Snijders, T. A. B., 7, 20, 42, 70, 181, 325
snowball sampling, 128, 187, 188, 191
See also ambits of interaction
social capital, 41, 44, 52, 55, 69, 79–81, 125, 135
social changes, 7, 177–80
social classes, 180, 289, 294, 308, 351
social coherence, 180
social cohesion. See cohesion
social context, 4, 6, 11, 92, 305
social control, 7, 197
social embeddedness, 180.
See also embeddedness
See also influence; network influence
social integration, 6–7, 20, 157, 159.
See also integration, social
See also interactions
social movements, 6, 13, 19, 42, 179
social network. See also analysis
social network analysis, 7–9, 10, 23, 26, 27, 35–39, 41–43, 53–57, 168–70, 179–80, 212, 243, 269, 271, 275
social network data, 53, 68, 188, 207
social network dynamics, 27, 93, 180, 26
social network research, 5, 9, 22–26, 28, 35–57, 142, 204, 206
social positions, 41, 50–54, 114, 153, 162, 171, 330, 351
social reality, 306
social relations, 6, 40–41, 43–45, 92, 95, 130, 132, 144
social relationships, 7, 29, 94–96, 114, 168–69, 170, 177, 178–82, 185, 189–90, 192, 195–96, 198, 238–39
social resources, 181, 196, 241.
See also social support; support
social roles, 26, 41, 52–53, 55, 121, 159, 180
social status, 26, 52–54, 156, 239
social stratification, 42, 51, 52
social support, 7, 41, 43, 44, 50–51, 121, 135, 144, 157, 163, 243, 317, 328. See also support
socialization, 23, 122, 157, 239, 296
society, networks, 7, 41, 121, 156, 166, 168, 171, 178, 180, 181, 192, 308, 341
sociocentric networks, 13, 43, 45.
See also complete network, whole network
sociograms, 38–40, 72
sociometry, 7, 38–41, 56
softwares, 56, 83, 104, 170, 207, 211–13, 331
Anthropac, 193
Atlas.ti, 78, 147, 244
Condor, 212
EgoNet, 135, 331
Egonet.QF, 242, 243
LIWC, 214
MaxQDA, 147
MultiNet, 212, 217
Navicat, 212
Negopy, 219–21
Netdraw, 331
Nvivo, 147
Pajek, 190, 243
SIENA, 325
SPSS, 146, 189, 193
STATA, 146
TRIADS, 212
UCINET, 189, 243, 331
Vennmaker, 316
Visualyzer, 135
WordLink, 213
Spain, 27, 29, 153, 158–60, 162, 163–67, 290, 319, 331
Spaniards, 158, 159, 167
SPSS, 146, 189–90, 193
STATA, 135, 146
statistical methods, 10, 57, 70, 77, 82, 126, 127, 136, 146, 187, 245, 246, 247–48, 260, 262, 352
models, 10. See also block models; exponential random graph models; regression analysis
statistics, 9, 138, 212
socioeconomic, 135, 239
strands of study, 14, 26, 277
definition, 11
monostrand, 11, 12, 17, 18
multistrand, 11, 12, 14, 15, 17, 18
qualitative, 12, 13, 14, 16, 20, 21
quantitative, 12, 13, 14, 16, 21
Strauss, A., 129, 130, 138, 248, 282
structural determinism, 7
equivalence analysis, 273, 275–79
functionalism, 8
Index

structural (cont.)
  holes, 7, 51–52, 55, 79, 114, 179
  instrumentalism, 8
  network aspects, 7, 148, 207, 240, 251, 253
  network measures, 332
  structuralism, 36, 37
  structure, 7–10

agency. See agency

  social, 35–57, 67, 96, 184–85, 196, 197–98, 308, 321

study
  conceptualization stage, 11, 12, 184–85
  experiential stage, 11, 184, 185–94
  inferential stage, 11–12, 184, 194–97. See also data interpretation stages of, 11

subcultures, 6, 95, 96, 277

subgroups, 47–52, 55, 124, 146, 212, 259

subjective meanings, 8, 68, 69–71, 74, 76, 82, 84, 85, 124, 134

support, 255, 256, 257, 258, 259
  emotional, 135, 163, 237, 250, 251, 337
  instrumental, 135, 237, 250, 252–53, 256, 262
  social, 7, 41, 43, 44, 50, 51, 121, 135, 144, 157, 163, 243, 317, 328

survey data, 15, 19, 67, 73, 142

surveys, 27, 55, 68, 69–70, 71, 74, 81, 111, 125, 144, 186, 225, 244, 280, 316, 337

symbols, 8, 36, 72, 92, 104, 276, 282, 298

Tashakkori, A., 3, 5, 11–13, 14, 15, 17–18, 160, 177, 184, 185, 196, 238, 252, 269–70, 307

team collaboration, 209, 212, 214, 217

Teddlie, C., 3, 5, 11–13, 14, 15, 17–18, 75, 160, 177, 184, 185, 196, 238, 252–53, 269, 307
temporality, 92, 262, 279, 321
text analysis, 270
  interpretive, 17
  network of, 270, 273, 275, 277–80
  qualitative, 271
text data, 9, 11, 17, 28, 78, 244, 269–93. See also qualitative data
  text interpretation, 17, 28

thick descriptions, 18–19, 124, 237, 261
  bridging, 179
  guanxi (particularistic ties), 181, 185, 196, 197
  social, 35, 168–70, 338, 342, 352
  strength of weak ties, 46, 197
  strong, 138, 144, 316, 317, 320, 343–44
  weak, 138, 144, 316, 343–44

traditional Chinese social order, 178, 180–82


transitivity, 47, 325

triad censuses, 10, 212, 217

triads, 10, 114, 217–18, 225, 351

TRIADS (software), 212

triangulation, 23, 26, 65–67, 71, 72–74, 82–85, 84, 113
data, 14, 72, 76, 77–78, 82–85, 203

trust, 103, 179, 180, 182, 196, 206, 239, 340
two-mode data, 272, 276–77, 287
typologies, 74, 147, 157, 159–60, 166, 177, 184, 270

UCINET, 189, 190, 212, 243, 281, 287, 331
unemployment, 127, 237, 239, 344, 345
United States, 27, 29, 38, 40, 122, 155, 158, 159, 226
unstructured interviews, 186–88, 187, 191, 195
urban societies, 41, 276
validation, 18, 66
validity, 13, 21, 23, 26, 66–67, 68–70, 73, 75, 76, 77, 79, 82, 83, 97, 132, 188, 203
value change, 121, 135, 156, 161, 168
values, 92, 122, 123, 130, 139–42, 144, 147, 154, 156, 162, 167–70, 179–82, 239. See also cultures; norm; value change
additional, 81–83
dependent, 70, 77
explanatory, 66, 70, 77, 332
variances, 74, 156, 350
Vennmaker, 316
video analysis, 95, 96
visual representations, 36, 43, 242, 306, 315, 316, 320, 329
Wasserman, S., 5, 7, 10, 38, 42, 54, 55–56, 68, 71, 93, 180, 190, 271
Watts, D. J., 205
wealth indicators, 189, 195
White, H. C., 8, 21, 35, 37, 41, 42, 53, 57, 92, 93, 106, 110, 280
whole networks, 9, 23, 45, 68, 132, 171, 178, 188, 189–90, 198, 239, 281, 305. See also complete networks; sociocentric networks
WordLink, 213
word-network analysis, 273–75
Other Books in the Series (continued from page iii)

15. Rebecca Adams and Graham Allan, *Placing Friendship in Context*
17. Robert F. Freeland, *The Struggle for Control of the Modern Corporation: Organizational Change at General Motors, 1924–1970*
18. Yi-min Lin, *Between Politics and Markets: Firms, Competition, and Institutional Change in Post-Mao China*
22. Roberto Franzosi, *From Words to Numbers*
24. James Lincoln and Michael Gerlach, *Japan’s Network Economy*
25. Patrick Doreian, Vladimir Batagelj, and Anuška Ferligoj, *Generalized Blockmodeling*
28. Peter J. Carrington, John Scott, and Stanley Wasserman, eds., *Models and Methods in Social Network Analysis*
30. Martin Kilduff and David Krackhardt, *Interpersonal Networks in Organizations*
34. Sean F. Everton, *Disrupting Dark Networks*
35. Dean Lusher, Johan Koskinen, and Garry Robins, eds., *Exponential Random Graph Models for Social Networks: Theory, Methods, and Applications*