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Introduction



In the late 1990s, at the threshold of the age

of the internet in which we now live, two

blockbuster movies provided remarkable

insight into the state of the contemporary

world. The ﬁrst one was the 1997 James

Bond movie titled Tomorrow Never Dies; the

other one was the now cult 1999 movie The

Matrix. In the former, unlike the villains of

previous Bond movies, an evil, deranged

personage, a man called Elliot Carver,

seeks control over the world through the

manipulation of mass communications media. Carver has a ‘geek criminal mind’ and

knows that by controlling what people see

and hear he will be able to gain dominion

over their minds. Elliot Carver personiﬁes

the danger of mind control by media moguls in an age when the media literally run

the show. Indeed, we live in a world that

is being increasingly threatened by those

who, like the ﬁctitious Elliot Carver, hold

the levers of ‘mass communications power,’

that is, by those who control television

networks, movie production studios, and

computer media.

The ability of mass communications

technologies to shape cognition and cultural evolution deﬁnes the dynamic of the

modern world. Never before in the history

of human civilization has the study of this

dynamic become so critical. The Matrix

illuminates this dynamic. Like the main

protagonist of that movie, Neo, we now live

‘on’ and ‘through’ the computer screen. Our

engagement with reality is largely shaped

by that screen, whose technical name is



the matrix, as the network of circuits that

deﬁnes computer technology is called. But

the same word also means ‘womb,’ etymologically speaking. The movie’s transparent

subtext is that, with the advent of the digital

universe, new generations are now being

born in two kinds of wombs – the biological

and the technological.

Many studies published after these two

movies were released have decried the serious dangers that the media and the new

mass communications technologies pose

to the human race. Some of these studies

criticize the individuals and groups who

control media institutions. But many more

see the current state of affairs as an evolutionary rather than revolutionary state.

Since prehistoric times, humans have used

technology to improve their control over

the world and the unknown. However,

the question that the two movies beg is

whether or not the technologies we have

created are now starting to control us – a

theme that has always been a staple of science ﬁction (2001: A Space Odyssey is a case

in point). As the late Canadian communications guru Marshall McLuhan (1911–80)

observed throughout his career, the media

we make are unconscious extensions of our

physical, sensory, and cognitive forms and

processes. Thus we evolve through them,

not independently of them. For example,

with the invention of the telescope and

the microscope (at about the same time

in history), not only have we gained the

capacity to see ‘farther out’ and ‘farther in’
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respectively, but we have also changed dramatically and permanently. These ‘visionenhancing’ devices have made possible the

exploration of space and the human body,

leading to the modern sciences of astronomy, biology, medicine, and forensics, and

these, in turn, have guided (in part at least)

how society has evolved and how human

cognition (understanding of the world) has

changed.

Studying the Media and Mass

Communications

Separate university courses (and even departments) for studying the media, and especially the relationship of the mass media

to all facets of human communication and

culture, are proliferating at the speed of

digital communication itself. The study has

become so widespread that it has generated

its own technical vocabulary, theoretical

apparatus, and set of ‘facts on ﬁle.’ More

important, it has provided different angles

from which to view all forms of human

communication (from vocal language and

traditional writing to body language and

new forms of writing) and culture (from

narratives to video games). This implies

that such study now has its own ‘encyclopedia’ structure. The word encyclopedia

derives from a phrase signifying ‘coming

to grips with the contents of knowledge.’

A comprehensive encyclopedia of media

and communications – that is, a work for a

general readership that presents the main

aspects of a ﬁeld of knowledge – is a basic

tool that virtually everyone should have at

his or her disposal, especially since we all

live in the world of the matrix. That is the

purpose of the present encyclopedia.

The fear that representations of reality,

such as theatrical ones, have signiﬁcant

effects on people is an ancient one. It was

espoused, for example, by the philosopher

Plato. In 1922, the American journalist

Walter Lippmann came forward to make

the explicit claim that the modern-day

mass media had a direct effect on people’s

minds. The American scholar Harold Lass-



well extended Lippmann’s view in 1927,

arguing that mass-mediated propaganda

affected people’s behaviours and overall

world view. But these critiques remained

mere opinions (albeit persuasively argued

ones) until 1939. That was the year after

the radio adaptation of H.G. Wells’s novel

about alien invasion, The War of the Worlds,

led to the ﬁrst true scientiﬁc study of the relation between media representations and

mass psychology. The program was created

by the famous actor and director Orson

Welles as a drama in which a typical music

radio broadcast was interrupted by a series

of fake ‘on-the-spot’ news reports describing the landing of Martian spaceships. The

radio audience was reminded, from time

to time, that the program was ﬁctional.

But thousands nevertheless believed that

Martians were actually invading the Earth.

A number of people called the police and

the army; others ran onto the streets. A year

later, psychologist Hadley Cantril and a

team of researchers at Princeton University

decided to study the reasons why a ﬁctional radio program would have the power

to bring about such hysteria, focusing on

why some people believed the fake reports

and others did not. After interviewing 135

subjects, Cantril and his team concluded

that the main factor distinguishing the two

groups was critical thinking – educated

listeners were more capable of recognizing

the broadcast as a fake than less-educated

ones. The Cantril report laid the foundation for a systematic study of the media in

universities, leading eventually to a new

ﬁeld – media studies. Since the 1940s, the

size and scope of this ﬁeld has skyrocketed,

becoming an area of interest, not only on

the part of academics and researchers, but

also on the part of virtually everyone.

A decade after the Cantril study, the late

American engineer Claude Shannon laid

the scientiﬁc foundations for investigating

the relation between mass communication

(in all its forms) and technology. Known as

the ‘bull’s-eye model,’ Shannon’s approach

aimed to identify the main components of

communications systems and describe in
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precise mathematical terms how they functioned in the transmission and reception

of information. The model consisted of a

sender aiming a message at a receiver as if in a

target range – hence the designation bull’seye model. Shannon introduced terms such

as feedback and noise permanently into the

vocabulary of media and communications

study. By the 1950s, the study of media was

starting to take on its modern-day shape.

Inﬂuential in that regard was Marshall

McLuhan, whose books made it obvious

that human cognition, culture, social evolution, and technology are intrinsically intertwined. McLuhan claimed that each major

historical era took its overall cognitive

style from the medium used most widely

at the time. He designated the period from

1700 to the mid-1900s the ‘Age of Print’

because printed books were the chief media through which mass communications

took place. That age changed the state of

the world because print literacy became

a desired and necessary social skill. As a

consequence, legislation started cropping

up in many places making the acquisition

of literacy in school mandatory. Literacy

encourages individualism and the growth

of nationalism. It has even been claimed

that literacy-produced cognitive states have

been responsible for such events as the

Enlightenment and Protestantism. Because

electronic technology has increased both

the breadth and speed of mass communications, it has come forward today to produce

a second major paradigm shift in cognitive

style. Cellphones, computers, and instantmessaging devices have inﬂuenced the

lives of everyone alive today, even those

who do not use them. The current age may

be leading, as McLuhan suspected, to the

end of individualism and literacy-inspired

notions of knowledge associated with the

previous age of print.

In the same era, media study was expanded to incorporate the investigation of

the contents or meanings of media products. Leading the way in this regard was

the French semiotician Roland Barthes,

who showed for the ﬁrst time, in his 1957
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book Mythologies, that such products are

modern-day reﬂexes of hidden mythic

structures. Mythologies brought out the

signiﬁcance of studying media products

in terms of how they recycle and embody

meaning structures. A photograph in a

newspaper, for instance, does more than

just capture a fact or event literally. At one

level, a photograph shows something in

reality, of course; but at a secondary level,

which Barthes called mythological, the photo

evokes a series of subconscious meanings

that bear upon how it is interpreted. A photo of a dog might, for example, evoke the

subconscious features we associate socially

with dogs (as pets or companions). This is

emphasized (if desired) by anchoring the

meaning of the photo in some way, such

as by using a caption (for example, ‘Man’s

Best Friend’).

Since the 1960s, the study of media and

mass communications has developed its

own set of theories, facts, and analytical

methodologies. The appeal of such study

is that it leaves the interpretation of the

modes and forms of social interaction used

in a certain era ﬂexible and open. There is,

in fact, no one theory of media, but many.

Media analysts today use a combination of

ideas and techniques for diverse purposes.

The study of media has thus, logically,

developed into a highly ‘interdisciplinary’

mode of inquiry, drawing from disciplines

such as anthropology, semiotics, linguistics,

psychology, sociology, literary theory, aesthetics, and the like.

The Goal of This Encyclopedia

As fascinating and relevant to understanding the contemporary world as the work

in these ﬁelds is, the writing is often too

technical, laden with jargon, and highly abstruse. To unlock the relevance and signiﬁcance of the work within these ﬁelds, a terminological key is required, especially by

those who are new to them. The purpose of

this encyclopedia is to provide such a key.

It constitutes a collection of basic concepts,

personages, schools of thought, historical
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movements, and cognate disciplines that

make up the current ﬁeld of media and

communications study. The bibliography

at the end of each entry contains not only

references cited in the entry, or used as the

basis for its contents, but also works that

can be consulted for further reading.

The choice of entries has not been an

easy one. As an instructor of media and

communications courses at the University

of Toronto for nearly four decades, I have

had to trust my instincts. I have included

what I feel is absolutely essential knowledge within the ﬁeld itself, embracing

entries from the primary interdisciplinary

domains which inform the study of media

– anthropology, psychology, linguistics,

philosophy, sociology, and semiotics. For

example, in choosing entries related to various genres (adventure stories, spy ﬁction,

etc.), I have used the following criterion: if

the genre is popular across various media,

then it merits treatment here; otherwise it is

left as the subject matter of other encyclopedias (such as literary ones). Nevertheless,

there are many other entries that I could

have included, but simply could not because of length considerations. I have had

to limit my choices to the main items that

recur in the relevant literature. Nevertheless, I have tried to cast as broad a net as

possible, so as to gather within the pages of

this encyclopedia – written by experts and

practitioners of media studies – the bulk

of the ideas that the media student or the

interested general reader will need to know

in order to understand what is going on in

the ﬁeld

Needless to say, there exist all kinds

of handbooks and websites in this ﬁeld:

discourse analysis, introductions to media

studies, and communication theory in text

form. But the main thrust of this particular

encyclopedia is to provide additional perspectives that one will not normally ﬁnd in

these other places and texts. The underlying thematic vision is based on semiotics,

which is often missing from these kinds of

works. In other words, many of the entries

provided here are scattered in different



places and forms, whereas the attempt

in this volume is to unite them under the

rubric of theories of meaning in media and

communications. So, in some ways the

whole encyclopedia can be read as a coherent treatment of the ﬁeld with a speciﬁc

emphasis – meaning.

I wish to express my sincere gratitude to

James Leahy, who copy-edited this work,

and Wayne Herrington, my editor at University of Toronto Press. I could not have

done it without them.

Marcel Danesi
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ADORNO, THEODOR (1903–69)

[See also: Frankfurt School; Hegemony Theory;

Habermas, Jürgen; Ideology Theory; Marcuse,

Herbert; Marxism]



Theodor Ludwig Wiesengrund Adorno

was a social critic, musicologist, and composer whose critiques of twentieth-century

popular culture became (and continue

to be) a point of reference in media studies. Adorno was an original member of

the Frankfurt School – a school of social

inquiry founded at the University of Frankfurt in 1922 that applied Marxist philosophy to the critical analysis of modern capitalist societies. The School produced some

of the best-known thinkers of the twentieth

century, including Max Horkheimer, Walter

Benjamin, Jürgen Habermas, and Herbert

Marcuse. Inﬂuenced by German sociologist

Max Weber’s view that there was a direct

relationship between the Protestant work

ethic and the rise of materialistic capitalism, Adorno argued that this had brought

about the end of true philosophical inquiry

and a loss of the ability for people to think

critically.

Adorno was the only child of a wine

merchant of Jewish descent, Oscar Alexander Wiesengrund, who had converted to

Protestantism, and a Catholic singer, Maria

Barbara Calvelli-Adorno. He adopted

Adorno as his surname (abbreviating Wiesengrund to the initial W) upon becoming a

naturalized American citizen in the 1930s.



He studied philosophy with Hans Cornelius, a follower of Immanuel Kant, and

music composition with the famous atonalist composer Alban Berg in Vienna. He was

also inﬂuenced greatly by the writings of

the playwright Karl Kraus and the literary

critic Georg Lukács (Theory of the Novel,

History and Class Consciousness). Adorno

became a music critic early in his life, writing monographs on Mahler and Wagner.

His 1949 book, Philosophie der neuen Musik

(written while he was in exile in the United

States), became an inﬂuential work in

musicological circles. He established close

intellectual relations with fellow Frankfurt

School members Walter Benjamin and Max

Horkheimer, as well as with Swiss-born

American composer Ernst Bloch. He took

on his ﬁrst teaching position at Frankfurt

University in 1928, after defending his thesis on Søren Kierkegaard’s aesthetics.

In 1933 Adorno’s professional titles were

revoked by the Nazis, along with those of

all professors of ‘non-Aryan descent.’ A

year later he emigrated to England, and

shortly after to the United States. While in

America, he wrote the Dialectic of Enlightenment (Dialektik der Aufklärung, 1947), with

Max Horkeimer, which laid the foundations for developing modern critical social

theory. Shortly after the Second World

War, he returned to Frankfurt University,

teaching philosophy and sociology and

becoming director of its Institute for Social

Research (Institut für Sozialforschung). He

was highly critical of the counterculture
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movement that took shape at the end of

1960s in both America and Europe. He apparently even got the local police to remove

a group of students who had occupied

the Frankfurt Institute from the campus.

As a result, he became a target of student

protest. In 1969, a group of bare-breasted

female students took over his class as a

sign of deﬁance. Adorno criticized the

counterculture movement as being fundamentally anti-intellectual, seeing in it the

kind of cultural arrogance that he believed

was the spark for totalitarianism. He died

of a heart attack on 6 August of that same

year in Switzerland during a vacation there

with his wife.

Adorno saw capitalism as a system that

produced nothing but robotic ‘workerconsumers.’ It did so by manipulating the

media to constantly promote its consumerist social agenda. As a result, capitalism, in

the modern era, had led to an amorphous

mass culture that reproduces itself constantly, remaining essentially the same

throughout the course of its evolution,

exploiting human resources for the proﬁt

of a few. He also blamed the modern social

sciences for helping to bring this about,

since he believed that they contributed unwittingly to the status quo by claiming to

produce scientiﬁc and objective facts about

the modern world. But all they ended up

doing was admiring the very ‘facts’ they

produced (as if there existed such things as

raw facts without human interpretations of

them), not critiquing their self-serving motivation. For Adorno (and other Frankfurt

School members), culture in capitalist societies was tantamount to an ‘industry.’ The

arts that this industry produces, therefore,

are designed to have a short lifespan in

the same way that manufactured products

are. Despite the many polemical counterarguments that Adorno’s culture industry

theory has elicited over the years, it is still

referenced today, indicating that its core

critical apparatus has always had some intellectual appeal.

The Dialectic of Enlightenment (with

Horkheimer) is, arguably, Adorno’s mas-



terpiece. It was published in 1944 (in New

York) with the title Philosophische Fragmente.

A revised version came out in 1947 (in Amsterdam) with the title Dialektik der Aufklärung, and then again in 1969. The book

argues that it is the arrogance of Enlightenment reason that has brought about the

modern-day idolatry of progress, science,

and technology and exalted the power of

human beings over nature while at the

same time keeping silent over the unscrupulous power exerted by a few human beings over others. It is this very exaltation of

Enlightenment reason that has led to totalitarianism, war, and criminality, as well as

to the transformation of true culture into an

industry of products.

Adorno also took on the ‘dialecticism’ of Georg Wilhelm Friedrich Hegel,

namely the belief that truth is reached by

engaging in reasoning through a constant

interplay of contrasting ideas. In Negative

Dialectics (1966) he proposed a different

type of dialecticism, one that does not lay

claim to resolving all contradictions, or

require an absolute negation of things, and

consequently does not reduce ‘difference’

to unity, to the totality of the world. The

Hegelian dialectic method is founded on

differences and contradictions, and aims

to unmask the desire of individuals to

absorb differences in order to understand

themselves. Adorno saw this philosophy

as being slavishly dependent on dogmatic

reason. A more critical dialectic method,

he claimed, was required in order to allow

for recognition of the importance of alterity

(Otherness) as part of the construction of

our own identities.

Perhaps Adorno’s most crucial insight

was that in an age of rampant materialism

the commercially produced artistic products, the artistic expressions of the imagination, continue to be humanity’s assurance

that life is meaningful. True art cannot be

reproduced, as it is by the contemporary

culture industries. Beethoven’s music, for

instance, transcends political and cultural

boundaries; the music of pop musicians

is instead much more limited in its reach.
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True art is based on the imagination, creativity, and a utopian perspective of human

existence, not on marketplace economics.

It is the manifest expression of an unconscious ‘antithesis to reality’ and a vehicle

for escaping from that reality – a view that

is similar to Martin Heidegger’s aesthetics.

This is the basic message to be found in

Adorno’s posthumously published book

Aesthetic Theory (1970).

Augusto Ponzio
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Print Culture; Pulp Fiction; Science Fiction; Spy Fiction; Thrillers; Video Games; Video Game Effects]



Adventure stories (sometimes called action

stories) are narratives involving heroes

or heroines who defeat villains by using

superhuman strength and intelligence, or

other rare attributes. D’Ammassa (2008:

vii–viii) deﬁnes such stories as narratives

depicting events that ‘happen outside the

course of the protagonist’s ordinary life,

usually accompanied by danger, often by

physical action.’ Although this appears to

be a simplistic deﬁnition, it actually cap-
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tures the essence of the narrative formula

that underlies the adventure story – a formula in which excitement, suspense, and

cathartic resolution constitute its main ingredients, supporting the widely-held notion in psychoanalysis that this formula is

a product of psychic Angst that is released

through a ﬁctional framework. While we

cannot solve the world’s problems ourselves, we allow our adventure heroes to

do so in a make-believe way, thus restoring

order to our chaotic experiences. The stories are as old as human history. From Homeric characters such as Achilles to modern-day ﬁctional heroes such as Superman,

Zorro, James Bond, Lara Croft, and agent

Triple-X, the adventure story has been delivered in all forms and media, from oral

narration to contemporary websites that

cater to people’s penchant for adventure

on a daily basis. But while the media or

modes of delivery may have changed, the

basic ‘adventure hero formula’ has not,

even though it has sometimes been deconstructed and then reassembled by writers

and satirists for various purposes.

Historical Sketch

The adventure story has been a popular

genre throughout time and across cultures,

revealing its universal appeal and manifesting a universal structure of cognition

embedded in the narrative. Many stories

from the ancient world, which were based

on actual historical events (or on how they

were thought to have occurred), incorporated adventure in their narrative frameworks.

The plot of many medieval romances was

essentially an adventure story, with characters such as King Arthur, among many

others, reﬂecting continuity with the heroes

of mythic lore. More generally, the medieval adventure plot would typically involve

romance between a hero and a lady, with

the hero going through a series of adventures and challenges before meeting his

paramour. The two would be separated by

a second set of adventures, only to be reunited at the end in a felicitous reunion.



Starting in the ﬁfteenth century, adventure novels gained popularity right after

the invention of print technology made

books cheaply available to anyone who

wanted them. In the late eighteenth century the adventure plot started developing

variations to the basic hero-and-his-lady

formula, with writers such as Sir Walter

Scott, Victor Hugo, and Robert Louis

Stevenson. The latter’s adventure stories

Treasure Island and Kidnapped appealed to

both children and adults. By the late 1800s

(in America especially), print magazines

and novels were being produced in bulk

for mass consumption – the former were

called pulp ﬁction magazines and the latter dime novels. The words pulp and dime

refer to the fact that the magazines and the

novels were produced cheaply, in contrast

to those published on higher-quality paper,

called glossies or slicks. The ‘pulps,’ as both

magazines and novels came eventually to

be called, revolved around the theme of a

heroic ﬁgure out to seek justice, mixing in

romance and sex in order to enhance their

prurient appeal (Server 1993, Robinson

and Davidson 2007). They were written

in a sensationalistic style, attracting mass

audiences. The ﬁrst true ﬁctional heroes

of American popular culture come from

the pulps – Doc Savage, The Shadow, the

Phantom Detective, Buck Rogers, Fu Manchu, Hopalong Cassidy, Perry Mason, Nick

Carter, Secret Agent X, Tarzan, Zorro. The

popularity of the pulps was bolstered by

sensationalistic cover designs, which copied the poster art style used by circuses and

vaudeville theatres to attract audiences,

with images of scantily dressed ‘damsels

in distress’ and virile handsome heroes

involved in ﬁsticuffs with ugly and odious

villains. Given their popularity, the pulps

provided the scripts and style adopted

by the early movie serials, such as those

made by Republic Pictures in the 1930s and

1940s. These were designed to keep audiences in suspense as an episode typically

ended with the hero or heroine ‘suspended’

(often literally) in some deadly situation

from which escape seemed unlikely. The



Adventure Stories

audience would eagerly come back the

next week to ﬁnd out how the ‘cliffhanger’

would be resolved. The same kind of formula is still evident in some of the James

Bond movies and the Raiders of the Lost Ark

ﬁlms, among others, although the dangerous predicaments therein are resolved in a

single movie sitting.

Adventure pulps (and the other pulp

genres) were not devoid of literary merit.

On the contrary, some of the greatest writers of the twentieth century – Isaac Asimov,

Ray Bradbury, Edgar Rice Burroughs,

Arthur C. Clarke, Philip K. Dick, Zane

Grey, Robert A. Heinlein, Frank Herbert,

Upton Sinclair – devoted their efforts to

this popular narrative medium, and their

stories are interesting and ‘intellectual,’

garnering a huge cadre of readers to this

day. The writing of contemporary authors

such as Stephen King and Anne Rice is cut

from the same literary fabric as that used

by such pulp writers. So, while the original

pulps may have disappeared, the pulp

genre endures as an instinctive mode of

storytelling in contemporary ﬁction.

The adventure genre found a natural

home in the comic book medium early in

the twentieth century. While the Sunday

newspaper comic strips were originally

designed for children, the daily comic

strips were intended to attract adult audiences. Harry Hershﬁeld’s Abie the Agent,

originally published in 1914, was the ﬁrst

adult American comic strip, capitalizing

on the popularity of the detective and

mystery genres. The comic book adventure

hero genre began with the publication in

1929 of Tarzan and Buck Rogers – the former

adapted from the novels of writer Edgar

Rice Burroughs. Both comics became instantly popular. The ﬁrst comic superhero,

Dr Mystic, was introduced in 1936 by Jerry

Siegel and Joe Shuster. In 1938, Action Comics started publishing its Superman comic

strip, co-created by the same Siegel and

Shuster duo. So popular was the strip that,

barely a year later, a series of comic book

super-hero clones started cropping up

across the American comic book landscape.
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The 1940s saw the debuts of Batman, The

Flash, Green Lantern, Wonder Woman, and

Captain America.

Since the 1950s, the adventure story has

been regularly recast for new audiences

while maintaining the same basic formula;

in some cases, it has been turned on its

head with ‘anti-heroes’ or ‘soft heroes’

(such as the current Spiderman character).

Steven Spielberg’s Republic Pictures–style

cliffhangers featuring Indiana Jones as the

heroic ﬁgure (starting in 1981) are both a

recasting and a revisioning of the 1940s

adventure serial, and have spawned a

multitude of imitators, from The Mummy

and Jason Bourne ﬁlms (based on the late

Robert Ludlum’s books), to movies such as

Romancing the Stone, the Pirates of the Caribbean movies, and National Treasure (2004),

to mention but a few. These are sometimes

classiﬁed in media studies as ‘thriller,’

‘spy,’ or ‘detective’ movies, although the

boundary line between these genres and

the adventure genre is often a blurry one. It

could be claimed that the adventure story

is a kind of architext, constituting the prototype from which subsequent texts or genres

are derived – for example, the Iliad is the

architext on which many adventure stories

involving a valiant hero, a journey, and

conquest have been subsequently based.

The Adventure Story Formula

The adventure story typically revolves

around the exploits of a hero or heroine

who ﬁghts in the name of justice; searches

for a lost empire, city, or treasure; seeks to

save someone; or engages in some other

quest. Martin Green (1991) points out that

there are seven main types of adventure

tales, but that all of them share common

elements. The story starts with a statement

or portrayal of the situation that requires

the intervention of a hero or heroine, who

then sets out to accomplish the objective

posed by the initial situation. The protagonist faces a series of physically and intellectually challenging trials, which he or she

overcomes, often with the help of a partner
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or sidekick (which may also be an animal,

such as a horse, or a machine, such as a

car), triumphantly reaching the objective

at the end. Modern-day adventure stories

have often been modiﬁed to include antiheroes, likeable villains (as in Pirates of the

Caribbean), or ‘dark heroes’ (as in The Dark

Knight). Such cases involve a modiﬁcation

to the traditional ‘hero code,’ not a radical

departure from it. This suggests that the

adventure hero or heroine is an archetype,

as Carl Jung suggested, an idealized human being who rises above the world to

lead it in some way out of its darkness. Incidentally, the concept of the anti-hero can

be traced to Fyodor Dostoyevsky’s novel

Notes from the Underground (1864), which,

for the ﬁrst time in the history of literature,

introduced the alienated anti-hero. Contemporary progeny can be seen in characters such as Arthur Miller’s Willy Loman

(Death of a Salesman, 1949) and J.D. Salinger’s Holden Caulﬁeld (The Catcher in the

Rye, 1951), although the anti-hero concept

can be traced back much further. Perhaps

the most famous ‘proto-anti-hero’ of Western literature is Cervantes’ Don Quixote

(Don Quixote de la Mancha, 1605–15), a daydreaming vagabond who moves lackadaisically through a series of misadventures. A

contemporary TV anti-hero is Dr Gregory

House, a modern take on Sherlock Holmes.

Unlike Holmes, however, House has not

one faithful sidekick (Dr Watson), but

several, including a longtime friend, the

servile doctors who work under him at the

hospital, and his female boss.

The traditional hero code was forged in

the ancient myths. In bare outline form,

it involves the exploits of imaginary or

historically real heroic ﬁgures such as

Achilles, Prometheus, Hercules, and others, who were courageous, noble, strong,

and willing to sacriﬁce themselves for the

good of others. The narratives composed

about them consisted of several salient

features – the hero might have come from

another world or state of existence; he or

she typically possessed superhuman or

uncommon strength; he or she often had a



ﬂaw that rendered him or her vulnerable

in certain situations; and he or she was on

a quest to accomplish some goal. It is this

code (or its variants) that surfaces in various guises and forms in modern adventure

stories. Like the ancient heroes of myth and

legend, the ﬁctitious heroes of comic books,

movies, and radio and television programs

are normally strong, superhuman (to

varying degrees), and ﬂawed. The action

hero Superman, for instance, comes from

another world (the planet Krypton); has

superhuman qualities (he can ﬂy and cannot be killed by mere human means); helps

weaker humans; defeats villains; and has

a tragic ﬂaw (exposure to kryptonite takes

away his power).

Adventure stories have always played a

crucial role in cultural traditions, depicting

virtues that are rare, attainable by only a

‘chosen few.’ The hero is an archetypal embodiment of people’s concept of virtue. In

mythology, he or she was typically an individual, often of divine ancestry, who was

endowed with great courage and strength,

celebrated for his or her bold exploits, and

who played a positive role in human affairs. Modern-day audiences feel the need

for the hero archetype as intuitively as did

the ancient ones who watched stage performances of the plays of such Greek dramatists as Aeschylus, Sophocles, or Euripides. The modern comic book superhero,

thus, is an updated heroic persona suitable

for the times in which we live. Superman is

an urban hero who stands for ‘truth,’ ‘justice,’ and ‘the American way,’ as the 1950s

TV series based on the comic book character proclaimed. And like the ancient heroes,

Superman is devoted to saving humanity

from itself. Rather than being sent by the

gods from the afterworld, as were many

of the ancient heroes, Superman came to

Earth from a planet in another galaxy; he

leads a ‘double life’ as a superhero and as

Clark Kent, a ‘mild-mannered’ reporter for

a daily newspaper; he is adored by Lois

Lane, a reporter for the same newspaper

who suspects (from time to time) that Clark

Kent may be Superman; he wears a distinc-
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tive costume, battles villains, and so forth.

Superman embodies all the heroic virtues

that human beings, in their weakness, aspire to possess.

The same archetypal code manifests

itself in other adventure heroes, albeit in

varying forms and with different emphases. In the Batman stories (launched by DC

Comics in 1939; artist Bob Kane) the code is

characterized by other features – the hero

has a helper, Robin; the opponent manifests

himself or herself in various characters,

depending on actual story, from the Riddler

to the Penguin; Batman wears a mask; he

employs an arsenal of weapons and gadgets to ﬁght crime, including a Batmobile

and a Batplane, as well as an all-purpose

utility belt. The Dark Knight (2008) is also

based on the same code, but it blends different genre styles, from ﬁlm noir to gothic

occultism and postmodernism. It is a ﬁlmic

essay on the dark regions of the human

psyche, and on evil as part of the human

condition, not an external force.

Two thematic elements that have entered

the modern-day adventure narrative are

occultism and conspiracy. Adventure stories such as Hellboy involve occult forces

as ingredients in the adventure formula,

while stories such as National Treasure add

a conspiratorial subplot to the adventure

frame. They are not departures from the

basic adventure formula; they simply extend it. In the conspiratorial narratives, the

hero attempts to unmask some conspiracy

or plot against a nation, group, or person.

Conspiracy was also an element in ancient

stories as well, but it has come to prominence today in an age where assassinations

(the JFK and Martin Luther King assassinations), UFO sightings, and the like are

perceived to be part of larger conspiratorial

government agendas. This would explain,

in part at least, the popularity of such

novels as The Da Vinci Code and its various

imitators.

Of the more contemporary adventure

superhero narratives, Watchmen (released

in 1986 as a graphic novel) is particularly

interesting. In this case the hero, Rorschach,
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is a demented vigilante with a morphing

inkblot mask (hence his name, which refers

to the Rorschach technique in psychology)

and the villain is someone called the Comedian. Both Rorschach and the Comedian

are strange characters, seeming parodies

of the ancient heroic and villainous archetypes. Richard Reynolds (1992: 107) states:

‘While the Comedian is in part a satirical

reworking of the state-sponsored, nationalistic breed of superhero most notably

exempliﬁed by Captain America or Nick

Fury, Rorschach is a version of the nightshrouded hero embodied by characters

from Batman through Daredevil.’ In the

2009 Watchmen movie, the Comedian is

killed and Rorschach appears with a host

of seemingly zany characters, from a new

superhero, Ozymandias, to neo-Watchmen

who have emerged to replace older, retired

ones. The bad guy does a very evil thing

but escapes punishment by persuading

people that his deed was actually beneﬁcial. The movie, as with many other postmodern narratives, reverberates with moral

ambiguity rather than certainty (as in the

traditional adventure stories). Rorschach is

an idealist who insists on moral absolutes

in black and white terms; Ozymandias, on

the other hand, is a pragmatist, accepting

life as it presents itself. The choice of what

is right or wrong is left to the audience to

resolve.

As the Watchmen example illustrates,

adventure stories have changed in step

with the times. Batwoman, who was introduced in 1956, has become a lesbian in one

of her new incarnations. There is now also

a Black Panther, a hero ﬁgure for a ﬁctitious

African nation; the Great Ten, a team of

Chinese heroes; an aboriginal girl hero; an

Eskimo man; and an HIV-positive gay man.

The ‘European-based hero story’ has ﬁnally

become more inclusive.

Video Game Adventure

Video games provide both a new format for

adventure and a source for creating movie

narratives, with many movies now being
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based on video game themes or characters.

In the early 1970s the electronic tennis

game Pong introduced the video-game

industry to the world. After the industry

nearly collapsed in the mid-1980s, Japanese

companies, especially the Nintendo Corporation, assumed leadership, improving

game technology and introducing popular

adventure games such as Donkey Kong

and the Super Mario Brothers, thus spawning a video game culture that is now blossoming into one of the most inﬂuential of

all contemporary recreational trends.

There are now different genres of video

games and various formats in which they

can be played. One of the most relevant

ones is the so-called ‘role-playing’ genre,

which gained popularity with the Dungeons and Dragons game, invented by E.

Gary Gygax in the early 1980s. The game

provides a framework for simulating the

mythic and fantasy worlds of the traditional adventure story, but leaves the script

up to the game players, who can imagine

themselves to be knights and wizards and

to possess enormous physical and moral

strength. The game quickly migrated to

the big screen, when Tom Hanks made

his debut in the movie Mazes and Monsters

(1982), which was based on the game. Players pretend to be in an adventure situation

or environment, such as a battle or newly

discovered place; each situation has its own

rules, and each participant plays a speciﬁc

role or character in the scenario. Occult

and horror themes are amalgamated with

adventure-fantasy themes, allowing players to engage in the same kind of fascination with the macabre and the grotesque

that has always informed the spirit of pulp

ﬁction. However, rather than writers and

ﬁlmmakers creating the horror and adventure, the games allow users to do so. The

increase in the popularity of online gaming

of this type has resulted in the formation

of subgenres, such as multiplayer online

role-playing games. Participants create a

character, known as an avatar, by inputting

descriptions of appearance and behaviour

into a communal online space for the game.



Other characters have no way of knowing

whether the character corresponds to the

real physical appearance or personality of

the player. In this way realism and fantasy

mesh completely.

Video gaming provides a new format

for the adventure story, in which the makebelieve element is put into the hands of

the player. The player thus becomes the

scriptwriter, actor, and director at once. The

game enables players to participate in the

outcome of a story, to explore its variables,

and to take charge of the overall narrative

script. The spectator is no longer a passive

receiver of the story, but a participant in

it. Video games give players the feeling

of being immersed in a simulated world

that resembles the real world. The division

between the imaginary and the real is thus

blurred, producing what the social critic

Jean Baudrillard called the simulacrum effect, whereby the modern-day individual

can no longer distinguish between reality

and fantasy. Indeed, the latter, which he

calls hyperreality, is more interesting than

reality to the modern-day individual, and is

starting to replace reality in society generally. Baudrillard may have a point, but then

fantasy worlds were also created, albeit in a

different way, by ancient theatre and other

narrative traditions. The video game and

other modern technologies simply extend

the possibility of fantasizing; they do not

make it the only form of cognition.

Like other forms of media and pop

culture, video games have been the target

of criticism from scholars, and have been

subject to censorship, especially those that

involve macabre themes or sex and violence. To a pop culture analyst this comes

as no surprise, for these are the elements of

pop culture that have always created moral

panic in different eras. Those who oppose

this new form of story-making are the usual

suspects: politicians, organized special interest groups, and the like. Interestingly, recent surveys have shown that video games

are attracting more diversiﬁed groups than

the typical male teenager, appealing also to

female players and older individuals.
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The adventure story continues to ﬁnd expression in contemporary popular media.

As the ancients were certainly aware, we

are a species that seeks to set things right in

the world, to bring order to the chaos; the

hero (whether ﬁctional, real, or participatory), symbolizes this quest. As the poet

W.H. Auden commented in a 1955 essay,

‘The Shield of Achilles,’ the adventure story

is a format humans have used from time

immemorial to secure moral balance in the

world. It reassures us that we live in such

a world. The hero (whether a superhero,

a detective, a spy, or even an anti-hero) is

our imaginary agent of justice. Of course,

sometimes the wrongdoer gets away with

the crime – a fact that seems to tap into our

darker sense of reality. For example, Edgar

Allan Poe’s story ‘The Cask of Amontillado’ (1846), which portrays a horriﬁc

murder (enclosing the victim in a cellar),

is narrated by the perpetrator himself. The

Saw series of movies is a contemporary

example of this kind of approach. Such

stories terrify us because they acknowledge

that evil-doers often get away with their

deeds in real life. But whether the villain

is punished or not, adventure stories are

clearly part of an ongoing moral discourse

in which humans have engaged from the

beginning of time.
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The term advertising comes from the medieval Latin verb advertere, ‘to direct one’s

attention to.’ It refers to any type of public

announcement intended to direct people’s

attention to the availability, qualities, and/

or cost of speciﬁc commodities or services.

The craft of advertising has, however, progressed considerably beyond the use of

simple declarations of product availability.

Since the middle part of the nineteenth century, it has ventured successfully into the

domain of unconscious persuasion. Given

its apparent effectiveness, advertising has

been used with increasing regularity since

the early 1960s as a vehicle to promote so-
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cial issues and causes and as an important

strategy in political campaigning. Antismoking and anti-drug advertising campaigns are cases in point. Advertising strategy is also used commonly in propaganda,

publicity, and public relations. Propaganda

is the craft of spreading and entrenching

doctrines, views, and beliefs reﬂecting

speciﬁc interests and ideologies (political,

social, philosophical, and so on) by attempting to persuade people through various forms of appeal. Publicity is the technique of disseminating any information

about a person, group, event, or product

through some public medium so as to garner favourable attention. Public relations

(PR) employs activities and techniques to

establish positive attitudes and responses

towards organizations, institutions, and/or

individuals.

Advertising is a blend of art and science

that combines aesthetic, rhetorical, and

marketing statistical techniques in order to

get people to perceive goods and services

favourably and then to assess the effects of

such techniques on consumer behaviour.

Marketing is a term that does not have a

single deﬁnition. In the area of advertising,

it involves assessments of the effects that

the speciﬁc advertising of products will

have on individuals, taking into account

social variables such as age, class, education, and lifestyle. In a word, marketing is

the ‘science’ part of advertising, while creating ads and inventing brand names and

logos constitutes its ‘artistic’ side.

The success of newspaper advertising in

enhancing the sales of goods and services

since the seventeenth century gave birth in

1914 to the Audit Bureau of Circulations in

the United States, an independent organization founded and supported by newspaper and magazine publishers that provided

them with circulation statistics. In 1936, the

Advertising Research Foundation was established to integrate advertising and marketing research into a unitary enterprise.

Today, the increasing sophistication with

information-gathering and data-processing

techniques makes it possible for marketers



and advertisers to direct their campaigns

at speciﬁc ‘market segments’ (people classiﬁed according to various socio-economic,

sociocultural, or psychosocial variables)

with greater efﬁcacy. The internet makes

it possible today for advertisers to obtain

critical information on people’s reactions to

certain ad texts almost instantly.

History

Outdoor signs displayed above shop

doors indicating the types of goods and

services available within them have been

found by archaeologists in cities across the

ancient world. As early as 3000 bce, the

Babylonians used such signs to identify

trades. The ancient Greeks and Romans

also hung signs outside their shops. Since

few people could read, the merchants used

pictures of the goods. These were, literally,

the ﬁrst ‘signs’ or ‘marks’ of the ‘trades’

(trademarks). In the late medieval period,

tradespeople and guild members posted

similar trademarks outside their shops. Medieval swords and ancient Chinese pottery,

for instance, were marked with identiﬁable

trade symbols so that buyers could trace

their origin and determine their quality.

Among the best-known trademarks surviving from those times are the striped pole of

the barbershop and the three-ball sign of

the pawnbroker shop.

Posters and wall inscriptions promoting goods and services are also ancient. A

poster found in Thebes, and dated back

to 1000 bce, is now considered to be one

of the world’s ﬁrst advertisements. It offered a slave in exchange for money. An

outdoor poster found among the ruins of

ancient Rome offered property for rent; an

announcement found painted on a wall

in Pompeii called the attention of travellers to a tavern located in a different town.

Town criers – individuals hired to walk

through streets to announce the availability

of goods arriving by ship – were also common in port cities of the ancient world. The

modern period of advertising may be said

to begin after the invention of the modern
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printing press by Johannes Gutenberg in

the late 1400s. Fliers and posters could, as

a result, be printed quickly and cheaply

and thus displayed in public places or

inserted in books and pamphlets far and

wide. Advertising was fast becoming an

intrinsic part of the ‘Gutenberg Galaxy,’

as the Canadian communications theorist

Marshall McLuhan (1962) named the new

social order that ensued from the arrival of

mass print technology. By the latter part of

the seventeenth century, when newspapers

started circulating widely, print advertisements started appearing regularly. The London Gazette became the ﬁrst newspaper to

reserve a section exclusively for advertising

purposes for a fee. So successful was this

venture that by the end of the seventeenth

century several businesses came into existence in England for the speciﬁc purpose

of creating newspaper ads for merchants

and artisans. In general, these ‘proto-ad

agencies’ designed the ad texts in the style

of modern classiﬁeds, without illustrative

support. The ads did, however, show some

of the same rhetorical ﬂavour of their contemporary descendants, tailoring the language style to suit the wealthy clients who

bought and read newspapers – a style that

promoted the sale of such items as tea, coffee, wigs, books, and theatre tickets as part

of an afﬂuent and pleasure-based lifestyle.

The earliest classiﬁed ads in the United

States could be found in the pages of the

Boston News-Letter in 1704. Print advertising spread rapidly throughout the eighteenth century in both Europe and America,

proliferating to the point that the writer

and lexicographer Samuel Johnson felt impelled to make the following statement in

The Idler (the name used for the essays he

published in the London weekly called the

Universal Chronicle between 1758 and 1760):

‘Advertisements are now so numerous that

they are very negligently perused, and it

is therefore become necessary to gain attention by magniﬁcence of promise and by

eloquence sometimes sublime and sometimes pathetic.’

As print advertising became a ﬁxture of
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the emerging industrialist society, ad creators throughout Europe and in some American cities began paying more and more

attention to the design and layout of the ad

text. Ads using words set in eye-catching

blocks and contrasting type fonts became

common. Also, slogans, catchy taglines, and

other rhetorical devices were inserted regularly into the ad text in order to get people

to associate a product with some aspect of

lifestyle, personal amelioration, need, or

signiﬁcant life event (for example, romance)

rather than just with what it was capable of

doing. By the early decades of the twentieth

century, advertising had become a large

business enterprise on its own, and its textuality (forms of presenting and structuring

information) spilled over into society at

large, as familiarity with slogans, product

characters, and themes in ads started to

spread rapidly and broadly through print

media and radio advertising. As a consequence, advertising was starting to change

the perception of the role of goods and services in human life, transforming them from

simple goods to objects of value beyond

their functions and uses. In his 1922 book

Public Opinion, the American journalist

Walter Lippmann argued that the growth

of a mass media culture and its attendant

use of advertising had a powerful psychological effect on people’s minds, changing

human behaviour for the worse, and suggested that mass advertising had affected

people’s politics, familial relations, and

general world view. The ads in the 1920s

began to use techniques to persuade people

that by buying a product they would fulﬁl

certain desires, or avoid certain censures,

not just acquire something practical. The

growing awareness of the importance of

advertising to product sales enhancement

had already led to the establishment of

the ﬁrst true advertising agency in 1842

by Philadelphia entrepreneur Volney B.

Palmer. By 1849, Palmer had ofﬁces in New

York, Boston, and Baltimore in addition to

his Philadelphia ofﬁce. In 1875, N.W. Ayer

and Son, another Philadelphia advertising

agency, became a rival. In time, the ﬁrm
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hired writers and artists to create increasingly creative and persuasive print ads and

marketing specialists to design advertising

campaigns for clients. By 1900, most agencies in the United States were assuming

responsibility for advertising. By the 1920s,

such agencies had themselves become large

business enterprises, constantly developing

new techniques and methods that would,

as Lippmann and others like him certainly

thought, be capable of inﬂuencing the

typical consumer to buy things that he or

she may not necessarily need. The rise of

consumerism in the 1920s was due to a mix

of socio-economic factors, but one cannot

underestimate the role of advertising in

that mix. In the same decade, the growth of

electrical technologies, such as electric billboards and new lithographic techniques for

producing posters, along with the arrival of

radio as a mass communications medium,

provided advertising with new powerful channels for conveying its messages.

Electricity made possible the illuminated

outdoor poster, and photoengraving helped

both the editorial and advertising departments of magazines create truly effective

illustrative material that could be incorporated into ad texts. The advent of radio led

to the invention and widespread use of a

new form of advertising, known as the commercial – a mini-narrative or musical jingle

revolving around a product or service and

its uses. The commercial became quickly

popular, with some of the jingles becoming hits in their own right. And since it

could reach masses of potential customers,

print-literate or not, it became even more

inﬂuential than print ads as a vehicle for

disseminating advertising messages. With

the arrival of television after the Second

World War, the advertising industry adapted the idea of the radio commercial to the

new visual medium. In the 1950s, TV commercials, such as Pepsodent toothpaste’s

animations with snappy jingles, became so

familiar to mass TV audiences that the perception of the products themselves became

inextricably intertwined with the styles of

the commercials created to promote them.



Fictitious cartoon product characters, from

Mr Clean (representing a detergent product

of the same name) to Speedy (a personiﬁed

Alka-Seltzer tablet), had a high recognition

factor and were as well known as Hollywood celebrities.

The internet has emerged to complement

and supplement the print, radio, and TV

media as a channel for persuasive advertising. Because the internet allows users

to access businesses effectively through

websites, it is becoming a dominant and

ever-evolving advertising medium, even

though it has not altered the basic psychology behind ofﬂine advertising methods.

The internet provides graphics, audio, and

various visual techniques to enhance the

effectiveness of ad texts cheaply. It also

has become ipso facto its own ad agency.

Google is threatening the survival of the

traditional ad agency because it collects

money from advertisers not on the basis of

promise, but on the basis of performance.

Moreover, it sells directly to advertisers

and provides free services, such as templates for creating ads, for which agencies

have traditionally charged. The same kinds

of advantages are offered by mobile device

advertising. In effect, the new technologies

are changing the ways in which advertising

has been delivered, although they have not

changed its basic persuasive strategies.

Basic Techniques

Advertisers today use many sophisticated

presentation and text-making techniques.

The most basic one is to create a ‘personality’ for the product with which a particular

type of consumer can identify emotionally

and/or socially. Take beer as an example.

What kinds of people drink Budweiser?

What kinds drink Stella Artois? The answers are provided by the advertisers

themselves – the Budweiser drinker is

portrayed as being a down-to-earth (male)

personality who simply wants to ‘hang out

with the guys’; the Stella Artois drinker is

represented as a smooth, sophisticated type

(male or female) who appreciates the ‘ﬁner
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things’ of life. The idea behind associating

a product with a personality category is to

capture the attention of particular types of

individuals who identify with that type, so

that they can see their own personalities or

aspirations represented in the ad.

To create a personality for a product

(as for any human being) it is necessary

to assign it a name. This is the ﬁrst act of

turning a simple product into a ‘brand.’

So important is the brand name as an

identiﬁer that, on several occasions, it has

itself become the metonymic moniker for

the entire product line. Examples of this

include aspirin, xerox, cellophane, escalator,

and, more recently, iPod. Made-up names

for everyday household products were ﬁrst

used towards the end of the nineteenth

century in Europe and the United States.

Previously, everyday products were sold in

neighbourhood stores from large bulk containers, with no names attached to them.

Around 1880, soap manufacturers started

naming their products with labels such as

Ivory, Pears, Sapolio, and Colgate because

the market was starting to be ﬂooded

by uniform, mass-produced, and, thus,

indistinguishable products. The strategy

succeeded beyond expectations – consumption of the ‘named products’ went up astronomically. By the early 1920s, it became

obvious that brand-naming was not just

a simple strategy for product differentiation, but a symbolic gambit that propelled

corporate identity and product recognition,

ensconcing products into cultural groupthink. Names such as Nike, Apple, CocaCola, McDonald’s, Calvin Klein, and Levi’s,

have, in fact, become ‘cultural symbols’

recognized by virtually everyone living in a

modern, consumerist society.

At a practical level, naming a product

allows consumers to identify what product

they wish to purchase (or not). But at a

deeper psychological level, the product’s

name generates images that go well beyond

this simple identiﬁer function. Consider

Armani shoes as a speciﬁc case in point. At

a simple descriptive level, the name allows

us to identify the shoes. However, this is
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not all it does. The use of the manufacturer’s name assigns an aura of craftsmanship and superior quality to the product.

The shoes are thus perceived to be the

‘work’ of an artist (Giorgio Armani). They

constitute, in effect, a ‘work of shoe art,’ not

just an assembly-line product for everyone

to wear. In the world of fashion, designer

names such as Gucci, Armani, and Calvin

Klein evoke images of objets d’art, rather

than of mere clothes, shoes, or jewellery; so

too do names such as Ferrari, Lamborghini,

and Maserati in the world of automobiles.

The manufacturer’s name, in such cases,

extends the aesthetic and lifestyle symbolism of the product considerably. When people buy an Armani or a Gucci product, they

tend to feel that they are buying a work of

art to be displayed on the body; when they

buy Poison, by Christian Dior, they might

sense that they are buying a dangerous,

but alluring, love potion; when they buy

Moondrops, Natural Wonder, Rainﬂower,

Sunsilk, or Skin Dew cosmetics they might

feel that they are acquiring some of nature’s

beauty resources; and when they buy Eterna 27, Clinique, Endocil, or Equalia beauty

products they might believe that they are

getting products made with scientiﬁc precision. The name is the key that unlocks the

unconscious psychic door to such symbolic

worlds. As a recent ad for Ferrari claims,

when buying something (like the car), one

is buying a lifestyle: Ferrari. It’s Not Just a

Car. It’s a Lifestyle.

Another way in which advertisers transform a product into a brand is through

logo design. A logo is really a modern-day

version of the trademark – the difference being that the modern logo goes far

beyond a simple identiﬁer function. For

example, the McDonald’s logo represents

both the ‘M’ in the company name and

‘golden arches’ at the same time. Arches

reverberate with mythic and even religious

symbolism. They beckon people to march

through them into a congenial environment that will ‘do it all for you,’ as one of

the company’s slogans so aptly phrases

it. In addition, the meaning of ‘golden’ as
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something precious is also evoked at some

psychological level.

Yet another basic technique is the ad

campaign. At the turn of the twentieth century advertisers realized that a single ad

put into a magazine or newspaper would

hardly be capable of spreading product

recognition broadly. So they devised the

ad campaign, which can be deﬁned simply as the use of diverse media to spread

the same message using variations on the

same theme. A recent example is the Mac

computer campaign that pitted a cool ‘Mac

Guy’ against a lifestyle dinosaur ‘PC Guy,’

which morphed into various skits shown

on television and the internet. Some campaigns have been so well designed that

they have become part of pop culture lore

– ’Mmm, mm, good’ (Campbell’s Soup);

‘Think small’ (Volkswagen); ‘Just do it’

(Nike); ‘A diamond is forever’ (DeBeers);

‘You deserve a break today’ and ‘I’m lovin

it’ (McDonald’s); ‘This Bud’s for you’ (Budweiser); ‘It’s the real thing’ (Coca-Cola).

The internet has generated new ways

to get a message across, complementing

and expanding traditional ad campaign

strategies. For example, in 2001 BMW hired

several famous movie directors to make

short ‘online ﬁlms’ featuring its cars, which

clearly blurred the line between art and

advertising. Each ﬁlm was only six minutes long, but it featured a prominent actor

driving the car in an adventure-style way.

Other advertising techniques made available by the internet are:

• banner advertising, or the use of ads that

stretch across the top of a web page

• click-through advertising, whereby a

user can click on a link on a banner ad or

other onscreen ad to get through to the

manufacturer of a product

• contextual advertising, by which ads

automatically intrude into a web session,

whether wanted or not

• email advertising, or the use of email to

deliver pitches for a product or service

• pop-up ads that pop up on the screen

when a user visits a particular website



• run-of-network banner advertising,

which involves placing ads across a network of websites

• run-of-site banner advertising, whereby

ads are placed on a speciﬁc website

• extramercial advertising, consisting in

the use of ads that slide down a web page

• interactive advertising, which involves

seeking input from the audience through

the internet

• direct-response advertising, which

makes an immediate response to a television commercial possible by providing

an on-screen phone number, email address, or website

• interstitial advertising, consisting of

images that appear and disappear on a

screen as users click from one web page

to the next

• shoshkeles, or ﬂoating ads, whereby

animated objects, such as a car, are projected across the screen

Arguably, the most successful campaigns

have been those that have co-opted themes,

trends, and fads present in popular culture

generally, or else made use of well-known

personalities or celebrities. Co-option is deﬁned as the strategy of adopting pop culture themes, trends, styles, emphases, and

celebrities and adapting them to advertising objectives, creating a dynamic interplay

between advertising and popular culture,

whereby one inﬂuences the other through

a constant synergy. The concept of emergent

code is sometimes used to explain why the

co-option strategy is effective and is an idea

inspired by the work of the late culture

critic Raymond Williams (1962). According

to Williams, cultural behaviours and codes

can be subdivided into dominant, residual,

and emergent. The dominant code is the set

of ideas, values, and lifestyles that deﬁne

current or middle-of-the road norms in

cultural behaviour; residual codes are those

that were dominant in the past but are still

in circulation in minor ways; and emergent

codes are those that dictate future norms,

revealing their elements in bits and pieces

at the present time. Some of the more effec-
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tive ad campaigns are those that tap into

the emergent codes of a culture (in lifestyle,

music trends, and so on).

Another technique is to create entertaining ads or commercials that involve socially and psychologically relevant themes.

Among the various strategies used to do so

are the following:

• the ‘bandwagon’ strategy, which consists

of exaggerated claims that ‘everyone’

is using a particular product/service,

inviting the viewer to jump on the bandwagon

• the ‘disparaging copy’ technique, whereby one brand is overtly critical of another

company’s products or campaigns

• the ‘educational’ strategy, which is designed to educate or inform consumers

about a product/service, especially if it

has only recently been introduced into

the market

• the ‘nostalgia’ technique, which consists

in using images from previous times

when, purportedly, life was more serene

and less dangerous

• the ‘plain-folks’ pitch, whereby a product/service is associated with common

people who use it for practical purposes

• the ‘something-for-nothing’ lure, also

known as ‘incentive marketing,’ which

consists in giving away free gifts in

order to give a favourable image to the

product/service or company (‘Buy one

and get a second one free!’ ‘Send for free

sample!’ ‘Trial offer at half price!’ ‘No

money down!’)

• the ‘help your child’ tactic, whereby

parents are induced into believing that

giving their children certain products

will secure them a better life and future

• the ‘ask mommy or daddy’ technique,

whereby children are exhorted to ask

their parents to purchase some product

for them

• the ‘scare copy’ or ‘hidden fear’ tactic,

which is designed to promote such

goods and services as insurance, ﬁre

alarms, cosmetics, and vitamin capsules

by evoking the fear of poverty, sickness,
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loss of social standing, impending disaster, and so forth

the use of ‘jingles’ and ‘slogans’ in order

to enhance recognition of a product/

service through music and rhetorical

language

‘satisﬁed customer testimonials,’ which

are statements made by satisﬁed customers who endorse a product/service

the ‘formula’ tactic, which consists in

the use of formulaic or trivial statements

that sound truthful or authoritative (‘A

Volkswagen is a Volkswagen!’ ‘Coke is

it!’)

the ‘history’ technique, whereby a significant historical event is incorporated into

the ad, either by allusion or by direct

reference

the use of humour to make a product

appealing and friendly, as is the case in

many beer ads, which associate drinking

beer with a recreational and youthful

lifestyle

the ‘imperative web’ technique, consisting in the use of the imperative form of

verbs in order to create the effect that an

unseen authoritative source is giving advice (‘Join the Pepsi Generation!’ ‘Have a

great day, at McDonald’s!’ )

the ‘beneﬁts’ ploy, which emphasizes

the advantages that may accrue from

purchasing a product/service, such as

the nutritional value of some food, or the

performance of some car

the ‘mystery ingredient’ technique,

whereby a mystery ingredient in a drink,

detergent, and so on is identiﬁed as being

the source behind the product’s appeal

the ‘alliteration’ technique, whereby the

initial consonant sound of a brand name

is repeated (‘The Superfree Sensation,’

‘Marlboro Man’)

the ‘positive appeal’ strategy, intended to

demonstrate why a product is attractive

or important to possess

the ‘prestige’ advertising tactic, whereby

a product/service is placed and advertised in high-quality magazines or media

programs so as to enhance the company’s reputation
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• the ‘rational appeal’ technique, consisting of logical arguments that demonstrate how the product/service might

fulﬁl some need

• the ‘reminder’ technique, whereby an ad

or commercial is designed to recall an

advertisement that viewers are familiar

with

• the ‘secretive statement’ strategy, consisting in the use of statements designed to

create the effect that something secretive

is being communicated, thus capturing

people’s attention by stimulating curiosity (‘Don’t tell your friends about …’ ‘Do

you know what she’s wearing?’)

• the ‘snob-appeal’ approach, which aims

to convince consumers that using a product/service will enable them to maintain

or elevate their social status

• the ‘soft sell’ method, which uses subtle,

rather than blatant, forms of persuasion

(for example, the type of TV commercial

that tells you what a product can do, in

comparison to some other product in the

same line)

• the ‘teaser’ technique, whereby little information about a product is given, thus

making people curious to know more

about it

• the ‘viral advertising’ technique, which

consists of statements that attempt to

capture people’s attention by encouraging them to ‘pass it on’ (like a virus) to

others

• the ‘absence-of-language’ tactic, consisting in the intentional omission of

language, suggesting, by implication,

that the product ‘speaks for itself’; many

perfume ads are constructed in this way

• the ‘self-criticizing’ or ‘post-advertising’

approach, which involves a brand’s critique of its own advertising, pretending

to be on the consumer’s side but actually

promoting itself in a clever way

• the ‘retro-advertising’ strategy, whereby

a previous ad campaign, or the style of

a previous ad campaign, is recalled to

promote the same product/service or

something similar to it

• the ‘shock effect’ technique, which



consists in constructing ads that are designed to shock, thus garnering attention

(for example, a Benetton ad of the 1990s

that showed a priest and nun kissing)

There are various other techniques that

require separate and more extended treatment here because of their widespread

use. One technique, called mythologization,

consists in the use of imagery and language

designed to evoke ancient mythic themes

and symbolism at a subconscious level. The

use of animals such as snakes to promote

cosmetics or clothing suggests a chain of

mythic meanings that are associated with

snakes, including fear, darkness, and evil.

Since ancient times, snakes have been

feared in many cultures because of their

deadly venom. They have thus been used

as symbols to evoke this pattern of meaning in narratives of all kinds. They also

evoke phallic symbolism. These two patterns of meanings seem to be intertwined

in many ads for high-quality products.

Take, as an example, an ad used by Gucci

in the early 2000s for one of its purses. The

image in the ad was suggestive of slithering snakes caught in an embrace, which is

indicative of copulation in the snake world.

Male snakes will come into close proximity

with a female snake only to form a ‘mating

ball.’ The chainlike handle of the purse and

the metal handcuff-like clasp in its centre

also suggest this kind of sexual bondage,

or, conversely, the image of the female

protecting herself from the slithery males.

These latent meanings are what give the ad

powerful mythic nuances. There is, however, no empirical way to demonstrate that

these nuances are really present in such

ads. But the suggestion is there, and thus it

is more accurate to say that mythologization is really a form of ‘suggestology’ or

suggestive communication.

The second technique can be called

aestheticization. This is the use of the same

kinds of methods employed by visual artists to enhance the aesthetic appeal of ads.

Perfume ads that show women surrounded

by a dark void, or appearing mysteri-
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ously ‘out of nothingness,’ as in a dream,

are created according to the principles of

surrealist art – the art form that expresses

the workings of the subconscious through

fantastic imagery and the incongruous

juxtaposition of subject matter. Many ads

for perfumes, such as those for Chanel, are

essentially ‘surrealist canvases.’

The third technique is really a type of

co-option technique. It can be called reallife advertising. Dove’s Self-Esteem or Real

Women campaign involves using ‘real

women, ‘with ‘real curves,’ rather than

professional models, in print ads and TV

and internet commercials. The connection

with reality TV culture is unmistakable.

Real people are more interesting to consumers nowadays in a world where reality

and fantasy have coalesced through the

mass media. In contrast to professional

models, who are attractive, sexy, ultra-thin,

and have a ﬂawless complexion, the Dove

models are seemingly closer in body image

to ‘real women.’ Dove claims to celebrate

women’s real curves. But real-life advertising is nonetheless a well-known ploy in

advertising. The subtext is a transparent

one – anyone can become beautiful, sexy,

and young-looking with a little help from

the ‘appearance management experts.’ The

Dove strategy connects with consumers in

the same way that reality TV does. It tells

females that they, too, can be beautiful,

with a little dab of its soap, of course.

The fourth technique is called simulative

advertising. It can be deﬁned as the use of

styles and techniques present in various

domains of popular culture to create advertising texts. A classic example goes back to

2002, when Mazda commercials simulated

the surrealistic feeling of looking at a computer screen – a sensation captured by the

1999 movie The Matrix. The suggestion is

that cars are toys that can be manipulated

on a screen, permitting an ‘escape from reality’ into a fantasy world of ‘total control.’

In the commercial, a young boy was shown

looking at cars as if they were on a screen,

turning to his audience with the childish

exclamation ‘Zoom, zoom.’ The idea in



19



simulative advertising is to look at what

is going on in pop culture and then incorporate it into ad textuality. The strategy is

to retell the ongoing cultural stories, or to

create revisions of them, on the advertiser’s

own terms.

As mentioned above, choosing an effective brand name for a product is a fundamental advertising technique that falls

under the rubric of language-based techniques

(LBTs). A wrong name can be a disaster

for a brand, as illustrated in the classic

example of the Edsel car – manufactured

by Ford in 1957 to meet the demand for a

moderately expensive model. The car was

a failure and was discontinued after 1959.

One of the reasons for its failure was the

fact that its name – after Edsel Ford, a son

of Henry Ford – did not resonate with buyers. Surveys showed that people associated

the name either with a tractor (Edson) or

with the word ‘weasel.’ Among other LBTs,

one can mention the coinage of appropriate

slogans for a product and the creation of

persuasive taglines for speciﬁc ad texts.

Another widespread technique is the use

of testimonials by people endorsing a product. The endorser may be a ‘person off the

street’ or a celebrity (a movie star or popular athlete). Celebrity testimonials started

back in the 1920s, coinciding with the rise

of celebrity culture. The endorser could

also be a ﬁctional character (for example, a

cartoon character such as Bugs Bunny, or a

comic book superhero).

Another strategy is the use of product

characters, which are ﬁctional people or

cartoon characters (known as mascots) that

are associated with a product. Among the

best-known product characters of advertising history are: Betty Crocker, Aunt Jemima, Mr Clean, Ronald McDonald, Tony the

Tiger, Snap, Crackle, Pop, Cap’n Crunch,

the Energizer Bunny, the Gerber Baby, the

Pillsbury Doughboy, Uncle Ben, Charlie the

Tuna, Twinkie the Kid, and the Michelin

Man. Many of these characters have become ersatz cultural celebrities themselves,

independent of the products they represent. The Energizer Bunny, for instance, has
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been on programs such as Cheers, ABC Wide

World of Sports, the Emmy Awards telecast,

and the Tonight Show.

Perhaps the most common technique

used today is called blending – tapping

into pop culture trends and using them

to blend in with them. The Budweiser

ad campaigns, for example, have always

tapped into the sitcom-style humour characteristic of young male congregations (the

beer’s target segment). This tactic is best

exempliﬁed by its ‘Whassup?’ campaign,

which was joked about on TV talk shows,

satirized on websites, mimicked by other

advertisers, and used in conversations in

society at large in the early to mid-2000s.

The makers of Budweiser had perfectly

tapped into the contemporary urban male

psyche. The phrase, taken from hip-hop

culture, caught on instantly with young

people, who started greeting each other

comically like the actors in the Budweiser

commercials. The subtext of Budweiser’s

overall approach is transparent – in America today, beer, moronic humour, and young

males go hand in hand. It is signiﬁcant to

note that director Charles Stone III brought

the ‘Whassup?’ campaign back to promote

Barack Obama for president in 2008. Budweiser also tapped into ‘dude culture’ in

the mid-2000s with its commercials for Bud

Light. The original Dude commercial has

been viewed by millions on YouTube.

The above techniques have become so

common and widespread that they are

hardly ever recognized as strategies. Their

effectiveness is governed only by the ingenuity of the advertiser, the limits of the

various channels of communications used,

legal restrictions in place where the advertising messages are delivered, and the selfimposed standards of the advertising industry. Many ads are now viewed as works

of art, and awards, such as the Gold Lion,

Bronze Lion, Clio, and Palme D’Or, are

given out annually at the Cannes International Advertising Festival. Some ads have

become historically iconic, for example:

Apple Computer’s 1984 Apple Macintosh

(1984), Wendy’s Where’s the Beef? (1984),



Duracell’s original Energizer Bunny (1989),

California Raisin Advisory Board’s Heard

It through the Grapevine (1986), Chevrolet’s

Like a Rock (1991), and Pets.com’s Because

Pet’s Can’t Drive (1999), among others.

Advertisers have sometimes been accused of using subliminal advertising – a

technique designed to communicate a hidden meaning below the viewer’s threshold

of consciousness or apprehension (Key

1972). The most common type of subliminal technique is the embedding of images

in an advertisement that are invisible to

conscious awareness. Subtle sexual images,

for instance, can be worked into the shape

of spaghetti on a plate or into the puff of

exhaled cigarette smoke. The theory behind

such a technique is that the unconscious

mind will pick up the image and make an

association between eating the spaghetti

or smoking a cigarette and sexuality, hence

creating a false need for the product. However, no clear evidence has emerged to

show that subliminal advertising is effective. Nonetheless, like the use of mythologization, it has been used in the past and

probably still is used to a limited extent (it

is illegal in many areas of the world).

The theory of subliminal advertising

was ﬁrst enunciated by a market researcher

named James Vicary in a 1957 study that

he admitted to be fraudulent a few years

later. Vicary had apparently ﬂashed the

phrases ‘Eat Popcorn’ or ‘Coca-Cola’ on

a New Jersey movie theatre screen every

ﬁve seconds as the movies played. The

phrases lasted barely three-thousandths of

a second so that the audience would not

consciously be aware that they had seen

them. Sales of popcorn and Coca-Cola,

Vicary claimed, soared in the theatre at intermission. Vicary’s claims were discussed

by Vance Packard in his 1957 book The Hidden Persuaders, which led to a public outcry

against the use of brainwashing techniques

by advertisers. However, when broadcasters and researchers attempted to repeat

Vicary’s experiment, they met with little

or no success. Vicary admitted in 1962 that

he had fabricated the ﬁndings in order to
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generate business for his market-research

business.

Testing Advertising Efﬁcacy

To gain a sense of the efﬁcacy of an ad,

commercial, or ad campaign, advertisers

and marketers have developed a series of

techniques, ranging from questionnaires to

the use of devices such as the galvanometer

(an instrument for detecting and measuring

people’s physiological responses to ad stimuli). These techniques include the following:

• values and lifestyles questionnaires (abbreviated commonly to VALS), which

assess how categories of consumers feel

about a product and how the ad campaign successfully represents their speciﬁc lifestyle aspirations

• copy testing techniques for measuring

the effectiveness of advertising messages

by showing ads to speciﬁc types of consumers and assessing how they react to

them either with devices such as the galvanometer or with follow-up interview

sessions

• recognition tests to check how well

someone can recall an advertisement

with or without prompting

• benchmark measuring, which involves

measuring a target audience’s response

to the early stages of an advertising campaign in order to test the efﬁcacy of the

campaign

• evaluation questionnaires to ascertain

how well an ad campaign has met its

original aims

• commutation tests, which consist in

changing an image or word in an ad and

replacing it with another one in order

to see what kind of reaction the change

generates

• consumer juries, which are asked to

compare, rank, and otherwise evaluate

advertisements in a campaign

• consumer panel groups, which report on

products they have used so that manufacturers can improve them on the basis

of what they report
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• day-after-recall tests, which are designed

to determine how much someone can

remember of an advertisement or commercial the day after it was broadcast

• the diary method, whereby respondents

are asked to keep a written account of

the advertising they have been asked to

observe, the purchases they have made,

and the products they have actually

used

• eye tracking, which involves recording

subjects’ eye movements in order to

determine which parts of the brain are

activated while they are viewing an ad

or commercial

• the technique of following the eye movements of internet users in order to determine what they look at and for how long

so that webpage designers can improve

the effectiveness of their sites

• the galvanometer test, which measures

physiological changes in consumers

when asked a question or shown some

stimulus material (such as a print ad)

• the keyed ad technique, which asks subjects to write down a specially coded address that will indicate where they saw

an ad, thus helping advertisers gauge

the effectiveness of advertising in some

particular newspaper or magazine

• the response method, whereby the efﬁcacy of internet advertising is evaluated

by the way people respond to it through

such mechanisms as direct clicking

• tachistoscope testing, which measures

a person’s recognition and perception

of various elements within an ad as it is

altered in some way or as the environment in which it is viewed is changed

(through lighting and various other

modiﬁcations); the tachistoscope is a device that projects an image at a fraction

of a second

• voice-pitch analysis, in which a subject’s voice is analysed during his or her

responses, so as to assess the subject’s

emotional reaction to an ad

• behavioural targeting, which is achieved

by inserting data ﬁles on personal computers that keep track of surﬁng patterns
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The segmentation or classiﬁcation of

people according to demographic (age,

gender, class, economic level, and so on)

and geographic variables is implicit in

many of the above techniques. In addition,

advertisers and marketers have come up

with a series of psychographic or personality proﬁles which allow them to better

target consumers as individuals. These include the following:

• the chief shopper: the individual who

does the shopping for the household

• the enthusiast: any individual who

loves ads and commercials for their own

sake

• the reformer: the person who wants

products that will improve the quality of

his or her life, rather than products that

appeal to his or her sense of lifestyle

• the succeeder: the person who wants

products that will enhance his or her

success in life

• the acquiescent: the person with an easygoing attitude towards advertising who

is more likely to be impressed by humorous, clever, or eye-catching ads

• the aspirer: the individual who wants

products that improve his or her ability

to present a better social persona

• the impresser: the person who buys certain products to impress or keep up with

neighbours

Critiques of Advertising

Ever since the appearance of Vance Packard’s widely read The Hidden Persuaders

(1957), an indictment of advertising as a

hidden form of brainwashing, the entire

industry has been under constant attack.

Product advertising is attacked by both

right-wing groups, who criticize it for promoting secular humanism and promiscuity, and by left-wing groups, who attack

it instead for deceitfully inﬂuencing and

promoting stereotypes and unabashed

consumerism. Some of the critiques have

an element of truth. Since the end of the

nineteenth century, advertising has suc-



ceeded more than any economic process

or socio-political movement in promoting

consumerism as a way of life in the modern

world. It has done so primarily by proposing marketplace solutions to virtually all

emotional and social problems. Ads and

commercials offer the same kinds of promises and hopes to which religions and social

philosophies once held exclusive rights

– security against the hazards of aging, a

better position in life, popularity, personal

prestige, social advancement, better health,

happiness, and so forth.

To counteract the ‘branding of society,’

as it is often called, a movement consisting

of anti-advertising activists called culture

jammers (Lasn 2000) has gained considerable momentum since the early 2000s.

Through their own website and magazine

(Adbusters), culture jammers provide

critiques of advertising, with clever

parodies of advertising campaigns (called

subvertisements), along with articles and

forums on how to recognize media manipulation, information on lawsuits and

legislation on consumer issues, links for

sending emails to big businesses to contest

their marketing strategies, and so on. But

many people like advertising and may

resent others telling them that such enjoyment is victimization (Heath and Potter

2004). Moreover, advertising is not in itself

disruptive of the value systems of the cultural mainstream; rather, it reﬂects shifts

already present.

It is now estimated that the average person today sees between 254 and 5,000 commercial messages each day. For this reason,

the call for even more strict regulation will

increase, given the ability of advertisers

to adapt to new media: ‘The cumulative

effect of the new and increasingly savvy

ways that advertisers will reach billions of

global consumers is bound to amplify calls

for a curb on the prevalence of visual and

mental pollution’ (Lenderman 2009: 157).

But what constitutes ‘mental pollution’ is a

matter of opinion. If advertising is indeed

psychologically effective, as many claim,

then it is primarily because it provides the
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kinds of messages that people want, consciously or unconsciously.

Marcel Danesi
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AGENDA-SETTING

[See also: Media Effects; Newspapers; Television]



In media theory, the term agenda-setting

refers to the view that the mass news media

inﬂuence audience reception of the news

by virtue of the fact that they choose which

stories are worthy of broadcasting and how

much signiﬁcance and time are given to

them. This emphasis on certain items as

newsworthy then gets transferred to public

and political agendas. The transfer of mass

media agendas to public agendas is called

salience transfer.

Agenda-setting theory was introduced

by Maxwell McCombs and Donald Shaw

in 1972 in their pioneering study of the effects of media coverage on the 1968 American presidential campaign, in which they

showed that there was a deﬁnite correlation between the rate and extent of media

coverage and people’s opinions. The two

researchers interviewed one hundred voters during the campaign about what they

considered to be the key issues, ranking the

responses against actual media coverage

of the issues. Only randomly chosen voters

who were undecided about whom to vote

for were chosen for the study. The rankings

of the interviewees and the media turned

out to be virtually identical, leading the researchers to hypothesize that there existed

a cause-and-effect correlation between the

two. As the researchers put it, ‘Although

the evidence that mass media deeply

change attitudes in a campaign is far from
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conclusive, the evidence is much stronger

that voters learn from the immense quantity of information available during each

campaign’ (McCombs and Shaw 1972:

176). Thus, the media set the agenda for a

political campaign, inﬂuencing people’s

attitudes towards the issues.

This ﬁnding has been corroborated by

hundreds of follow-up studies. The key

notion in agenda-setting is salience transfer (or transference), since it predicts that

media emphasis on a particular issue translates into public emphasis on that same issue, while others that may be just as socially

signiﬁcant, or even more so, are ignored

by and large because they have not been

brought into public prominence through

media exposure. In other words, the theory

suggests that events that are showcased on

major TV channels or internet sites are felt

as being more signiﬁcant and historically

meaningful to viewers and, by transference,

to public ofﬁcials, than those that are not.

A demonstration that gets airtime becomes

a socially meaningful event; one that does

not is generally ignored. This is why groups

with their own political agendas will dramatically stage demonstrations in front of

the cameras. In so doing they ensure public

salience for their cause. Agenda-setting

theory suggests that people experience

historical signiﬁcance through the mass

media. Televised events such as the John F.

Kennedy and Lee Harvey Oswald assassinations, the O.J. Simpson trial, the death of

Princess Diana, the Bill Clinton sex scandal,

the 9/11 attacks, and so on are perceived as

portentous events through the ﬁlter of TV

coverage. The ‘salience transfer effect’ of the

media became obvious in the 1950s, when

TV was beginning to come into its own. In a

1954 segment of his See It Now documentary

program, announcer Edward R. Murrow

of CBS News stood up to fanatical senator

Joseph McCarthy’s trumped-up campaign

against the supposed Communist subversion of the media. Murrow used footage

of McCarthy’s own press conferences to

expose the excesses and falsehoods of McCarthy’s campaign. This led to the Senate



reprimanding McCarthy and divesting him

of his ability to take further political action.

TV has set the agenda for social change

since it entered the scene as a mass communications medium in the early 1950s,

forcing changes on several occasions. For

example: without TV coverage of the demonstrations against racism in the 1950s, the

civil rights legislation that followed might

never have been implemented; without

TV’s everyday coverage of the Vietnam

war protests, that war might not have come

to an end as early as it did; without TV coverage of the Watergate scandal, President

Richard Nixon would probably not have

resigned from ofﬁce.

Today, agenda-setting seems to originate more often than not in the internet,

with sites such as Facebook and Twitter

becoming increasingly prominent in the

salience transfer process. The synergy that

now exists between online and ofﬂine

media seems to be the force that is setting

agenda-setting processes into motion. The

presidential campaigns of George W. Bush

and Barack Obama were inﬂuenced by this

synergy, in which blogs and various social

networking sites inﬂuenced the outcomes

of both campaigns. This means that the

traditional form of agenda-setting theory

will have to be revised to account for the

greater participation of the general public

in the agenda-setting process. As Klaus

Bruhn Jensen (2010: 136) puts it: ‘Compared with the relatively familiar terrain

of national political issues, and with the

delimited set of print and broadcast media

that McCombs and Shaw (1972) selected

from, digital media complicate the question

of how public agendas are to be deﬁned

and understood, and how they may be set.’

Clearly, as media change, so do social behaviours and power alignments.

Marcel Danesi
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ALPHABETS

[See also: Communication; Language; Medium;

Text-Messaging; Writing; Zipf’s Law]



The word alphabet is a combination of the

ﬁrst two letters of the Greek alphabet (a

‘alpha’ and b ‘beta’). The alphabet is a

system of standardized signs, called letters

or characters, that represent the sounds of

a language. In this sense, alphabets differ

signiﬁcantly from earlier writing systems,

or scripts, such as pictographs, which represent objects, actions, or events pictorially.

Ideographs, on the other hand, represent a

word but provide no indication of its pronunciation, for example, @ = ‘at,’ and + =

‘plus.’ Syllabaries, likewise, specify the syllables of a language and thus provide some

information about pronunciation.

In the second millennium bce, the Semitic languages used signs to indicate

only the consonants since the vowels were

normally predictable by virtue of their

position within a word. When the Greeks

subsequently borrowed and modiﬁed the

Phoenician (1700–1000 bce) version of the

Semitic alphabet, they added symbols for

vowels to it. The Etruscans developed a

version of the Greek alphabet, which was

ultimately adopted by the Romans by the

seventh century bce, and then adapted it to

the Latin language. The symbols employed

in an alphabet are known technically as

graphemes (Greek graphein ‘to write’).

The consistent use of punctuation dates

back to the ancient Greeks in the ﬁfth

century bce. The purposes of punctuation

marks include disambiguating meaning,
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facilitating the oral reading of documents,

and allowing people who read texts to understand the meaning of a passage clearly.

A few punctuation marks directly affect

the oral reading of a text, for example, the

question mark (?) and the exclamation

point (!) to indicate question intonation and

emphatic intonation, respectively.

Most alphabets are not completely phonetic, as shown by the presence of homophones in English – that is, two words

spelled differently but with identical pronunciations, for example, ‘sun’ and ‘son.’

The International Phonetic Alphabet (IPA),

established in 1888 by the French organization Association Phonétique Internationale

(International Phonetic Association), is an

alphabet with a sufﬁcient number of symbols and diacritics (accent and other kinds

of marks) to allow linguists (and others) to

transcribe the sounds of the languages and

dialects of the world in a standardized and

consistent manner, providing exact speciﬁcations of how a word, phrase, or sentence

in a given language is pronounced.

It is also a known fact now that alphabet

characters are derivatives of previous pictographs or picture symbols. For example,

the letter A of our alphabet is an adaptation

of the picture symbol for an ox – in effect, it

is an ox standing on its horns. The Semites

named it aleph, meaning ox, adapting the

Egyptian hieroglyph (picture symbol) for

an ox. The ancient Greeks later adopted

this symbol and called it alpha. The Romans

gave the letter its present form. The same

kind of derivational story can be told for

most of the alphabet characters.

Selected Uses of a Conventional

Alphabet

The traditional alphabetic symbols may be

used in various creative ways, for example,

as ‘eye dialect’ and in abbreviations. The

former is the creative or imaginative use of

the alphabet of a language so as to provide

a distinctive representation of differences

in variant pronunciation. In other words,

it is the use of conventional orthography
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to convey dialect differences. Thus, the

sentence ‘What does he want?’ may be

rendered in eye dialect as ‘Wuzzee wan?’ in

order to convey that the person is speaking

in a casual or non-standard register.

Abbreviations constitute a use of conventional orthographic symbols to convey

messages and meaning in a succinct fashion. George K. Zipf (1902–50), a Harvard

linguist, developed a theory which states

that frequently used words and expressions

tend to be reduced or compressed in form

to facilitate ease of production in written

or oral communication. This has become

a veritable law of alphabetic writing. The

rapid expansion of abbreviation style, especially in chat rooms, text messages (brief

messages written on hand-held electronic

devices), and netspeak (the abbreviated

language used on the internet) are in line

with this law. The following are a few examples of netspeak: ASAP (as soon as possible); LOL (laughing out loud); 2 (to, too, two);

C, c (see).

Frank Nuessel
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ALTHUSSER, LOUIS (1918–90)

[See also: Gramsci, Antonio; Hegemony Theory;

Ideology Theory; Marxism; Structuralism]



Louis Pierre Althusser was an Algerianborn Marxist philosopher who studied

with Gaston Bachelard at the École Normale Supérieure in Paris, where he subsequently held a professorship in philosophy.

He was a member of the French Communist party, but a strong critic of the various

humanist and reformist socialist movements and trends that he saw misrepresenting the theoretical foundations of Marxism,

invalidating the scientiﬁc socialism that it

espoused and mixing science and ideology.

As a ‘structuralist Marxist,’ he was critical of many aspects of structuralism itself,

feeling that structuralism had become

simply an intellectual fashion in the 1960s

in France, manifesting itself in linguistics,

literary criticism, and anthropology. Like

the structuralism of French anthropologist

Maurice Godelier, Althusser’s was based

on a close reading of Marx’s original works,

not secondary references to it.

After the fall of France in the Second

World War, Althusser was interned in a

German prisoner-of-war camp, where he

remained for the remainder of the war. This

experience further contributed to his periodic bouts with mental illness for the rest

of his life (in 1947 he was even subjected to

electroconvulsive therapy). In 1946, Althusser met Hélène Rytman, who became his

companion. Eight years older than he, she

was a revolutionary of Lithuanian-Jewish

ethnic origin. In 1948, Althusser started his

teaching career at the École Normale. Several of his students became eminent intellectuals in philosophy, literary criticism,

sociology, and psychoanalysis, including

Alain Badiou, Étienne Balibar, Jacques

Rancière, Jacques Derrida, Michel Foucault,

Pierre Macherey, Nicos Poulantzas,

Jacques-Alain Miller, and Régis Debray.

During a bout with mental instability,

on 16 November 1980, Althusser killed his

wife. It was never established if his act was
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deliberate or accidental. Althusser claimed

not to have had any memory of the event.

Diagnosed as suffering from mental illness,

he was never tried for the act and assigned

in Sainte-Anne to a psychiatric hospital,

being transferred subsequently to various

criminal hospitals, psychiatric wards, nursing homes, and hospices. It was during this

period that he wrote L’Avenir dure longtemps,

his autobiography. He died of a heart attack

on 22 October 1990 at the age of 72.

In contrast to popular humanistic interpretations of Marxism (for example,

by Roger Garaudy and Jean-Paul Sartre)

and to the ofﬁcial position of the French

Communist party in the period following

the so-called ‘de-stalinization’ of Marxist

politics, Althusser maintained that Marx’s

theory was theoretically ‘anti-humanistic.’

He expressed his views in several key

books: Reading Capital, co-authored with

Étienne Balibar (1965), For Marx (1969), and

Lenin and Philosophy and Other Essays (1971).

In the introduction to For Marx, Althusser saw a radical ‘epistemological break’

between Marx’s early writings (1840–5)

and his later ones. In his view, this corresponded to a separation between ‘scientiﬁc’

Marxist theory and ‘ofﬁcial ideology’ – a

separation generally misunderstood and

underestimated by standard interpretations

of Marx’s thought, which revolve around

notions of historical materialism, idealism,

and economics. Marx’s revolutionary view,

as expressed in The German Ideology (written in 1845 with Friedrich Engels), consists

in an abandonment of the categories of

traditional German philosophy and classical political economy and the proposal of

a new, original, and extraordinary theory

constituting a new ‘continent of knowledge.’ Marxism for Althusser consists fundamentally in a critique of the traditional

philosophical distinction between subject

and object. Marx’s theory is, thus, a theory

of knowledge according to which information or facts (the object) cannot be accepted

in the absolute, but as inseparable from

larger social structures and personal involvement in them (the subject). Knowledge
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is, thus, ‘theoretical practice.’ In contrast

to the idea of a homo economicus of classical

political economy (an ‘economic man’) and

to conception that the needs of individuals are independent of economic systems,

based on speciﬁc modes of production,

Marx saw knowledge schemas as inseparable from social processes of production.

Humanism and historicism are also present

in Marxist philosophy starting in 1845.

Althusser also espoused the psychoanalytic concept of overdetermination, which

rejects the conception of a mechanical causality between ‘structure,’ in its economic

social form, and ‘superstructure,’ or ideologically based state apparatuses, replacing

it with a more complex model of ‘multiple

causality,’ which implicates a conception

of social contradictions that come near to

Antonio Gramsci’s concept of hegemony, or

control of people through indirect means.

Althusser thus sees individuals not as selfconscious and responsible agents, but as

people who are unaware that the subjective

roles they play have been imposed upon

them by their speciﬁc upbringing. Views,

values, desires, and preferences are inculcated in individuals by ideological (hegemonic) practices, which are imparted unconsciously by what Althusser called ideological

state apparatuses, such as the family, the media, education, religious institutions, and so

forth. Identities are thus (over)determined

by means of simple and misleading binary

notions such as ‘us’ versus ‘them.’

Althusser’s ideas have obvious implications for the study of media. Above all else,

they suggest that media practices are themselves reﬂective of ideological practices

and thus enter into a synergistic dynamism

with them – one reﬂecting and reinforcing

the other. Although different from some

of the other Marxist-based theories of the

media, such as culture industry theory,

Althusserian analysis is still ensconced in

the basic Marxist tenet that the ideological

forms that dominate a society are ultimately reinforced by media institutions.

Augusto Ponzio
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ANALOGUE MEDIA

[See also: Digital Media; Medium; Transmission

Modes]



Analogue media are the media used for storing and transmitting communication data

by recording and reproducing a physical

quality used to represent a resemblance of

the original source material such as a sound

or an image. The notion of media (plural

of the noun medium) refers to the enlisted

means of giving thoughts or ideas originating in the mind of a message sender a

physical form that can be encoded in some

way and subsequently communicated to a

message receiver.



The medium is, in other words, the material means of communicating some message that can be received in some way (for

example, accessed through sense perception) and transmitted in some way (with

words, sounds, images, and so on). For

example, the voice of a speaker produces

sounds that actually exist in a material

form so that a listener can hear them. The

sound is a material trace to the invisible

thoughts or ideas of a speaker that would

otherwise be imperceptible to a message

receiver. Speech is a medium of communication that organizes sounds that are produced according to existing linguistic codes

and understood by members of a cultural

group that share an understanding of the

language. Thus, sound is a physical aspect

of speech, and a communication medium

capable of transmitting verbal messages

through the vocal-audible channel.

Analogue media can be used to record

and reproduce the physical aspects of

speech or sound. Written language is a

mode of encoding speech that uses visual

signs (known as pictographs, alphabet

characters, and so on) to communicate

ideas. The analogue dimensions of written

language and print technology are embodied in the physical nature of ink and paper

used to produce a visible medium.

The term analogue refers, thus, to the

physical nature of media transmissions. It

implies a physical record of some form of

communication used to preserve or reproduce the original material encoded at the

source. So, for example, the analogue waveforms of sound can be transformed by specially designed technological equipment in

order to be preserved as a physical imprint

on recording tape and then played back on

compatible equipment designed to reproduce the original sound. Print media are

those that inscribe words and images from

the mind of a communicator so they can be

physically preserved and transmitted.

Analogue media are ‘indexical’ in the

sense that they provide physical evidence

that points to the natural source of something like a sound or image that originally
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existed in another form. Like a footprint

on the ground that indicates that someone

must have been present to make that physical impression at some time in the past, an

indexical sign is a representation that refers

to an actual physical existence of something even when it is not currently present.

The bones of a dinosaur point to its existence even if one has not been seen alive. A

ﬁngerprint similarly is an impression made

by someone who touched something and

subsequently left a visible physical sign as

a record of the event. The physical imprint

of sound waves on recording tape indicates

that those sounds were produced somehow and recorded in the past. Print media

suggest that someone had the thoughts or

ideas expressed on the page. Photographic

technology originally produced an image

because a chemical reaction was caused

when a specially prepared ﬁlm technology

was exposed to light. A photograph, ﬁlm,

or television image of a person, for example, indicates that the person appeared in

front of a camera at some time.

Original recorded source material must

have actually existed in some form, at some

time, but the physical aspects of analogue

media can be edited and manipulated. Photos and sound recordings can be altered.

Hand-drawn illustrations can be used to

create an illusion of motion using analogue media. Cartoon animation is a case

in point, and adding recorded speech and

other natural sound to it can enhance the

illusion of realism and live action.

Special effects have been developed and

used to enhance the entertainment value

of ﬁlm; alter perceptions of time and space;

and create images of monsters, giants, and

other visual and sound illusions. The same

techniques can be used for deception by

manipulating photographs or ﬁlm of real

people and situations. Thus analogue media can be used to create false representations or illusions.

Newer technologies based on digital

media that convert analogue sound and

images into numerical codes to be stored

on and manipulated with computers are
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quickly replacing many of the previous

analogue forms of media. Digital media offer even greater potential for manipulation

and creativity than analogue media because computer technologies are designed

to allow users to manipulate data stored as

numerical codes. Still, digital data must in

many contexts be converted back to an analogue form because users need the physical

qualities that distinguish analogue media

in order to see and hear the ﬁnal product.

Elliot Gaines
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ANG, IEN (b. 1954)

[See also: Audience; Audience Research;, Culture

and Media; Globalization; Race and Gender Diversity]



Ien Ang is an internationally acclaimed

scholar of cultural studies. She is especially known for her work on media audiences and the representation of race and

gender in media texts. She was born in

Java, Indonesia, and received her doctorate in social and cultural studies from the

University of Amsterdam in 1990. She

is the founding director of the Centre of

Cultural Research (CCR) at the University

of Western Sydney (UWS), where she is

currently professor of cultural studies. The

CCR has gained an international reputation for its interdisciplinary research on

the cultural challenges facing the modern

globalized world. Recently, Ang has been

looking at the evolution of culture in Asian

countries along with a team of scholars as

part of the Australian Research Council’s

Cultural Research Network. As a result of

her prominent reputation and research ac-
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complishments, Ang was the ﬁrst person to

receive the title of Distinguished Professor

at UWS.

Ang’s interdisciplinary work pertains

to patterns of cultural ﬂow and exchange,

and, more speciﬁcally, to the politics of

identity, media and cultural consumption,

globalization, popular culture, lifestyle of

urban cultures, and migration and ethnicity in Australia and Asia. Although not

trained as a historian, Ang has been actively engaged in exploring the historical roots

of multicultural Australia, including how

migration from Asia inﬂuences the country’s groupthink. Some of Ang’s books,

including Watching Dallas: Soap Opera and

the Melodramatic Imagination (1985), Desperately Seeking the Audience (1991), and

On Not Speaking Chinese: Living between

Asia and the West (2001), are considered

points of reference in the cultural studies

ﬁeld.

Ang’s research on the worldwide spread

of the American soap opera Dallas has

shown how popular culture throughout

parts of the world has undergone ‘Americanization.’ In Desperately Seeking the Audience, she contrasts American television with

European television, suggesting that the

former ‘segments’ the audience into market

niches, while the latter ‘serves’ it instead.

Throughout her writings on the medium

of television, Ang adopts the notion that

television audiences are ‘taxonomic collectives’ (a term coined by philosopher and

psychologist Rom Harré), that is, organized

according to sociological background and

catered to accordingly. Another one of her

major works, Living Room Wars: Rethinking

Media Audiences for a Postmodern World, focuses on gendered audiences, audiences for

new global media, and the impacts of postmodernism on audiences across the globe.

In that book, Ang points out that representations of audiences have historically been

assumed by Western media scholars to be

primarily homogeneous white ones. The

real goal of contemporary media studies

should be, instead, to expand the constituency of audiences so that the use of media



in the contemporary global village can be

studied more realistically.

Alexandra Birk-Urovitz and Elizabeth

Birk-Urovitz
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ANTHROPOLOGY OF THE MEDIA

[See also: Linguistics; Culture and Communication;

Culture and Media; Media Studies]



Most approaches to the study of the media

are based on some integrated use of different, but cognate, disciplines. Some of the

disciplines enlisted by media scholars, such

as linguistics or semiotics, focus on speciﬁc

aspects or components of the media-culture

nexus, such as language or non-verbal

communication. The ﬁndings and insights

garnered in such disciplines are applied

directly to the study of speciﬁc media products (such as TV programs, advertising

texts, and so on). Since their inception in

the late 1930s, media studies have, in point

of fact, been characterized by the adoption

and integration of ﬁndings and ideas from

various disciplines to the study of media

texts and products.

One of the disciplines that ﬁgures prominently in media studies is anthropology,

the study of human beings from biological,

archaeological, sociocultural, and linguistic
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perspectives. Physical anthropology deals

with human evolution, sociocultural anthropology with the ways in which people

live in society, archaeological anthropology

with the reconstruction of previous cultures

through a study of artefacts, and linguistic

anthropology with the role of language

in the constitution of human groups. Anthropology emerged as an autonomous

mode of study in the middle part of the

nineteenth century. In North America the

founder is considered to be Lewis Henry

Morgan (1818–81), who conducted early

pioneering research on Iroquois societies.

In Europe, the founding ﬁgure was British

scholar Edward B. Tylor (1832–1917), who

developed a theory of human cultural evolution through a consideration of diverse

religious practices. In the same era, Danish

archaeologists at the Museum of Northern

Antiquities in Copenhagen started systematic excavations of sites, discovering

a sequential pattern in tool use from the

Stone Age to the Bronze and Iron Ages that

has become the basis for understanding

human cultural development. Anthropology is, thus, less than 150 years old. Arguably, it was Tylor who, in 1871, came up

with the ﬁrst true anthropological analysis

of culture, based on an investigation of

the religious rituals and symbol systems

of the indigenous peoples of Mexico. In

1884, Tylor established the ﬁrst chair in

anthropology at the University of Oxford,

which he himself held from 1896 to 1909.

Shortly thereafter, in 1888, similar chairs

and departments were founded at Harvard

and Clark universities in the United States.

Their purpose was to give the scientiﬁc

study of cultures an autonomous academic

status.

Highly inﬂuential in shaping the early

anthropological theories of culture was

the notion of cultural evolutionism (Danesi

and Perron 1999). Its source can be traced

to Charles Darwin’s (1809–82) theory of

natural selection, elaborated in On the

Origin of Species (1858) – namely, the idea

that each generation of a species improves

adaptively over preceding generations and
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that this gradual and continuous process

is the source of the evolution of the species

as a whole. Natural selection was only part

of Darwin’s theoretical proposals; he also

introduced the concept that all organisms

are descended from common ancestors. His

ideas posed a serious challenge to orthodox

religion when they were ﬁrst published.

While the purely biological aspects

of Darwin’s theory gained a foothold in

the scientiﬁc community, and now seem

unlikely to be challenged by any counterproposals or alternatives, the extension of

the theory to explain human nature and

cultural evolution has always been fraught

with difﬁculties. Soon after the publication of On the Origin of Species, a group of

early anthropologists came to see culture

ultimately as an extension of natural selection forces, enhancing the survivability

and progress of the human species in

non-genetic ways. The British philosopher

Herbert Spencer (1820–1903), for instance,

saw cultural institutions as explainable and

as classiﬁable as living things. The idea that

gained prominence in early anthropological

theories, therefore, was that all cultures, no

matter how diverse they may seem on the

surface, developed according to a regular

series of predictable adaptive stages reﬂecting a predetermined pattern built into the

genetic blueprint of the human species.

Morgan epitomized this view by arguing in

his 1877 book Ancient Society that humanity had progressed by force of physical

impulse from savagery, to barbarism, to

civilization.

An early attack on cultural evolutionism

came from the German social theorist Karl

Marx (1818–83), who argued that cultures

evolved not from adaptive tendencies in

the human species, but as a result of individuals struggling to gain control over their

lives. Cultural evolutionism could also not

answer the question of why certain biologically risky tendencies are characteristic of

people living in diverse cultures across the

world, including such rites as sacriﬁce and

brutal coming-of-age tests. While culture

may have enhanced human survivability
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and reproductive success in some ways, in

many others it had, curiously, put human

survival at risk: humans must be nurtured

for a prolonged period of time prior to

sexual maturity, they cannot run as fast on

average as other primates, they commit suicide for emotional and social reasons, and

they do many other things that would seem

to put their very survival in jeopardy. And

yet, without culture, modern human beings

would have great difﬁculty surviving. This

is sometimes called the paradox of the human condition.

At the turn of the twentieth century, attacks on cultural evolutionism from anthropological quarters were gaining momentum. The American Franz Boas (1858–1942)

argued against a biological theory of culture. If anything, he suggested, the reverse

was true – culture had become a primary

‘reshaper’ of the biological paradigm. The

view espoused by Boas has come to be

known as cultural relativism. While evolutionists see humans as ‘adaptors’ to the

environment, relativists see them as ‘makers’ of their own worlds. Among Boas’s

students at Columbia University, Edward

Sapir (1884–1939), Margaret Mead (1901–

78), and Ruth Benedict (1887–1948) became

well-known cultural relativists. Sapir devoted his career to determining the extent

to which the language of a culture shaped

the thought patterns of its users, Mead to

unravelling how childrearing practices inﬂuenced the behaviour and temperament

of the maturing individual, and Benedict to

understanding how each culture develops

its own particular canons of morality and

ethics that largely determine the choices

individuals make throughout their lives.

The use of ethnographic methods in

some media research comes from the

anthropological domain. Ethnography is

the study of some cultural phenomenon

through systematic observation. It consists

primarily in gathering empirical data on

some media phenomenon, such as audience reaction to a particular kind of media

product, through observing that audience

with interviews, questionnaires, and so



forth. Other anthropologically based or

anthropologically inspired ideas and techniques prevalent in media studies today are

the following:

• Cultural capital is an idea traceable to the

French social scientist Pierre Bourdieu

(1930–2002), which suggests that it is the

particular knowledge and background

possessed by media audiences that

shape their interpretation of media texts.

Like monetary capital, people use cultural capital to identify with others and

to differentiate themselves culturally.

• Cultural criticism is the analysis of how

texts and representations inﬂuence individuals on the basis of the cultures in

which they live.

• Cultural imperialism is the belief that the

cultural artefacts of a politically dominant country enter into another country

and eventually dominate it, thereby

spreading the values of the dominant

country to the exclusion of indigenous

values.

• Cultural memory is the set of symbols

and rituals that are acquired from being

immersed in a culture and which, over

time, become shapers of memory; the set

is sometimes called a memorate (a ‘memory template’).

• Cultural proximity refers to the desire of

people to experience media products in

terms of their own cultural backgrounds.

• Cultural contextualization refers to the

concept that in order to understand media it is essential to locate them in speciﬁc cultural contexts.

• Culture industry theory is the view that

contemporary culture has been debased

by being turned into a commodity controlled by proﬁt-making enterprises,

known as culture industries. In this view,

the function of the media is not to enrich or enlighten, but to manipulate and

indoctrinate. This idea comes from the

Frankfurt School, which was founded

at the University of Frankfurt in 1922

to carry out social research on culture

texts and representations. Its aim was to
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understand how human groups create

meaning collectively under the impact of

modern technologies and political systems. The school’s main contention was

that typical media fare in the contemporary world was vulgar and functioned

primarily to pacify ordinary people.

Marcel Danesi
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ARCHETYPE THEORY AND THE

MEDIA

[See also: Psychoanalytic Theory; Psychology of the

Media]



As used by the Swiss psychologist Carl

Jung (1875–1961), archetypes are universal,

unconscious ﬁgures that enable people to

react to and comprehend situations, other

people, rituals, and symbols in ways that

are identical to their ancestors. Jung’s

studies of mythology convinced him that

archetypes are deeply rooted in the psyche.

Archetypal characters like the Joker, the

Shadow, the Hero, and others, thus appear in different narratives, art forms, and

discourses throughout history and across

cultures but are understood in the same

way. Modern-day representations, embodiments, or characterizations of these three

archetypes include stand-up comedians,

Dracula, and Superman, respectively. Each

one symbolizes a different psychic need –
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the need for laughter, the need to attenuate

the power of fear, and the need to ensure

the presence of valour in human affairs.

Archetype theory is of great value, therefore, in understanding the popularity of

ﬁctitious characters and certain texts and

spectacles. In the Renaissance Commedia

dell’Arte (a type of comedy characterized

by improvisation on a standard plot outline) the characters were highly popular

because they were embodiments of Jungian archetypes. The same actor always

played the same role. There was Harlequin,

the clownish valet; the Doctor, who was

a quack with fraudulent solutions to human problems; the lustful Pulcinella, who

concocted schemes to satisfy his desires;

and so on. Similar archetypes are found in

contemporary television sitcoms. For instance, the Sage archetype, who comments

on a situation in which others have put

themselves, can be seen in the character of

Wilson on Home Improvement; the Clown

archetype can be seen in the role of Cosmo

Kramer on Seinfeld. Other stock characters

of sitcoms, such as the ladies’ man who

is involved in sexual exploits, the meddler who spreads gossip, the grouch who

continuously grumbles about life, among

others, are similarly modern-day versions

of archetypal ﬁgures. They strike a responsive chord in us because they represent

real people. Masks worn at Carnival time

are based on archetypal ﬁgures, as are the

ﬁgures on Tarot cards, depicting vices, virtues, and elemental forces.

Although the notion of archetype is

traced back to the Greek philosopher

Plato’s notion of an ‘ideal form’ imprinted

into the human mind at birth, it is actually

an intuitive one. When we speak of ‘mother

ﬁgures’ or ‘father ﬁgures’ we are really alluding to archetypes that require no further

elaboration. The main Jungian archetypes

are: the Self, the facilitator of self-identity

construction; the Shadow, representing

fear and qualities obscured by the Self; the

Anima, the feminine principle in all of us;

the Animus, the corresponding masculine

principle; and the Persona, representing the
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face or role we present to the world. Other

archetypes, such as the Trickster, the Hero,

the Mentor, the Sage, and so on, are psychic

derivatives of these. Archetype theory is

frequently enlisted by literary theorists,

media analysts, and others to understand

popular texts, events, spectacles, and various fads.

Marcel Danesi
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AUDIENCE

[See also: Audience Research; Hall, Stuart; Hypodermic Needle Theory; Reception Theory; Two-Step Flow

Model; Uses and Gratiﬁcations Theory]



As used in media studies, the term audience

refers to the receivers of various conventional types of media products or spectacles which have been designed for them on

purpose. In the popular but fundamentally

inadequate transactional model of communication that asks ‘who says what to whom

(?),’ the audience is the receiver to whom

messages are sent while the sender is an

individual or group that creates messages

intended for distribution to large numbers

of recipients.

An audience generally has some shared

characteristics that explain the uses and

gratiﬁcations associated with consuming

particular kinds of media. The types of media that people select, such as various genres of books, ﬁlms, or television programs

(which can be further classiﬁed as information or entertainment, or as mysteries, romances, comedies, or adventures) can help

to identify audiences. Groups of people

attracted to particular media demonstrate

shared characteristics or a demographic



structure that describes the audience by

age, gender, ethnicity, or other special interests. For example, it has been documented

that men tend to consume more sports media, while women more frequently watch

soap operas or read romance novels, and

young men actively engage in playing

electronic video games. The study of why

people choose certain media and the effects

of media on society are clearly important

on many levels.

Media producers themselves, along with

special interest groups such as advertisers,

governments, social scientists, and citizen

groups, all have particular concerns about

the social and moral impacts of media

products on audiences. Still, while audiences are understood as groups of people,

to some extent each member of the collective group will experience the medium as

an individual, as some theoretical models

explain.

The concept of the audience draws its

raison d’être from considerations about

the nature of the media, the identity of

individuals and groups, and the ‘space’

where a given media product is received

(radio, television, and so on). The active

participation and agency, or independence,

of people suggests that individual audience

members have the potential to accept, reject, or negotiate alternative interpretations

of media content that are different from the

meanings intended by media producers.

An audience may interpret a story intended

as a serious and sincere commentary about

society from a different point of view as

comic or ironic at a later time and place.

Various kinds of authoritative representatives like government ofﬁcials, journalists,

scientists, or corporate spokespeople may

be doubted or questioned by audiences,

who commonly demonstrate a tendency

to negotiate the meaning of media on their

own terms.

In spite of the media producers’ intentions to inform, entertain, or persuade individuals who are collectively understood

to constitute a particular audience in a

speciﬁc way, invariably different audiences
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are affected by different conditions. The

time, locus, and social conditions in which

a media event takes place will affect the

way a group or individual understands

it. Individual audience members will thus

understand intended meanings from their

own diverse points of view. Audiences tend

to consume mass media products either

alone as individuals or in various groups

when watching television or ﬁlm, listening

to recorded music or the radio, reading a

book, magazine, newspaper, or using the

internet. The nature of the medium in question, where and when an audience receives

communication, and whether the audience

members are alone or with a group in a

public space like a theatre will affect experience of the media product and inﬂuence

interpretations. In spite of their association

with others who selectively use the same

media, the situated conditions of audience

members are signiﬁcant because each person will interpret the meanings of messages

actively because of his or her distinct personal history and cultural beliefs, practices,

and values.

While there may be exceptions, it is also

true that the particular medium involved

will restrict or encourage speciﬁc audience

reactions and interpretive tendencies. The

audience for traditional print media can

choose when to read individualistically – at

home, in a library, or on a commuter train

or bus. In contrast, audiences typically assemble as groups at designated times for

traditional theatre performances and class

lectures and discussions. In these types of

spaces and situations there is potential for

spontaneous interactivity that is not possible when the medium transmits through

a one-way channel to the receiver. Film and

television writers are absent or behind the

scenes and remain inaccessible to individual audience members, or allow for slow,

controlled interactions at best. Print media

such as newspapers have always afforded

an opportunity to engage journalists, editors, and commentators through traditional

written modes of representation. The internet, on the other hand, allows audiences
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to respond more spontaneously and communicate individualistically because of the

nature of the shared virtual space.

The concept of an audience is, clearly, a

dynamic one in communication and media

studies. The changing nature of the media

alters the conditions for reception of media

messages. Even the most basic notions of

speech and reading assume certain shared

cultural values that inﬂuence how an audience receives a communication. New media will continue to affect this process even

more, as people throughout the globe will

have to adapt to sophisticated emerging

communications technologies that combine

and develop innovations in television, radio, ﬁlm, telephony, and so on.

Elliot Gaines

Bibliography

Hall, Stuart, ed. Cultural Representations and

Signifying Practice. London: Open University

Press, 1977.

Staiger, Janet. Media Reception Studies. New York:

New York University Press, 2005.



AUDIENCE RESEARCH

[See also: Audience; Hall, Stuart; Hypodermic

Needle Theory; Katz, Elihu; Media Effects; Narrowcasting; Ratings; Reception Theory; Two-Step Flow

Model; Uses and Gratiﬁcations Theory]



Audience research (AR), or audience analysis,

aims to identify and study the various

aspects of the interpretation and reception

of media texts that characterize speciﬁc

types of audiences. Audience is deﬁned as

the group exposed to a media text or event

(readers, spectators, listeners, viewers,

internet surfers, and so on). Some audiences (such as those for sporting events in

stadiums, rinks, movies in movie theatres,

concerts in locales) are physically present

at the event; other audiences (such as those

for novels, television, radio, webcasts) are

not.
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The idea of AR entered media studies

through the psychological research on

how people respond to certain kinds of

mass-produced messages. Audiences are

divisible into segments or categories distinguished by speciﬁc psychosocial, socioeconomic, and lifestyle characteristics. In

general, AR has found that speciﬁc audiences tend to perceive a speciﬁc media text

or event positively or negatively in accordance with their own life experiences and

beliefs. For example, a secular viewer of a

televangelism TV program will tend to interpret it critically and sceptically, whereas

a faithful viewer will perceive it as directly

relevant to his or her everyday life.

A fundamental goal of AR is to determine how audiences respond to media

texts. It starts by classifying members of

audiences according to geographic, demographic, and psychographic categories

(age, class, gender, education, world view,

region, ideology) and then assesses reactions according to the classiﬁcations. The

main techniques used in determining audience constituency and their reactions to

media are as follows:

• Diaries constitute the oldest form of AR.

Chosen subjects are asked to record their

listening or viewing preferences in a diary. A main weakness of this approach is

that people are prone to forget to record

their habits. Diaries were ﬁrst used in

1936, when the BBC wanted to gauge

audience opinion on programming. The

BBC asked sample groups of people to

keep diaries of their listening and viewing habits.

• Interviews conducted by researchers

allow them to ascertain people’s preferences and to map them against their

demographic and psychographic characteristics.

• Audience ethnography is the method

whereby the researcher joins a speciﬁc

audience group and observes their reactions to media from within the group.

• Electronic devices such as the Portable

People Meter (installed on television



sets, radios) allow researchers to keep

track of viewing habits. Appropriate

software can now track channel use.

Known as audience ﬂow, it is deﬁned as

the particular pattern shown by audiences changing radio or television channels

within a given period of time.

• New technologies such as Nielsen’s

‘NetRatings’ (among others) provide

valuable information such as internet usage habits, attention span rates, and the

like, while at the same time providing

real-time audience data. Webcasting also

provides opportunities for audiences to

discuss programs on relevant websites

or blogs, thus enriching the nature of the

AR data that can be collected.

Once relevant data are gathered, the

goal of AR shifts to sifting out any relevant

statistical patterns present in the data. For

example, the concept of ratings point (percentage of an audience viewing or listening

to a particular program) is used to quantify

the data. Closely related is the concept of

share point, which indicates the percentage

of all audiences that watched (or listened

to) a certain program. The so-called Appreciation Index (used primarily in Great

Britain) is a number between 0 and 100

that assesses the approval rating for a particular program. A score of 85 or above is

considered to be excellent, while a score of

60 or lower is considered poor. The bestknown AR companies are Arbitron, founded in 1949, which publishes regular reports

for selected markets (www.arbitron.com),

and A.C. Nielsen, which is well known

for its sampling of television viewing in

homes, especially for its development of

the People Meter (attached to television

sets), allowing researchers to record the

channels being watched and sending the

data to a computer centre for statistical

analysis (www.nielsenmedia.com/

ratings101.htm).

Another basic aim of AR is to help develop theories of audience behaviours.

Among the many theories developed in

this domain are the following:
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• Hypodermic needle theory, or one-step ﬂow

theory, maintains that the program is

received uncritically by audiences, producing a conditioning effect on them.

For example, the theory would claim

that violence on TV raises the level of

violence in audiences who view violent

programs, leading to a higher tolerance

of violent behaviour in society at large.

• Unlike one-step ﬂow theory, which sees

the emission of a media text as a unidirectional process from the maker of

the text to a passive receptive audience,

two-step ﬂow theory posits that audiences

tend to accept the interpretations of

those whom they see as ‘leaders’ in their

respective communities, hence a ‘second

step’ in the process. For example, religious audiences tend to accept the views

of their church leaders on the acceptability or unsuitability of certain movies, TV

programs, and the like.

• Uses and gratiﬁcations theory argues that

audiences are not inﬂuenced directly by

the media, but choose their media products to meet their needs or to get satisfaction or gratiﬁcation from them.

• Reception theory maintains that audiences

negotiate the interpretation of a media

text according to their backgrounds and

life experiences, not passively or robotically (as does one-step ﬂow theory).

• Obstinate audience theory suggests that

there is a two-way dynamic established

between audiences and the media,

whereby audience reactions inﬂuence

how a program is ultimately accepted or

received by society at large.

One of the more inﬂuential scholars

in the ﬁeld of AR is Elihu Katz (b. 1926).

In a 1993 study (co-authored with Tamar

Liebes), The Export of Meaning: CrossCultural Readings of ‘Dallas,’ Katz linked the

patterns shown by audience reception to

different cultural expectations, which induce the audience’s ‘re-negotiation’ of the

meanings of a soap opera such as Dallas.

The book is also important for having introduced a convergent approach to audience
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research that integrates different methods

(qualitative versus quantitative), disciplines

(linguistics, sociology), and communication

features (text, context). In effect, Katz has

shown that audiences around the world are

active, not passive, participants.

With the advent of digital technologies, it has never been easier for audiences

around the world to access programs. As

a consequence, the traditional, localized

(nationalistic) audience has become a more

global, intercultural audience. As a result,

AR research is changing, since it is becoming more and more obvious that the forms

of media culture to which audiences are

exposed today will be determined not only

by those living in a speciﬁc area of the

world, but increasingly by people in different regions of the globe. For example,

YouTube has obliterated the distinction

between target and global audiences, and

between media producers and consumers.

Marcel Danesi
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Mikhail M. Bakhtin was born in Orel, Russia, in November 1895, the son of a bank

clerk and déclassé aristocrat. He grew up in

Odessa, in the Crimea. Although Bakhtin

claimed to have studied philology and

classics at the University of Novorossisk

in Odessa, transferred to the University of

Petrograd, and graduated from the latter

in 1918, there is no evidence he was ever

registered formally at either of these institutions. (Indeed, it seems that Bakhtin’s

brother Nikolai was the person with these

qualiﬁcations.) Regardless, Bakhtin taught

elementary school in several provincial

towns in Russia, ending up in the Russian

town of Nevel’. Here, a group of likeminded intellectuals, the so-called ‘Bakhtin

Circle,’ coalesced around him, ﬁrst in

Nevel’ and later Vitebsk. Some members

of the Circle were inﬂuenced strongly by

neo-Kantian philosophy; others were more

overtly Marxist. Although Bakhtin was

the leading intellectual force, there were a

number of other important participants,

including Matvei I. Kagan (philosopher),

Pavel N. Medvedev (literary critic and essayist), Lev V. Pumpianskii (literary theorist), and Valentin N. Voloshinov (poet,

musicologist, linguist). The key theoretical

assumption for the Circle was that the



production of spoken or written language

is dialogical in nature, wherein divergent

sociocultural values are registered and

re-accented continuously in the context of

‘living speech,’ according to extant social

interactions and relations of power. Such

dialogical properties of language use, and

the cultural forms through which they were

expressed (pre-eminently in the novel),

were to be analysed and fostered so as to

counteract the tendency on the part of dominant groups and institutions to strive for a

kind of semantic and ideological closure (or

‘monologism’) vis-à-vis the construction of

socially relevant signs and meanings.

During this Nevel’/Vitebsk period

(roughly 1918–24), Bakhtin wrote a series

of fragmentary texts, unpublished in his

lifetime, in which he sought to develop a

theory of ‘alterity.’ This concerns a phenomenological exploration of how individuals and their subjectivities are constituted,

especially in an ethical sense, through their

interpersonal relations. Bakhtin combined

this project with a general aesthetics of

artistic creation. This orientation owed a

considerable debt to such European philosophers as Martin Buber, Søren Kierkegaard,

and Immanuel Kant, but especially the

existential phenomenologists, which would

include Edmund Husserl, Heinrich Rickert,

and Max Scheler. Unfortunately, in this

period Bakhtin contracted osteomyelitis, a

serious bone disease, which eventually led

to the amputation of most of his right leg

in 1938. Bakhtin was plagued by chronic
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ill health throughout his later life and owed

much to the caregiving skills of Elena Aleksandrovna Okolovich, whom he married

in 1921.

Bakhtin’s fragmentary texts were eventually published in English under the titles

Toward a Philosophy of the Act (1993) and Art

and Answerability: Early Philosophical Essays

by M.M. Bakhtin (1990). In the former, Bakhtin meditates on the implications of the

disjuncture between immediate experience

and a posteriori symbolic representations

of it. This everyday sphere is crucial for

Bakhtin, because it is where the unique

character of our actions and deeds, and

indeed our very selfhood, is constituted.

However, the mentality of scientiﬁc rationalism and of modernity generally has

encouraged the transcription of what Bakhtin calls ‘Being-as-event’ into a series of

universalistic abstractions, reﬂected in the

unabashedly utilitarian character of contemporary science and technology, which

stiﬂes our potential for continual growth or

‘becoming.’ What Bakhtin terms ‘theoreticism’ denigrates the sensuous and tangible

character of the lived event, perpetrating

a ‘fundamental split between the content

or sense of a given act/activity and the

historical actuality of its being’ (Bakhtin

1993: 2). In order to counteract this theoreticist drift, he argues that we must grasp

the nature of the concrete deed or ‘act’ as it

constitutes the essential ‘value-centre’ for

human existence.

Although there is much about moral

philosophy in Towards a Philosophy of the

Act, the work contains relatively little about

the phenomenon of intersubjectivity. This

oversight was redressed in the later essays,

eventually anthologized in Art and Answerability. Here, Bakhtin argues that Being is

properly understood as an ‘open process

of axiological accomplishment,’ a continuous activity of creating existential meaning,

or what he terms the ‘yet-to-be.’ But since

our ability to conceptualize ourselves as

relatively cohesive and meaningful wholes,

which is fundamental to the process of

self-understanding and moral awareness,
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cannot occur solely through our own

thoughts, deeds, and perceptions, Bakhtin

places singular emphasis on our relation of

‘exotopy’ vis-à-vis ourselves, which transcends our own perceptual and existential

horizon. Invoking a visual metaphor, he

contends that we can only exist through

the ‘borrowed axiological light of otherness’

(Bakhtin 1990: 134). Genuinely participative thinking and acting require an engaged

and embodied – or what he would later call

a dialogical – relation to the other, and to the

world at large. And because we are ultimately responsible for any ‘answer’ given

to others and to the world in the course

of (co-)authoring our life, alterity necessarily involves a normative dimension as

well. Sharing is not simply an economic or

abstractly ethical imperative, but rather an

ontological condition of being human.

In 1924, the Bakhtin Circle moved to

Leningrad, where it entered its most productive phase. This included the publication of Voloshinov’s Freudianism: A Marxist

Critique (1927 [1976]) and Marxism and the

Philosophy of Language (1929 [1973]), as well

as Medvedev’s The Formal Method in Literary Scholarship (1928 [1978]). A distinguishing feature of these texts is the notion that

the process by which dialogical meaning

is shaped cannot be accounted for by the

existing precepts of linguistic science or

literary theory, but only through a broader

sociological approach that conceptualizes

actual language use in relation to the continuous struggle over scarce forms of economic, political, and cultural capital (for a

fuller exposition, see Brandist 2002). There

is considerable debate about who actually

wrote many texts attributed, variously,

either to other members of the Bakhtin Circle, especially Voloshinov and Medvedev,

or entirely to Bakhtin. On this, see Ivanov

(1974), Clark and Holquist (1984), and Morson and Emerson (1990).

For Bakhtin the year 1929 saw the

publication of his ﬁrst book, Problems of

Dostoevsky’s Poetics (1984a). What made

Dostoevsky’s novels special for Bakhtin

was their ‘polyphonic’ quality, a ‘plurality
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of independent and unmerged voices and

consciousnesses, a genuine polyphony of

fully valid voices’ (1984a: 6). Dostoevsky’s

utilization of a polyphonic method that

incorporated multiple and independent

consciousnesses into the text was a pivotal

artistic device, and the centrepiece of a

dialogical principle that managed to subvert the monologic point of view of ‘ofﬁcial’

thought, language, and culture. Problems

of Dostoevsky’s Poetics received a hostile

response from the cultural organizations of

the Communist Party of the Soviet Union

(CPSU), which were beginning to adopt

the ofﬁcial aesthetic of socialist realism

after the termination of the relative political openness and cultural experimentation

that marked the New Economic Policy of

the 1920s. Not surprisingly, Bakhtin was

arrested in 1929 by the GPU (forerunner

of the KGB), ostensibly for his afﬁliation

with the Russian Orthodox Church. He was

sentenced to ﬁve years in a labour camp in

the Russian far north, which would have

certainly resulted in his demise, given the

fragile state of his health. Fortunately, this

was reduced to exile in Kazakhstan, but

only due to the personal intervention of

Anatoly Lunacharsky, who was then Soviet

commissar for culture.

Bakhtin’s exile effectively signalled the

dissolution of the Circle. An even worse

fate, however, was to meet most of the

other members. Although Medvedev

eventually became full professor at the

Historico-Philological Institute in Leningrad, he fell victim to the sweeping arrests

and purges at the height of the Stalinist

terror and disappeared in 1938. Voloshinov

died of tuberculosis in 1935, and by 1944

all the other major ﬁgures within the Circle – except Bakhtin himself – had expired.

While in exile, Bakhtin worked in various

clerical jobs in different institutions in Siberia and Kazakhstan. When his sentence

was completed, he was allowed to teach

at a teacher’s college in Saransk. During

this period, he wrote some of his most important works, including a series of essays

on the nature of language in literature and



society in the context of European cultural

history, and a lengthy treatise on what he

called the ‘chronotope,’ concerning how

temporal and spatial relationships connect

and interact in both the social world and

literary texts. These essays were collected

and published in English in 1981 under the

title The Dialogic Imagination: Four Essays by

M.M. Bakhtin. Perhaps the most inﬂuential

of these texts is ‘Discourse in the Novel,’

a book-length text that criticizes theoretical and aesthetic positions which serve to

buttress and legitimize the centralization

and hierarchization of what he terms the

‘verbal-ideological’ sphere. In particular,

he dismisses the notion that the individual

author is the epicentre of meaning and

responsible for all aesthetic creativity, a

position Bakhtin regards as a vestige of

egological idealism. Indeed, the fetishization of the authorial voice has other, more

ominous ramiﬁcations: for Bakhtin, it is

nothing less than an expression of forces

that strive to unify ideologically the social

world and smother the concrete particularity of everyday life. The ofﬁcial language

takes its cue from the rareﬁed conversational and literary generic forms characteristic of the educated elites, and it deﬁnes

itself in contradistinction to the myriad

‘low’ or profane speech types found in the

street, in the marketplace, and the public

square (what he refers to as ‘heteroglossia’).

Nevertheless, this drive to unify the verbalideological world is never completely

successful. Accompanying this centripetal

tendency towards integration are (more

or less powerful) centrifugal processes

that continue unabated. The latter – which

Bakhtin identiﬁes increasingly with the

‘folk-festive’ genres of ordinary people –

operate to subvert the ofﬁcially sanctioned

language system from within and ensure

an impetus towards movement, change,

and diversiﬁcation.

Bakhtin’s evocation of a ceaseless ‘battle’

between ofﬁcial (monologizing, centralizing) and unofﬁcial (dialogizing, multiform)

sociocultural forces represents a radical

populism that reaches its apotheosis in
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what is arguably his most inﬂuential and

politically charged text: namely, Rabelais

and His World (1984b). Here he turns his attention towards the boisterous, disruptive,

and libidinous qualities of popular cultural

forms and the collective body, within a

historical period marked by the collapse of

medievalism and the emergence of a more

open and humanistic Renaissance culture.

Bakhtin celebrates the sixteenth-century

writer François Rabelais and his novel Gargantua and Pantagruel for many reasons, but

primarily because this work of ﬁction managed to incorporate the lived, everyday

culture of the ‘common folk [that] was to a

great extent a culture of the loud word spoken in the open, in the street and marketplace’ (Bakhtin 1984b: 182). The characteristic images and tropes of a ‘thousand yearold popular culture’ (symbolic inversions,

ritualized parodies, and so forth) were capable of deﬂating the pompous idealism of

the self-appointed scholastic guardians of

order, propriety, and respectability, thereby

undermining the ideological foundations of

a gloomy and moribund medieval system.

In repudiating the asceticism and otherworldly spirituality of medievalism, this

folk-festive culture underscored the utopian promise embedded within the context

of an everyday, informal sociality. Bakhtin’s

decision to focus on Rabelais and the folkfestive culture of this period is clearly not

an arbitrary one. He consciously sets out

to identify a historical conjuncture of great

signiﬁcance, marked by the breakdown of

feudalism (with its denial and mortiﬁcation

of the ﬂesh), but before the consolidation

of Cartesian dualism and, eventually, the

‘abstract rationalism and anti-historicism’

of the Enlightenment.

Bakhtin completed Rabelais and His

World in 1941 and submitted it as a PhD

dissertation, but it was initially rejected. It

was eventually published in the USSR in

1965 and translated into many languages.

It should be noted, however, that recent

scholarship has raised many questions

about the originality of Bakhtin’s argument

in this book. For it appears that he relied
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rather heavily on Ernst Cassirer’s 1927

treatise The Individual and the Cosmos in Renaissance Philosophy, which Bakhtin seems

to have plundered in verbatim chunks

without attribution. See Poole (1998) and

Lock (1999), for more details. After the dissertation ﬁasco, and despite the chaos that

followed in the wake of the German invasion of Russia in 1941, Bakhtin managed to

write a lengthy work on Goethe’s aesthetics. Due to wartime paper shortages, and

being an inveterate chain-smoker, Bakhtin

systematically tore it up and used it for cigarette paper. Or so the story goes. What we

do know is that a number of manuscripts

were left to rot in a shed at his wartime residence; some were eventually recovered by

some younger students who rediscovered

his works in the 1960s.

After the end of the war, Bakhtin moved

back and forth between a small town near

Moscow and Saransk until the early 1960s,

when he retired and was allowed to move

to Moscow, where he died in 1975. Some of

his ﬁnal projects included an extensive reworking of his Dostoevsky book, published

as a second edition in Russia in 1963, which

incorporated much material on the carnivalesque prompted by his study of Rabelais,

and a series of brief notes and fragments,

including some programmatic essays on

the human sciences, which returned to the

more philosophical themes of his early

period. The latter were collected and published in English as Speech Genres and Other

Late Essays in 1986. Here, Bakhtin argues

that interpretive understanding is certainly

a textual process, but it is also historical

and ‘inter-contextual,’ involving the active translation of meaning. Insofar as this

process cannot avoid an entanglement with

signs, which are constitutively polysemic

(multi-meaningful) and unstable, the interpreter must reﬂexively enter the ‘stream

of language’ as an active participant. Only

then can the full ‘semantic potential’ of a

text or utterance be revealed and ourselves

enriched through a continuous dialogical

encounter with other practices and traditions across different contexts which may
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be temporally and geographically remote,

involving what Bakhtin calls ‘great time.’

Although the more extravagant, even

hagiographic claims made for Bakhtin’s

uniqueness have come in for major questioning and revision in recent years, and

the so-called ‘authorship debate’ moulders away, his work (and that of the Circle)

still enjoys widespread popularity. This

includes such disciplines as anthropology, history, geography, linguistics, literary studies, media and communications

studies, philosophy, political science, psychology, and sociology – and even in the

natural sciences – as well as different and

competing scholarly and ideological positions within each of these approaches, such

as Marxism, deconstructionism, postmodernism, pragmatism, and so forth. Indeed,

Bakhtin’s writings have acquired virtually

canonical status in such intrinsically multidisciplinary projects as cultural studies or

feminism, to the point where Bakhtinian

concepts like ‘carnival,’ ‘heteroglossia,’

and ‘polyphony’ have become part of their

standard critical lexicon. This wide interest is not surprising, in part because of

Bakhtin’s own repeated insistence that his

project, variously dubbed ‘translinguistics’

or ‘dialogism,’ is an inclusive and openended one, with broad relevance for all the

human sciences. As such, the inﬂuence and

importance of the key ideas developed,

or at least popularized, by Bakhtin seem

secure at the beginning of the twenty-ﬁrst

century.

Michael E. Gardiner
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BARTHES, ROLAND (1915–80)

[See also: Myth; Mythology; Semiotics; Structuralism]



Apart from Umberto Eco, Roland Barthes is

probably the best-known semiotician outside academic circles. Barthes’s version of

sign theory is distributed across a number

of works on literary theory and communications but is mainly to be found in his

Éléments de sémiologie (1964). His inﬂuence

in English-speaking academia is probably

most directly traceable to the publication

of Annette Lavers’s and Colin Smith’s

1967 translation of the book as well as Lavers’s 1973 translation of the essays from

the 1950s, originally published in French

magazines and then collected by Barthes as

Mythologies in 1957. Mythologies is still one

of the chief reference points for many studies of ‘media semiotics,’ but Barthes’s range

of interests in ‘modern society’ also created the demand for a further, inﬂuential

popular collection of essays which has been

a fairly constant reference point for media

studies: Image-Music-Text (1977), translated

and edited by Stephen Heath. What made

Barthes’s work groundbreaking was his

exposure of hitherto unconsidered elements of (initially French) popular culture.

Each ‘mythology’ in the former volume

– wrestling, the haircuts of the Roman characters in Joseph L. Mankiewicz’s ﬁlm of

Julius Caesar, the face of Garbo, steak frites,

striptease, the New Citroën, and the brain

of Einstein, for example – provided evidence for Barthes that ‘myth is a language’

(Barthes 1973: 11). Indeed, Barthes claims

to have actually initiated semiology in this

work (Barthes 1973: 9), instituting the general science of signs that Saussure had ﬁrst

called for (in print) forty-one years earlier.

Barthes suggested that the media traded

in popular cultural ‘myths.’ As a type of

speech (as Barthes insisted it was) the

myth that creates full-blown mythologies

produces two levels of signiﬁcation. The

ﬁrst level of this system Barthes calls the

language-object: ‘It is the language which
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myth gets hold of in order to build its own

system’ (Barthes 1973: 115). This level is

the domain of the signiﬁant (sound pattern) and signiﬁé (mental concept), which

Saussure envisaged as being connected in

the brain to produce a (linguistic) sign. For

Barthes, this level is where straightforward

indicating takes place: denotation. The

second level, on the other hand, is metalanguage: a language that speaks about the ﬁrst

level. The level of metalanguage is constituted by connotation, and Barthes suggests

that connotation is cynical because it relies

on the level of denotation to naturalize any

ideological proposition which it embodies. This is a key point, and although many

texts in media studies wilfully and erroneously misread it (for example, Bignell 1997:

16–17), suggesting that connotation is the

ideological villain, the analysis has had

some mileage.

If it was not clear from the analysis of

‘myth’ offered by Barthes in Mythologies,

then Elements of Semiology makes it apparent that central to his theory of the sign is

that it not only is an ideological vehicle but,

in fact, is ideological through and through.

For Barthes and those who use his semiological analysis in media study, there is an

analytic unity in his theory of both verbal

and non-verbal signs. The ravages of ideology, when exposed, would be less convincing if they were distributed unevenly

across different kinds of signifying systems.

Indeed, Barthes’s justly famous essays on

photography (see Barthes 1977 and 1980)

are important in this respect since they indicate that the denotative sign enacts a motivated relationship often as if it were in the

service of ‘validating’ the injustice of the

connotative sign, establishing its literalness

and helping to ground ideology.

Undoubtedly, the possibilities offered

for exposing and critiquing ideology by

Barthes’s sign theory were attractive to the

post-1968 generation of academics teaching communications, media, and cultural

studies in the 1970s and 1980s. Students

might be set exercises in which the task

was to unmask the mythologizing excesses
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of advertising, for example, in a way which

would empower them against the myths

perpetrated by the media in general, and

empower them in a way which, supposedly, was unavailable to the ‘masses’ who

did not go to university and learn the

methods of semiology. In the 1990s and

into the twenty-ﬁrst century, as European

governments’ policies changed to encourage a massive expansion of student numbers, and as the barriers between high and

low culture suffered some stress, teaching

Barthes in this way was far less tenable.

Ironically, years before Barthes’s initial

conception of myth was being taken up

by cultural critics and media theorists in

Britain and North America, he had already

shifted the emphasis of his analyses. In his

1971 retrospective on Mythologies, Barthes

argued that the identiﬁcation and uncovering of myths was no longer sufﬁcient in

the post-1968 world. Myths had become

easily recognizable and their exposure a

routine exercise. For Barthes, ‘denunciation, demystiﬁcation (demythiﬁcation)’

(1977: 166) of the bourgeois and the petit

bourgeois had become, itself, a mythological doxa. ‘Mythoclasm’ was succeeded by

‘semioclasm,’ he claimed, and what was

needed was a far-reaching interrogation of

all sign systems and a challenge to their very

basis. This is the project of Barthes which,

arguably, was closest to the concerns of diverse media studies. The call for semioclasm

came, not coincidentally, shortly after the

formation of the International Association

for Semiotic Studies in 1969, in which semioticians such as Thomas A. Sebeok broadened the entire agenda of sign study by

encouraging its application to the whole of

life. However, in the 1970s Barthes’s project

was sidetracked by the kinds of ideological

critiques of ‘realism’ in the media that came

to characterize the journal Screen.

At present, Barthes’s basic approach to

analysing media – a kind of close reading

with Saussurean overtones – is still taught

in media and communications courses

and has much to recommend it. However,

where Barthes’s work interrogated media



texts to reveal how they worked (ideologically), there is now an increasing demand,

met by approaches such as modelling systems theory, to additionally identify how

texts implicate the feelings and emotions of

their users.

Paul Cobley
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BATESON, GREGORY (1904–80)
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Gregory Bateson was a British anthropologist who made signiﬁcant contributions

to various disciplines, including biology,

psychology, cybernetics, and communication theory. He studied natural history at

Cambridge University, graduating in 1926.

Bateson was one of the ﬁrst exponents of

what came to be known as British social anthropology, studying under A.R. RadcliffeBrown (1881–1955), a founder of modernday anthropology. He met the American

anthropologist Margaret Mead (1901–78)

while conducting ﬁeldwork on cultural

practices in New Guinea in the 1930s. They

were married from 1935 to 1950, each inﬂuencing the other’s view of the relation

between mind and culture. Bateson held

academic positions at many institutions,

including Stanford and the University of

California. His major books are Steps to an

Ecology of Mind (1972) and Mind and Nature:
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A Necessary Unity (1979). Interestingly,

along with Mead he may have been the

ﬁrst ﬁeldworker to document his ethnographic observations with the use of photography, co-authoring with her a study

based on the many photographs he took of

the Balinese in their natural habitat (Bateson and Mead 1942).

Bateson’s main works focus on the relation between mind, culture, and nature,

contributing to the development of the ﬁeld

known as cybernetics, the study of communication in all species and in machines

(especially computers). His best-known,

and widely referenced, theory, put forward

along with psychiatrists Donald Jackson,

Jay Haley, and John H. Weakland, is doubleblind theory, which he developed after

studying various non-Western cultures and

their rearing practices. He characterized

such practices as leading children to instabilities in their thinking. Bateson suggested

that this was brought about by repeated,

conﬂicting messages of love and rejection from emotionally unstable parents.

Double-blind theory is still a staple of clinical practice. The main tenet of the theory is

that communication between clinician and

patient must be balanced, equal, and based

on mutual trust, not one in which the clinician assumes a role of control or dominance

(‘I suggest this is the best way for you’)

(Ruesch and Bateson 1951). This model of

communication has often been extended by

theorists to encompass an overall theory of

communicative success.

Double-blind theory traces its roots to

Bateson’s ﬁeldwork among the Balinese, a

native society of Indonesia, where he noticed that mothers ignored their children’s

emotional outbursts of love or anger. In

the West, Bateson pointed out, these would

evoke a response in kind. Not so in the

Balinese world. The mother is inclined,

by cultural conditioning, simply to ignore

even the child’s affective behaviours. This

approach to rearing injects social stability in the child that he called stasis, which

diminishes the likelihood of emotional disturbances arising in adulthood. On the oth-
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er hand, in societies where stasis is not part

of rearing patterns, such as in the West,

and where a dominance-based relation is

encouraged between mother and child,

the risk of developing unstable emotional

behaviours in adulthood increases considerably. He called this schismogenesis. It is the

source of schizophrenia in extreme cases.

Avoiding contradictory emotional messages is thus the central premise of clinical

practice based on double-blind theory, a

practice that should instil a sense of balance

between interlocutors, so that the mind can

adapt harmoniously to the surrounding

environment.

Bateson also understood that any form

of human interaction operates in terms of

contrasting levels above and beyond the

exchange of information; he called those

levels metacommunicative. Metacommunication occurs all the time and is a hidden agent in determining communicative

success. Ultimately it is subjective-based

information, indicating that what we say

to each other implies how we relate to each

other. This approach to communication has

been echoed by others, whereby the sender

and receiver of information are involved

in the shaping of the communicative ﬂow,

employing a dynamic integrated system of

metacommunicative inferences.

Perhaps the Batesonian idea that resonates most with anthropologists and clinicians today is that the human mind is

shaped by emotional stresses. The less systemic stress in the environment, the more

harmonious the world view. Like nature

itself, human organisms seek homeostasis,

or the ability to maintain a stable set of

conditions inside the body and the mind.

The more homeostatic the cultural system,

the less aberrant mental behaviours. The

Western tendency on control, rather than

harmony, has led to the spate of mental diseases that are now recognized as being the

result of upbringing practices. The vicious

circle of a ‘control and dependency pattern’ that is typical of how Western cultures

view the relation between humans and

nature, and between humans themselves,
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is ultimately a destructive force in both nature and human life.

Marcel Danesi
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of new media, information, and cybernetic

technologies in the creation of a qualitatively different social order. For some years

a cult ﬁgure of postmodern theory, Baudrillard moved beyond the problematic of the

postmodern from the early 1980s to the

present and developed a highly idiosyncratic mode of social and cultural analysis.

Among Baudrillard’s most provocative theses are his reﬂections on the role of

the media in constituting the postmodern

world. Indeed, he provides paradigmatic

models of the media as all-powerful and

autonomous social forces that produce a

wide range of effects, although his take on

the media is ultimately idiosyncratic and

surprising and goes beyond the parameters

of contemporary academic media and

communication theory. The links between

Baudrillard and McLuhan on media and

communication, and Baudrillard’s characteristic analyses of the media and how his

positions are connected with a postmodern

break in history, in which media and new

technologies are important forces, are critical themes in his work.



BAUDRILLARD, JEAN (1929–2007)

[See also: Althusser, Louis; Frankfurt School; Marxism; McLuhan, Marshall; Postmodernism; Representation; Semiotics; Simulacrum Theory]



The late French theorist Jean Baudrillard

was one of the foremost critics of contemporary society and culture and is often seen

as a representative of French postmodern

theory, whose reﬂections on media and

communication have been signiﬁcant in

various domains of academia. A proliﬁc

author of over thirty books, Baudrillard

has commented on the most salient sociological and cultural phenomena of the

contemporary era, including the erasure of

the distinctions of gender, race, and class

that structured modern societies in a new

postmodern consumer, media, and hightech society; the mutating roles of art and

aesthetics in an era of media and communication; fundamental changes in politics and

culture in the media society; and the impact



Baudrillard’s Postmodern Media Theory:

Signs, Simulations, and Implosion

A professor of sociology at the University

of Nanterre from 1966 to 1987, Baudrillard

took the postmodern turn in the mid-1970s,

developing a new kind of social and cultural analysis that went beyond the conﬁnes of

modern theory. He is ultimately important

as a critic of modern society and theory

who claims that the era of modernity and

the tradition of classical theory is obsolete

and that we need a novel mode of social

analysis adequate to the emerging era of

postmodernity.

In 1967, Baudrillard wrote a review of

Marshall McLuhan’s Understanding Media

in which he claimed that McLuhan’s dictum that the ‘medium is the message’ is

‘the very formula of alienation in a technical society,’ and he criticized McLuhan for

naturalizing that alienation (Baudrillard

1967: 227ff.). At this time, he shared the
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neo-Marxist critique of McLuhan as a technological reductionist and determinist. By

the 1970s and 1980s, however, McLuhan’s

formula that ‘the medium is the message’

eventually became the guiding principle of

his own thought.

Baudrillard begins developing his theory

of the media in an article ‘Requiem for the

Media’ in For a Critique of the Political Economy of the Sign (1981). The title is somewhat

ironic for Baudrillard is really only beginning to develop theoretical perspectives

in which the media will play crucial roles

in constituting a new type of postmodern

society where individuals spend much time

in and are deeply shaped by the media.

Thus Baudrillard is writing a requiem here

for a Marxist theory of the media, arguing:

McLuhan has said, with his usual

Canadian-Texan brutalness, that Marx,

the spiritual contemporary of the steam

engine and railroads, was already obsolete in his lifetime with the appearance

of the telegraph. In his candid fashion,

he is saying that Marx, in his materialist analysis of production, had virtually

circumscribed productive forces as a

privileged domain from which language,

signs and communication in general

found themselves excluded. (Baudrillard

1981: 164)

Baudrillard’s critique of Marx begins a

radical interrogation of and eventual break

with Marxism that would culminate in

The Mirror of Production (1975). Baudrillard

begins to distance himself from Marxism in

‘Requiem for the Media,’ and in particular

attacks Marx’s alleged economic reductionism, or ‘productivism,’ and the alleged

inability of Marxist theory to conceptualize

language, signs, and communication.

As an example of the failure of Marxist

categories to provide an adequate theory

of the media, Baudrillard criticizes the

German activist and writer Hans Magnus

Enzensberger’s media theory and his attempts to develop a socialist strategy for

the media. Baudrillard dismisses this ef-
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fort as a typical Marxist attempt to liberate productive forces from the fetters of

productive relations, which fails to see that

in their very form the mass media of communication

are anti-mediatory and intransitive. They

fabricate non communication – this is

what characterizes them, if one agrees to

deﬁne communication as an exchange,

as a reciprocal space of a speech and a

response, and thus of a responsibility

(not a psychological or moral responsibility, but a personal, mutual correlation

in exchange) … they are what always

prevents response, making all processes

of exchange impossible (except in the

various forms of response simulation,

themselves integrated in the transmission process, thus leaving the unilateral

nature of the communication intact).

This is the real abstraction of the media.

And the system of social control and

power is rooted in it. (Baudrillard, 1981:

169–70)

It is curious that Baudrillard, interpreted

by many of his followers as an avant-garde,

postmodern media theorist, manifests in

this passage both technophobia and a nostalgia for face-to-face conversation, which

he privileges (as authentic communication) over degraded and abstract media

communication. Such a position creates

a binary dichotomy between ‘good’ faceto-face communication and ‘bad’ media

communication, and occludes the fact that

interpersonal communication can be just

as manipulative, distorted, reiﬁed, and so

on, as media communication (as Ionesco

and Habermas, among others, were aware).

Denouncing the media tout court in a

Baudrillardian fashion rules out in advance

the possibility of ‘responsible’ or ‘emancipatory’ media communication, and indeed

Baudrillard frequently argues that there

can be no good use of media.

Baudrillard presents a rather extreme

variant of a negative model of the media

that sees mass media and culture simply
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as instruments of domination, manipulation, and social control in which radical

intervention and radical media or cultural

politics are impossible. He shares a certain

theoretical terrain on theories of the media

with the Frankfurt School, many French

Marxists like Louis Althusser, and those

who see electronic media, broadcasting,

and mass culture simply as a terrain of

domination.

Hence, Baudrillard’s generally negative

and dismissive attitude towards the media could be contrasted with McLuhan’s

more ‘neutral,’ or even afﬁrmative, stance.

Yet following McLuhan’s analysis of the

centrality of television in contemporary

culture, Baudrillard noted how the ‘TV

Object’ was becoming the centre of the

household and was serving an essential

‘proof function’ that the owner was a

genuine member of the consumer society

(Baudrillard 1981: 53ff.). The accelerating

role of the media in contemporary society

becomes for Baudrillard equivalent to the

fall from the modern universe of production into the postmodern society of simulations. Modernity for Baudrillard is the era

of production characterized by the rise of

industrial capitalism and the hegemony of

the bourgeoisie, while postmodern society

is an era of simulation dominated by signs,

codes, and models. Modernity thus centred

on the production of things – commodities

and products – while postmodernity in his

optic is characterized by radical semiurgy,

by a proliferation of signs, spectacle, information, and new media.

Furthermore, Baudrillard interprets modernity as a process of explosion of commodiﬁcation, mechanization, media, technology, and market relations, while postmodern society is the site of an implosion

of all boundaries, regions, and distinctions

between high and low culture, appearance

and reality, and just about every other binary opposition maintained by traditional

philosophy and social theory. Furthermore,

while modernity could be characterized as

a process of increasing differentiation of

spheres of life, postmodernity could be in-



terpreted as a process of de-differentiation

and attendant implosion.

The rise of the broadcast media, especially television, is an important constituent of postmodernity for Baudrillard, along

with the rapid dissemination of signs and

simulacra in every realm of social and

everyday life. By the late 1970s, Baudrillard interprets the media as key simulation

machines which reproduce images, signs,

and codes, constituting an autonomous

realm of (hyper)reality that plays a key

role in everyday life and the obliteration

of the social. ‘Simulation’ for Baudrillard

denotes a situation in which codes, models,

and signs are the organizing forms of a

new social order where simulation rules.

In the society of simulation, identities are

constructed by the appropriation of images, and codes and models determine

how individuals perceive themselves and

relate to other people. Economics, politics,

social life, and culture are all governed by

the mode of simulation, whereby codes

and models determine how goods are consumed and used, politics unfold, culture

is produced and consumed, and everyday

life is lived.

In addition, his postmodern universe is

one of ‘hyperreality’ in which entertainment, information, and communication

technologies provide experiences more intense and involving than the scenes of banal everyday life, as well as the codes and

models that structure social interaction.

The realm of the hyperreal (that is, media

simulations of reality, Disneyland and

amusement parks, malls and consumer fantasylands, TV sports, reality television, and

other excursions into ideal worlds) is more

real than real, and the models, images,

and codes of the hyperreal come to control

thought and behaviour. Yet determination itself is aleatory in a non-linear world,

where it is impossible to chart causal mechanisms in a situation in which individuals

are confronted with an overwhelming ﬂux

of images, codes, and models, any of which

may shape an individual’s thought or

behaviour.
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In this postmodern world, individuals

ﬂee from the ‘desert of the real’ for the ecstasies of hyperreality and the new realm

of computer, media, and technological

experience. Baudrillard’s analyses of simulations and hyperreality constitute major

contributions to media theory and critique.

During an era when movie actors and toxic

politicians simulate politics and charlatans

simulate TV religion, the category of simulation provides an essential instrument of

radical social critique, while the concept

of hyperreality is also an extremely useful

instrument of social analysis for a media,

cybernetic, and information society.

Baudrillard’s analyses point to a signiﬁcant reversal of the relation between representation and reality. Previously, the media

were believed to mirror, reﬂect, or represent

reality, whereas now the media are coming

to constitute a hyperreality, a new media

reality – ’more real than real’ – where ‘the

real’ is subordinate to representation, leading to an ultimate dissolving of the real.

Interestingly, the concept of reversal is also

a major notion in McLuhan’s theoretical

arsenal that Baudrillard makes his own. For

McLuhan, in a discussion of ‘Reversal of

the Overheated Medium,’ ‘the stepping-up

of speed from the mechanical to the instant

electric form reverses explosion into implosion’ (McLuhan 1964: 35). This is, of course,

the very formula that Baudrillard adopts to

describe the contemporary situation of the

implosion of culture in the media.

In his article ‘The Implosion of Meaning in the Media,’ Baudrillard claims that

the proliferation of signs and information

in the media obliterates meaning through

neutralizing and dissolving all content – a

process which leads both to a collapse of

meaning and to the destruction of distinctions between media and reality. In a society supposedly saturated with media messages, information and meaning ‘implode,’

collapsing into meaningless ‘noise,’ pure

effect without content or meaning. Thus,

for Baudrillard, ‘information is directly

destructive of meaning and signiﬁcation,

or neutralizes it. The loss of meaning is di-
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rectly linked to the dissolving and dissuasive action of information, the media, and

the mass media … Information devours its

own contents; it devours communication

and the social … information dissolves

meaning and the social into a sort of nebulous state leading not at all to a surfeit of

innovation but to the very contrary, to total

entropy’ (Baudrillard 1983a: 96–100).

Baudrillard thus follows McLuhan in

making ‘implosion’ a key constituent of

contemporary postmodern society, in

which social class, gender, political differences, and once-autonomous realms of

society and culture collapse into each other,

erasing previously deﬁned boundaries

and differences. In Baudrillard’s society of

simulation, the realms of economics, politics, the media, culture, sexuality, and the

social all implode into each other. In this

implosive mix, economics is fundamentally shaped by culture, politics, media,

and other spheres, while art, once a sphere

of potential difference and opposition, is

absorbed into the economic and political, while sexuality is everywhere. In this

situation, differences between individuals

and groups implode in a rapidly mutating

dissolution of the social and the previous

boundaries and structures which social

theory had once articulated and critically

interpreted.

The Ecstasy of Communication

In ‘The Ecstasy of Communication’ Baudrillard describes the media as instruments of

obscenity, transparency, and ecstasy – in his

special sense of these terms (Baudrillard

1983b). He claims that in the postmodern

mediascape, the domestic scene – or the

private sphere per se – with its rules, rituals, and privacy, is exteriorized, or made

explicit and transparent, ‘in a sort of

obscenity where the most intimate processes of our life become the virtual feeding

ground of the media (the Loud family [on a

PBS ‘reality’ series] in the United States, the

innumerable slices of peasant or patriarchal

life on French television). Inversely, the en-
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tire universe comes to unfold arbitrarily on

your domestic screen (all the useless information that comes to you from the entire

world, like a microscopic pornography of

the universe, useless, excessive, just like the

sexual close-up in a porno ﬁlm): all this explodes the scene formerly preserved by the

minimal separation of public and private,

the scene that was played out in a restricted

space’ (Baudrillard 1983b: 130).

In addition, the spectacles of the consumer society and the dramas of the public

sphere are also being replaced by media

events that replace public life and scenes

with a screen that shows us everything

and without scruple or hesitation: ‘Obscenity begins precisely when there is no

more spectacle, no more scene, when all

becomes transparence and immediate visibility, when everything is exposed to the

harsh and inexorable light of information

and communication’ (Baudrillard 1983b:

130). In the ecstasy of communication,

everything is explicit, ecstatic (out of or

beyond itself), and obscene in its transparency, detail, and visibility: ‘It is no longer

the traditional obscenity of what is hidden,

repressed, forbidden or obscure; on the

contrary, it is the obscenity of the visible,

of the all-too-visible, of the more-visiblethan-visible. It is the obscenity of what no

longer has any secret, of what dissolves

completely in information and communication’ (Baudrillard 1983b: 131). One thinks

here of such 1980s U.S. media events as

the trials and tribulations of Gary Hart

and Donna Rice, of Jim Bakker and Jimmy

Swaggart, of Ronald and Nancy Reagan’s

cancer operations and astrology games, or

the sleazy business deals of his associates,

and the dirty transactions of Iran/Contra –

all of which have been exposed to the glaring scrutiny of the media in which what

used to be private, hidden, and invisible

suddenly becomes (almost) fully explicit

and visible.

The 1990s saw an intensiﬁcation of the

ecstasy of communication with the Clinton

sex scandals, which displayed intimate

details of his private life, the O.J. Simpson



trial, which depicted the minutiae of his

tormented relation with his murdered wife

Nicole, and countless other revelations of

private affairs of the powerful and infamous in an increasingly tabloid infotainment culture. In the ‘ecstasy of communication,’ everything becomes transparent, and

there are no more secrets, privacy, depth, or

hidden meaning. Instead, a promiscuity of

information and communication unfolds in

which the media circulate and disseminate

a teeming network of cool, seductive, and

fascinating sights and sounds to be played

on one’s own screen and terminal. With

the disappearance of exciting scenes (in the

home, in the public sphere), passion evaporates in personal and social relations, yet a

new fascination emerges (‘the scene excites

us, the obscene fascinates us’) with the very

universe of media and communication. In

this universe we enter a new form of subjectivity where we become saturated with

information, images, events, and ecstasies.

Without defence or distance, we become ‘a

pure screen, a switching center for all the

networks of inﬂuence’ (Baudrillard 1983b:

133). In the media society, the era of interiority, subjectivity, meaning, privacy, and

the inner life is over; a new era of obscenity,

fascination, vertigo, instantaneity, transparency, and overexposure begins in which the

media absorb and re-present all aspects of

social life.

Baudrillard’s Media Formalism

Baudrillard has many insights into the

ways in which the media erode meaning,

the social, communication, and politics.

Going against models of the media as key

forms of communication, in his analysis the

media foster non-communication, generating pseudo-events, empty spectacle, and

excess of meaning and information that implode into a black hole of noise and distraction. Denying speciﬁc manipulative effects

of the media, Baudrillard privileges the

form of media technology over what might

be called the media apparatus, and thus

subordinates content, meaning, and the use
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of media to its purely formal structure and

effects. Baudrillard tends to abstract media

form and effects from the media environment and thus erases political economy,

media production, and media environment

(that is, society as large) from his theory.

Against abstracting media form and effects

from context, some of Baudrillard’s critics argue that the use and effects of media

should be carefully examined and evaluated in terms of speciﬁc contexts. Distinctions

between context and use, form and content,

media and reality, all dissolve, however, in

Baudrillard’s theory, where global theses

and apocalyptic pronouncements replace

careful analysis and critique.

Baudrillard might retort that it is the

media themselves which abstract from the

concreteness of everyday, social, and political life and provide simulacra of actual

events, which themselves become more

real than ‘the real’ that they supposedly

represent. Yet even if this is so, critics argue

media analysis should attempt to recontextualize media images and simulacra rather

than merely focusing on the surface of media form. Furthermore, instead of operating with a model of (formal) media effects,

some claim it is preferable to operate with a

dialectical perspective that posits multiple

roles and functions to television and other

media.

Furthermore, Baudrillard also rigorously

avoids cultural and media politics. There is

nothing in his theorizing concerning alternative media practices, for instance, which

he seems to rule out in advance because in

his view all media are mere producers of

noise, non-communication, the extermination of meaning, implosion, and so on. In

‘Requiem for the Media,’ Baudrillard explicitly argues that all mass media communication falls prey to ‘mass mediatization,’

that is, ‘the imposition of models’: ‘In fact,

the essential Medium is the Model. What is

mediatized is not what comes off the daily

press, out of the tube, or on the radio: it

is what is reinterpreted by the sign form,

articulated into models, and administered

by the code (just as the commodity is not
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what is produced industrially, but what is

mediatized by the exchange value system

of abstraction)’ (Baudrillard 1981: 175–6).

All ‘subversive communication,’ then,

for Baudrillard has to surpass the codes

and models of media communication – and

thus of the mass media themselves, which

invariably translate all contents and messages into their codes. Consequently, not

only general elections but also general

strikes have ‘become a schematic reducing

agent’ (Baudrillard 1973: 176). In this (original) situation:

The real revolutionary media during

May (1968) were the walls and their

speech, the silk-screen posters and the

hand-painted notices, the street where

speech began and was exchanged – everything that was an immediate inscription, given and returned, spoken and

answered, mobile in the same space and

time, reciprocal and antagonistic. The

street is, in this sense, the alternative and

subversive form of the mass media, since

it isn’t, like the latter, an objectiﬁed support for answerless messages, a transmission system at a distance. It is the

frayed space of the symbolic exchange

of speech – ephemeral, mortal: a speech

that is not reﬂected on the Platonic

screen of the media. Institutionalized by

reproduction, reduced to a spectacle, this

speech is expiring. (Baudrillard 1973:

176–7)

In this text, Baudrillard conﬂates all

previously revolutionary strategies and

models of ‘subversive communication’

to ‘schematic reducing agents’ and manifests here once again nostalgia for direct,

unmediated, and reciprocal speech (‘symbolic exchange’), which is denied in the

media society. Haunted by a disappearing metaphysics of presence, Baudrillard

valorizes immediate communication over

mediated communication, thus forgetting that all communication is mediated

(through language, signs, codes, and so

on). Furthermore, he romanticizes a cer-
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tain form of communication (speech in the

streets) as the only genuinely subversive or

revolutionary communication and media.

Consistently with this theory, he thus calls

for a (neo-Luddite) ‘deconstruction’ of the

media ‘as systems of non-communication,’

and thus for the ‘liquidation of the existing

functional and technical structure of the

media’ (Baudrillard 1973: 177).

Douglas Kellner
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BEHAVIOURISM

[See also: Cognitivism; Hypodermic Needle Theory;

Media Effects; Psychology of the Media]



Behaviourism is a school of psychology

that is based on the belief that psychological research should be based on observable

behaviours, not on inferring inner experiences. Behaviourism was introduced into

psychology in 1913 by the American psychologist James B. Watson, who believed

that changes in behaviour result from conditioning, a process whereby a new response



is associated with a certain stimulus and

becomes part of habitual thought.

The basic method in behaviourism for

investigating complex forms of behaviour,

from perception to language, is by observing, measuring, and then analysing the

responses of human subjects to various

stimuli under controlled conditions. While

behaviourism never did deny the existence of inner experiences such as emotions

and intuitions, it has always maintained

that, since these cannot be studied in and

of themselves apart from the conditions in

which they occur, the only true scientiﬁc

approach to the study of mentality is to

vary those conditions in order to see what

they produce. Behaviourism has had fertile

applications to the study of media effects

and has led to the technique of commutation, whereby a variable in a media text or

event is changed and then the response that

this produces in audiences or individual

subjects is observed. For example, a viewer

might be shown a TV commercial of a

beautiful woman wearing red lipstick and

then shown the same commercial without

the lipstick. Follow-up interviews are then

designed to see if the subject responds differently to the two commercials.

The key notion in behaviourism is that of

the conditioned response, which was developed initially by the Russian psychologist

Ivan Pavlov in 1902 in his work with dogs.

Pavlov’s original experiment showed how

minds are conditioned by environmental

ﬂux. He presented a piece of meat to a hungry dog, producing in the dog the expected

response of salivation. Pavlov called this

the dog’s unconditioned response; it is part of

instinctual behaviour, not learned behaviour. Then Pavlov rang a bell at the same

time that he presented the meat stimulus

a number of times. He discovered that the

dog eventually salivated only to the ringing

of the bell, without the presence of meat.

Clearly, the bell ringing, which would not

have triggered the salivation instinctively,

had brought about a conditioned response in

the dog. For behaviourists this is essentially

how learning unfolds in all species.
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Watson proposed that human conditioning could be studied with virtually the

same type of laboratory procedure, since all

complex forms of behaviour are ultimately

broken down into simple muscular and

glandular processes and can thus be observed and measured directly. In one of his

well-known studies, he struck a metal bar

loudly each time a child touched a furry

animal. The sound scared the infant, who

gradually became frightened just at the

sight of the animal. Watson maintained that

any response in a child could be evoked

if the environment could be controlled. In

the mid-1900s, the American psychologist

B.F. Skinner became famous for his studies

on how rewards (positive conditioning)

and punishments (negative conditioning)

can inﬂuence behaviour. His work has had

signiﬁcant impacts on learning theories,

even though behaviourism has fallen into

disfavour. It is nonetheless present in latent

form in many pedagogical and even clinical

practices. Behaviour modiﬁcation theory,

for instance, is based on Skinner’s ideas.

It is used, for example, to help children

who are facing mental challenges to learn

school subjects. The children receive smiles,

hugs, and other forms of positive reinforcement for doing their schoolwork. The same

model of clinical practice has proved to be

effective with juvenile delinquents.

Starting in the late 1960s, behaviourism

became highly unpopular within mainstream psychology, but was still used (tacitly) in the so-called media effects studies,

showing that exposure to media, such as

simulated violence, leads to conditioned

responses in certain audiences. Today,

such theories are considered to be largely

inconclusive, but they nevertheless persist

in the common imagination, and in speciﬁc

pedagogical and clinical practices (such as

those mentioned above), since they seem to

have intuitive appeal and to produce concrete results. The emergence of cognitivism

in psychology in the 1960s led to the study

of how someone’s unique view of the environment determines his or her response

to it. Today, psychologists focus on how
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biological, psychological, and social factors

may intermingle in complex behaviours,

shaping the development of thoughts, feelings, and social behaviours.

Marcel Danesi
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BELL, DANIEL (1919–2011)

[See also: Internet; Media Studies]



Daniel Bell (born Daniel Bolotsky) is an

internationally acclaimed sociologist best

known for his ideas on post-industrialism.

Born on 10 May 1919 in New York to Jewish immigrant parents, his meagre upbringing was due to the untimely passing of his

father at a young age, forcing Bell to be

placed in a day orphanage in the Lower

East Side of New York. At thirteen, he

joined the Young People’s Socialist League,

which is said to have inﬂuenced his outlook greatly. In 1939, after graduating with

a degree in ancient history from City College of New York, Bell pursued a career as

a journalist, writing about social issues. He

became managing editor of The New Leader

Magazine from 1941 to 1945 and labour editor of Fortune from 1948 to 1958. Bell went

to Paris in 1956–7 to serve as director of

the Congress for Culture Freedom. Upon

his return to the U.S., he received his PhD

from Columbia University in 1960. In 1969,

four years after co-founding the Public Interest Magazine with Irving Kristol, Bell left

Columbia to teach at Harvard University,

receiving the Henry Ford II endowed chair

in 1980.

Throughout his career, Bell produced

many books on the effects of capitalism on
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society, and how it ﬁnds a fertile terrain in

the developments of science and technology. These works include: Marxian Socialism

in America (1952), The End of Ideology: On

the Exhaustion of Political Ideas in the 1950s

(1960), The Radical Right (1963), The Reforming of General Education (1966), The Coming

of Post-Industrial Society (1973), The Cultural

Contradictions of Capitalism (1976), and The

Winding Passage (1980). For his writings he

received the Lifetime Achievement Award

from the American Sociological Association

in 1992, the Talcott Parsons Prize for the Social Sciences from the American Academy

of Arts and Sciences one year later, and the

Tocqueville Award from the French Government in 1995. He also received seventeen honorary degrees, including one from

Harvard University and one from Keio

University in Japan. Bell is perhaps best

known for The End of Ideology, a collection

of essays where he claims that new ideologies rise up from the ashes of spent ones

(capitalism, scientism, industrialism, and

so on) that characterized social evolution

in the nineteenth and twentieth centuries.

Bell saw a paradigm shift in the constitution of modern economies and societies as

moving away from industrial bases, such

as manufacturing, towards knowledge

and information-based economies. Bell’s

concept has blurred into various derivative

notions such as ‘post-Fordism’ and ‘ﬂexible

specialization,’ but it is his original model

that still holds across the theoretical spectrum.

Through his post-industrial model, Bell

predicted that the end of communism

would bring about ethnic and religious

conﬂicts throughout the world, and that the

media would exacerbate the situation by

simply highlighting the conﬂicts. In other

works, Bell provided a blueprint for the

new post-industrial society, a society that

would be based on open access to information, the use of sophisticated technologies

to conduct economic activities and politics,

and the growth of the role of the media in

setting social agendas. Interestingly, many



of his predictions have revealed to be true

in the current internet age. Indeed, we are

now living in the kind of post-industrialist

society that he envisioned decades ago.

Mariana Bockarova
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BENJAMIN, WALTER (1892–1940)

[See also: Adorno, Theodor; Catharsis Hypothesis;

Culture Industry Theory; Frankfurt School; Marcuse,

Herbert]



Walter Bendix Schönﬂies Benjamin, born

in Berlin, was a renowned philosopher

and literary critic who contributed signiﬁcantly to Frankfurt School critical theory.

He collaborated especially with Theodor Adorno and Max Horkheimer of the

School. He was particularly inﬂuenced by

writers such as Bertolt Brecht and Gerhom

Scholem.

In 1917 Benjamin married Dora Sophie

Pollak (née Kellner), with whom he had a

son, Stefan Rafael. In 1919 he earned his

PhD cum laude at the University of Bern

with the essay ‘Begriff der Kunstkritik in

der Deutschen Romantik’ [‘The Concept

of Criticism in German Romanticism’]. He

returned with his wife to Berlin to live with

his parents and published Kritik der Gewalt

[Critique of Violence] in 1921. He also trans-
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lated Charles Baudelaire’s Tableaux Parisiens (1923) and the ﬁrst volume of Marcel

Proust’s À la Recherche du temps perdu [In

Search of Lost Time]. His critical reﬂections

on translation are expressed in his essay

‘The Task of the Translator.’ In 1923 he

started a life-long collaboration with Theodor Adorno at the Frankfurt School. His

habilitation thesis on The Origin of German

Tragic Drama (1924), however, was rejected

by Frankfurt University, closing the door to

an academic career there.

In 1926 Benjamin travelled to Moscow

to join up with his paramour, Asja Lacis, a

Bolshevik Latvian actress (whom he had

met in Capri in 1924) living in Moscow, and

to give to Anatolij Lunacharskij, the education commissar, his entry on the German

writer Goethe for Literaturnaja Enciclopedija, which Lunacharskij rejected. (In 1924,

Benjamin’s entry, ‘Goethes Wahlverwandtschaften’ [‘Goethe’s Elective Afﬁnities’]

was published by Hugo von Hoffmansthal

in the magazine Neue Deutsche Beiträge.)

While in Russia, he began writing his Moscow Diary. In 1927, he started work on Das

Passagen-Werk. In 1928, the year of his separation from his wife (they were divorced

two years later), he published Einbahnstraße

[One-Way Street] and Ursprung des Deutschen Trauerspiels [The Origin of German

Tragic Drama]. The following year, in Berlin,

Asja Lacis, who at the time was Bertolt Brecht’s assistant, introduced Benjamin to Brecht. Also in that year, Benjamin brieﬂy embarked on a short-lived academic career as

instructor at the University of Heidelberg.

Because of Hitler’s rise to power and his

subsequent persecution of Jews, Benjamin,

a German Jew, moved to the Spanish island

of Ibiza, then on to Nice, Svendborg, Sanremo, and Paris. In the latter city, he met

other German refugee artists and intellectuals and befriended intellectuals, artists, and

writers such as Hannah Arendt, Hermann

Hesse, and Kurt Weill. In 1936 he published

‘L’Oeuvre d’art à l’époque de sa reproductibilité technique’ [‘The Work of Art in the

Age of Mechanical Reproduction’] in the
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journal of the Frankfurt School, Zeitschrift

für Sozialforschung. In 1937 he started work

on Das Paris des Second Empire bei Baudelaire

[The Paris of the Second Empire in Baudelaire,

1938]. Because Hitler took German citizenship away from Jews, Benjamin (left

without a nationality) was incarcerated by

the French authorities for three months in

a camp near Nevers. Returning to Paris in

January, he wrote Über den Begriff der Geschichte [Theses on the Philosophy of History,

1939–40], published posthumously. In that

same year, he obtained a visa, negotiated

by Max Horkheimer, for the United States,

planning to depart for America from Portugal to escape the Nazis. On 27 September

1940, in Portbou, a French-Spanish border

town in the Pyrenees, Benjamin, aged 48,

was intercepted by the Spanish police. According to ofﬁcial reports, he committed

suicide with an overdose of morphine. But

the fact that he was buried in the consecrated section of a Roman Catholic cemetery

in Portbou indicates that his death may not

have been a suicide.

‘The Task of the Translator’ (1992 [1923])

is one of Benjamin’s most important works.

In it, he starts by asking the question of to

whom the translation of a work of literature is addressed. His seemingly simplistic

reply to his own question – ’For readers

who do not understand the original’ – is actually a rather insightful one. A translation,

thus, says the ‘same thing’ as the source

language, but in a more familiar language

to the new reader. This ‘same thing’ is what

the translation intends to ‘communicate.’

But, in the translation process, it does much

more. The implication is obvious – translation mediates and transmits new content.

The problem is not what a text intends to

communicate, but rather how it does so

and why. As Benjamin put it: ‘It’s essential

quality is not statement or the imparting of

information’ (71). The original text is written with a speciﬁc readership in mind. On

the other hand, the translated text is supposed to reach a readership for whom the

text was not originally meant. The text ‘re-
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sists translation,’ so to speak, not because it

cannot be rendered in a different language,

but because it was not constructed to be

translated. The problem of translatability

is, thus, a problem of ‘otherness’ or alterity.

In this way, Benjamin raised the broader

question of whether a natural language can

be adequately translated into other natural

languages, given the different culturalhistorical realities of speakers.

Benjamin then asks if translatability varies according to genre. Can poetry be translated? This question brings us full circle

back to the relation between translation and

communication: if a translation is expected

to transmit what is communicated by the

text, then a poetic work has very little to

communicate. By mediating communication, translation thus mediates something

inessential, and if the translator recomposes

the poetry of one language into the poetry

of a different language, what we end up

getting ‘is the inaccurate transmission of an

inessential content’ (72). Thus, the reader,

the original author, the translator, a given

historical-natural language, and a speciﬁc

literary genre all affect the translation process. It is a question of who the addressee

is: that is, to whom or to what is the text

directed? At one level, the text is addressed

to whoever can read it, that is, to whoever

knows the same language. But this ignores

the author’s intentions and the limits imposed upon the author by the language

itself as well as by the genre of the text.

Here ‘language’ is used in the sense of a

modelling device, capable of producing an

‘inﬁnite number of possible worlds’ (as the

philosopher Leibniz put it), and the ‘play

of musement’ (as American philosopher

Charles Peirce emphasized). Benjamin also

stressed the relation between writing and

translation, claiming that when pictographic forms of writing are involved the translation process becomes even more problematic. Pictographs are ‘image’ signs or icons

that are used speciﬁcally to bring out visual

qualities (Benjamin 1963/1998: 176ff.). This

non-linguistic aspect of the original text is

invariably lost in the translation.



Ultimately, translatability concerns the

relation between text and language. The

more a text reﬂects what Benjamin calls

‘pure language,’ the more it is translatable, and the more it calls for translation:

‘If translation is a mode, translatability

must be an essential feature of certain

words’ (Benjamin 1992: 73). Thanks to its

relation with ‘pure language,’ a text is not

only translatable, but is also bound to be

translated. Furthermore: ‘It is plausible that

no translation, however good it may be,’

says Benjamin, ‘can have any signiﬁcance

as regards the original. Yet, by virtue of its

translatability the original is closely connected with the translation’ (73). The original text and its translation are thus vitally

connected: the work survives in translation,

just as life forms survive in descendancy.

Translation does not add anything to the

life of texts, but ensures their ‘survival.’

They thus have a life ‘which ﬁnds its

highest testimony in translation’ (77). The

idea of life and of the survival of artworks

‘should be regarded with an entirely unmetaphorical objectivity’ (72). In both cases

there is a ‘generator,’ that is, an ‘interpreted

sign’ and an ‘engendered sign,’ or ‘interpretant sign,’ which are connected by the

‘translation mode’ (72). There is thus an

‘absolute alterity’ between the two texts:

the engendered text is another life form

which ﬂourishes in another time, and actually does not belong to the ‘life’ but the ‘afterlife’ of the original. As Benjamin (1992)

puts it:

If the kinship of languages manifests

itself in translations, this is not accomplished through a vague alikeness between adaptation and original. Wherein

resides the relatedness of two languages,

apart from historical considerations?

All suprahistorical kinship of languages

rests in the intention underlying each

language as a whole – an intention, however, which no single language can attain

by itself but which is realized only by the

totality of their intentions supplementing

each other: pure language. (75)
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In the shift from historical-natural language to ‘pure language,’ one language is

viewed with the eyes of another (as

Bakhtin also pointed out). Here translation is more than communication; it ‘goes

beyond transmittal of subject matter,’ as is

obvious in the translation of literary works

where communication is inessential. Benjamin (1992) elaborates this viewpoint as

follows:

Fragments of a vessel which are to be

glued together must match one another

in the smallest details, although they

need not be like one another. In the same

way a translation, instead of resembling

the meaning of the original, must lovingly and in detail incorporate the original’s mode of signiﬁcation, thus making

both the original and the translation

recognizable as fragments of a greater

language, just as fragments are part of

a vessel. For this very reason translation must in large measure refrain from

wanting to communicate something,

from rendering the sense, and in this the

original is important to it only insofar as

it has already relieved the translator and

his translation of the effort of assembling

and expressing what is to be conveyed.

A real translation is transparent; it does

not cover the original, does not block its

light, but allows the pure language, as

though reinforced by its own medium,

to shine upon the original all the more

fully. It is the task of the translator to

release in his own language that pure

language which is under the spell of

another, to liberate the language imprisoned in a work in his re-creation of that

work. (80–1)

Translation does not represent the original text, but depicts it. The effect of a translation is to re-veil, not un-veil, the original.

Translation goes from the said to saying,

from the sayable to the unsayable. This is

why Benjamin proclaims that ‘the interlinear version of the Scriptures is the prototype

or ideal of all translation’ (82).



57



In other works, Benjamin critiques the

capitalist-based mass media as existing

primarily for their own reproduction (by

all necessary means possible, including the

use of deception). However, because of the

pervasiveness of media images, deception

strategies have changed. In a culture aspiring to be transparent – ’glass things do not

have an ‘aura’; glass is the special enemy of

secrets’ (Benjamin 1933/1977) – the use of

images to deceive has become ineffectual.

‘The destructive character’ (an expression

used by Benjamin in 1931 to describe the

capitalist socio-economic system at the

dawn of Nazism) of the present (meaning

present-day society characterized by material production for the sake of production,

by communication for the sake of communication) has its own constitutive obscenity.

Destructive work needs a public as witness.

The rapid succession and stratiﬁcation of

information in the name of ‘transparency’

becomes a sort of widespread ‘voyeurism,’ where appearance is everything, thus

inhibiting control by common folk of their

own situations. Attentivenes is replaced

by confusion, a sense of scandal by accommodation and habitualization, and understanding by misunderstanding.

Another critical insight to be gleaned

from Benjamin’s writings is that of ‘general indifferent labour,’ which is a notion

of fundamental importance for preserving

capitalist societies. Even when planning

alternative social systems, the dominant

formula is ‘work for all.’ This mystiﬁcation can be traced, says Benjamin, to the

German labourer’s Gotha Programme,

where labour is deﬁned as the source of all

wealth and culture, unwittingly becoming

a bridge from socialism to Nazism. Benjamin observes that Marx in his Critique of

the Gotha Programme clariﬁes that labour is

not the source of all wealth, adding that the

bourgeoisie had its good reasons for investing in labour. Marx fought against the

entrenched belief that labour is the source

of wealth.

Augusto Ponzio
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Wide Web]



As the inventor of the World Wide Web

(WWW) and director of the World Wide

Web Consortium, which oversees the development of the Web, Tim Berners-Lee is

one of the most inﬂuential people in the

world today – a world that has become

highly dependent on the WWW for all

kinds of activities, from information retrieval to social networking. As a computer

scientist at the European Organization for

Nuclear Research (CERN) physics laboratory near Geneva, Berners-Lee wrote the

ﬁrst Web software in 1990, which became

part of the internet in 1991. It was the introduction of the Web that helped make

the internet popular and easier to use, an

event that has dramatically changed how

people communicate, interact, and conduct

business.

While at CERN in the early 1980s,

Berners-Lee put forward a project that

would use hypertext for the sharing and

updating of information among researchers

in a user-friendly fashion. Hypertext is a

system that enables a computer user to go

from one document to another by clicking

underlined words or phrases, even if the

documents are located on different parts of

the internet. For example, on a website for

linguistics, the word phoneme might appear as underlined. Clicking on the word

will bring information about it to the screen

(information contained either on the same

site or elsewhere on the internet). Images,

too, can be used as hyperlinks (hypertext

links) to other documents, called hot spots.

Berners-Lee built Enquire as a prototype

system to show how all this could be accomplished easily. By 1989, CERN had

evolved into the largest internet node in

Europe. This allowed Berners-Lee the

opportunity to connect hypertext to the

internet via the Transmission Control Protocol (TCP) and domain name system. In

1990, with the help of Robert Cailliau, he
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came up with another prototype, using

ideas he had developed for the Enquire

project. This one was deemed acceptable

by CERN. Berners-Lee then went on to

design and build the ﬁrst web browser, editor, and server – called HTTPd (HyperText

Transfer Protocol daemon). The ﬁrst website at CERN went online in August 1991.

A browser is a software package which

locates and displays information on the

Web easily through the use of a graphical

user interface – a way of interacting with a

computer using pictures as well as words.

For example, the icon of a printer represents the command to print a document. By

clicking the icon, the user gives the computer the command represented by that icon.

Berners-Lee’s invention was the culmination of a paradigm shift that was set in

motion after the Second World War. As

computer technology improved steadily

after the war, smaller and more affordable

computers could be built for the science

and business worlds. By 1975, it even became possible and economically feasible to

produce personal computers (PCs) for the

mass marketplace. The ﬁrst PCs were introduced to the world in that year as word

processors, which were essentially highly

sophisticated typewriters. Nevertheless,

PCs had the power of mainframe computers and could ﬁt onto a desktop. The ﬁrst

commercial software for PCs appeared in

1978.

The idea of connecting PCs through telephony emerged by the end of the 1970s.

Already in the 1960s, the Advanced Research Projects Agency (ARPA) of the U.S.

Department of Defense was built to allow

researchers working on military projects at

research centres and universities across the

country to develop a network called Arpanet. Arpanet made it possible to transfer

data over specially equipped phone lines

and satellite links. When the National Science Foundation connected universities

and various research sites to Arpanet, the

ﬁrst functional electronic mail network was

born. By 1981, a few hundred computers

joined Arpanet, which gradually developed
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into an advanced network that came to be

known as the internet.

The internet was very complicated to

use at ﬁrst – to access it, one had to learn

a complicated series of commands. The

breakthrough occurred in 1991, when

Berners-Lee invented the World Wide Web,

which facilitated internet access and use.

The arrival of browsers in 1993 made internet use even easier. No other technology in

the history of human communications has

made it possible for so many people to interact with each other as routinely, cheaply,

and easily as has the internet. Advances

in WWW technologies have also led to a

convergence of communications systems,

which have led, in turn, to the crystallization of new internet-based lifestyles, careers, and institutions.

Today, the Web contains all types of

documents, databases, and publications in

all media forms (print, audio-oral, visual).

The agglomeration of information it encompasses and the speed and facility at

which it can be accessed have turned the

internet into the primary source of knowledge engineering, information storage, and

information retrieval, replacing traditional

institutions such as reference libraries and

print encyclopedias. Through sites such as

Facebook and YouTube, the Web has also

reshaped human social interaction. It has

made ‘indie culture’ a reality, since anyone

can post his or her own art, music, writing,

videos, movies, or photography on websites, blogs, and so forth. Ultimately,

Berners-Lee’s invention has democratized

the world in ways that could only have

been achieved through political, philosophical, or military means in previous eras. As

early as 1971, the so-called Project Gutenberg was founded by volunteers to digitize

and disseminate the full texts of public domain books in online versions. Thanks to

the WWW, a more comprehensive project

today is under way to make classic works

of human civilization as free and as accessible as possible.

Marcel Danesi
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BIRDWHISTELL, RAY L. (1918–94)

[See also: Body Language; Kinesics; Non-verbal

Communication]



American anthropologist Ray L. Birdwhistell is the founder of kinesics, the study

of body language during communicative

interaction, especially as its complements

or accompanies vocal speech. Kinesics

includes the study of gestures, facial expressions, eye movements, and posture. It

is also frequently called the study of body

language. But the latter term is really more

the study of how one uses the body as a

communication system in and of itself,

separately from verbal language. Face-toface communication between people is carried out primarily through vocal language.

But, invariably, the meaning of the message

being exchanged is found not solely in the

meanings of the words used, but also in

the subtle information that is conveyed

through non-verbal signals, which are often

more revealing of what is truly going on.



Birdwhistell, Ray L. (1918–94)

Kinesics (from the Greek kin•sis, ‘movement’) is now a branch of both anthropology and semiotics.

Birdwhistell became interested in analysing the way people interact by watching

ﬁlms; he noticed that people transmitted

information unconsciously through their

eye movements, facial expressions, hand

gestures, and postures. For this reason he

came to view body language as complementary to verbal language in face-to-face

interaction. His ﬁrst book on the topic,

Introduction to Kinesics, published in 1952,

discusses the role of body movements and

gesture. As he states (Birdwhistell 1952:

157): ‘The ﬁrst premise in developing a notational system for body language is to assume that all movements of the body have

meaning. None are accidental.’ He called

such movements kinemes. The kineme is

the model for a set of movements that are

not identical, ‘but which may be used interchangeably without affecting social meaning’ (Knapp 1978: 94–5) and thus ‘can be

construed as having a deﬁnite organization

or structure, just as language is understood

in terms of its grammar’ (Duncan and Fiske

1977: xi).

Kinesic signs can be inborn (unwitting),

learned (witting), or a mixture of the two.

Blinking the eyes, clearing the throat, and

facial ﬂushing are innate (inborn). These

are often involuntary, as are, for example,

facial expressions of happiness, surprise,

anger, disgust, and other basic emotions.

Laughing, crying, and shrugging the shoulders are examples of mixed kinesic signals.

They may originate as innate actions,

but cultural rules shape their timing and

use. Gestures such as a wink of the eye, a

thumbs up, or a military salute are learned

kinemes. Their meanings vary cross-culturally. Kinesic messages can give a look and

feel to a conversation remembered long after spoken words fade away. They can also

be structured to lie or conceal something.

For example, pressing the lips together

may indicate disagreement or doubt, even

if the person’s verbal statements convey

agreement. When verbal and kinesic state-
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ments conﬂict, listeners will likely believe

the latter more.

The main areas of research within kinesics are eye contact, posture, touch,

gesture, and facial expression. Clothing is

often included within the kinesic purview

of research. Birdwhistell used slow-motion

ﬁlms of conversations to analyse kinesic

behaviour. He also borrowed extensively

from the science of linguistics to identify

and catalogue the basic kinemes. Birdwhistell was inﬂuenced by the ideas of

Margaret Mead and David Efron, especially the view that verbal and non-verbal

communication formed a seamless system

during face-to-face interaction, with one

inﬂuencing the other, words suggesting

or triggering body movements and, vice

versa, body signals triggering lexical

notions.

Marcel Danesi
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BLOCKBUSTERS

[See also: Cinema; Cinema Genres; Cinema History]



The blockbuster ﬁlm functions much in

the same frustratingly complex yet simple

way that ﬁlm genres work. The blockbuster

ﬁlm is easy to recognize, has obvious hallmarks, and yet, when attempts are made to

deﬁne it, has proven consistently slippery

and amorphous. It describes the very highest pinnacles of ﬁlmmaking achievement,

while it has simultaneously been accused

of representing the debased core of a capitalist ﬁlmmaking industry bent on annihilating the small and the aesthetically different with its media-saturating presence.

Blockbuster, therefore, is never a neutral

term. It is constantly bound up in debates

about political and cultural power, in arguments about technology and the meanings

of cinema; all the while, the blockbuster has

become a concurrently uncontested, simple

term used to describe the hit ﬁlms produced by Hollywood. This entry will try

to unpack some of these debates, to show

how the blockbuster has gained cultural

resonance and acceptance while also being

mobilized as a pejorative phrase.

The dissonance inherent in the concept

of the blockbuster has been recognized

by ﬁlm theorists. Thomas Schatz was one

of the earliest academic critics to attempt

to outline its meanings and signiﬁcance,

in an inﬂuential article titled ‘The New

Hollywood’ (1993). Schatz claims that

‘blockbuster hits are, for better or worse,

what the New Hollywood is all about’ (10),

stating that the single most signiﬁcant shift

between classical Hollywood and the postclassical era has been the emergence of a

new system of production based around

the blockbuster ﬁlm. He calls for a reconsideration of Hollywood as linked to a set

of blockbuster ﬁlm texts that marked industrial, economic, and cultural shifts that

had taken place in the wake of America’s

rapidly changing postwar cinema. Citing Steven Spielberg’s Jaws (1975), George

Lucas’s Star Wars (1977), and, perhaps



less obviously, Saturday Night Fever (1978)

as exemplars of this new trend, Schatz

proposes several kinds of newly emerging Hollywood ﬁlms. First, he cites the

‘prestige’ ﬁlm of the classical period of Hollywood cinema, paying due diligence to

the many massive hit ﬁlms of that period,

which, adjusted for inﬂation, still represent

some of Hollywood’s biggest successes.

However, Schatz then moves on to consider

the ‘calculated blockbuster,’ ﬁlms produced

by studios in the post-classical era using

the package unit system, with the intent to

create phenomenal hits. Schatz then talks of

Jaws and Star Wars as ‘super-blockbusters’

backed by newly emerging star directors.

In ‘The New Hollywood,’ then, Schatz begins to create a hierarchical language of the

blockbuster, one which delineates patterns

within blockbuster ﬁlm production and

reception, and which attempts to form an

elastic vocabulary with which to describe

the blockbuster and related contemporary

ﬁlm phenomena. Such an elastic vocabulary is vital because not every calculated

blockbuster succeeds: for every Titanic

(1997) there are several ﬁlms like Cutthroat

Island (1995).

More recently, several theorists have attempted to outline and discuss the ramiﬁcations of blockbuster culture. Among them

are two diverging conceptualizations that

provide a sense of the breadth of blockbuster ﬁlm studies. Julian Stringer tackled

the work of deﬁning the blockbuster in his

edited collection titled Movie Blockbusters

(2003). In his detailed introduction to the

subject, and indeed to the difﬁculties of

deﬁning the blockbuster, Stringer proposes

a new, genre-based method for thinking about these ‘event movies’ (1), based

on James Naremore’s work on ﬁlm noir

(1998). He states that the blockbuster can be

thought of as ‘a loose, evolving system of

claims and counterclaims – or an inﬂuential

multifaceted idea – the blockbuster circulates diverse kinds of knowledge concerning titles deemed to be social events’ (3).

Despite his resistance to an absolute deﬁnition, however, Stringer does outline what



Blockbusters

he feels to be the key terms of the debate.

He cites ‘size’ – the blockbuster’s relative

enormity of scale – as its deﬁning feature,

with associated arguments in relation to

spectacle and money providing the basis

for what he perceives to be many of the

theories that rage around the success and

failure of these massive ﬁlms (3–8).

Stringer’s insistence on spectacle’s role

in the creation of blockbusters ties into

another theorist’s work on the subject.

Geoff King has produced two books on the

subject of the blockbuster (King 2000, 2002).

His ﬁrst, Spectacular Narratives: Hollywood in

the Age of the Blockbuster, deals exclusively

with the debate around spectacle as it relates to or negates ﬁlm narratives, while in

his second book, New Hollywood Cinema:

An Introduction, King posits two separate

versions of the ‘new’ Hollywood, one concerned with the language and commerce

of authorship and art cinema, and another

related to the production of blockbuster

ﬁlms. King makes a list in this second publication, providing another, more extended,

set of key blockbuster features. He cites

size, spectacle, expense, heavy promotion

and advertising, large numbers of ﬁlm

prints, large numbers of simultaneous exhibition venues, and the use of ‘pre-sold’

products like books that provide a pre-existing audience for blockbuster ﬁlms as integral to their status and calculated success

(King 2002: 50). In contrast to Stringer’s call

for a genre-studies-based approach to the

study of the blockbuster and its meanings,

both King and Schatz take a more economic

and historical approach.

Stringer’s approach, if applied using

newer theories of genre like Rick Altman’s

(1999) and Steve Neale’s (1993), may actually provide a more holistic set of understandings about what the blockbuster is

and means at any one time. For example, if

the blockbuster is analysed using Altman’s

conceptualization of genres as processes,

then it would be possible to trace the nature of the blockbuster in a given period

through the traces that it leaves behind.

Using the promotional, marketing, and
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reception materials heavily produced and

circulated around the release of blockbuster

ﬁlms, it becomes possible to concretize

some of the claims being made for how

they impact on culture. This closely relates

to the work of political economists and

reception theorists. For instance, in Global

Hollywood (2002), Toby Miller et al. offer a

version of screen theory with close ties to

political economy, and argue, surprisingly,

that Hollywood is not located in California,

but has become a sprawling global monolith. They say that ‘Hollywood’s “real”

location lies in its division of labour’

(Miller et al. 2001: 3), thereby explaining

the existence of ‘Hollywood’ blockbuster

productions in, among other places, Australia, New Zealand, Prague, and England.

By arguing that blockbuster ﬁlmmaking is

a global concern, and tracking the traces

of Hollywood’s productions to prove their

point, Miller et al. are able to explain some

of the reasons why blockbuster ﬁlms have

become a naturalized part of so many cultures around the globe.

Likewise, Eileen Meehan (1991) and

Marsha Kinder (1991) have provided excellent methodologies for understanding

blockbuster ﬁlms through their trace materials. Meehan and Kinder both argue for an

understanding of ﬁlms that sees them not

as simple texts, but as central concepts in

sprawling intertexts: a network of disparate

texts connected along an interconnected

relay that projects back to a central idea. As

Meehan so neatly illustrates, blockbuster

ﬁlms are usually the product of multinational conglomerate companies looking to

maximize the exposure and proﬁt-making

potential of their products. Thus there are

usually tens if not hundreds of ancillary

products related to the release of any blockbuster ﬁlm, from things closely linked to

the original ﬁlm text like DVDs or novelizations, to more abstractly branded goods

like Lord of the Rings (2001–3) lunchboxes

and Batman: The Dark Knight Rises (2012)

lava lamps. This situation has been complicated by the emergence of the internet and

DVD in recent years, making the borders
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between sales regions for ancillary products increasingly porous. Likewise, Hollywood’s responses to the challenges presented by the internet have been discussed

by Miller et al. (2001). In reference to Star

Wars: The Phantom Menace (1999), they report that ‘digital piracy’s shadow politics of

distribution honoured The Phantom Menace

as the ﬁrst feature to be downloaded illegally in the UK from servers in Eastern Europe’ and further that illicit ‘versions of the

ﬁlm were available in Malaysia two days

after its 19 May 1999 release in America’

(136). As geo-linguistic boundaries become

ever easier to cross, more and more blockbuster-related goods are being made available to the global audience, legally and

otherwise. This border crossing has serious

implications for the contemporary blockbuster, making it more legitimate to discuss

them as global phenomena, while simultaneously signalling attempts by Hollywood

to control the circulation of its products as

negative or culturally imperialistic.

Contemporary blockbusters are, then,

much more than ﬁlm texts; they are often

global phenomena. But being vastly proﬁtable and consumed globally does not mean

that blockbusters are risk-free ventures, or

that they are somehow culturally neutral.

Many calculated blockbusters are reported

to have ‘disappointing’ box ofﬁce results,

or to be ‘underperforming’ ﬁlms. With the

average budget for blockbusters, before

marketing costs, creeping above $100–$200

million in the past several years alone,

the stakes for blockbuster productions

are incredibly high. To offset such risks,

studios tend to do one of several things.

First, there is franchising, a phenomenon

which has massively increased since 2000.

The summer of 2007 alone might be termed

the summer of trilogies, with the Pirates of

the Caribbean, Spiderman, Shrek, and Bourne

franchises receiving third episodes at cinemas. I use the term ‘episodes’ advisedly, as

recent years have seen not just the release

of sequels, but of planned triple (or more)

ﬁlm story arcs being released and ﬁlmed.

Examples of this include not only the Lord



of the Rings trilogy, but also the Harry Potter

series of ﬁlms and the Matrix trilogy, which

all proclaim themselves as planned series

of ﬁlms, not as afterthought sequels produced in the wake of initial success. These

sequels help studios not only to offset the

massive budgets for the contemporary

blockbuster, but also to capitalize on and

extend the phenomenal status that such

ﬁlms garner.

Many of these franchises also have what

Thomas Austin (2002) and others refer to

as ‘urtexts,’ or pre-sold products attached

to their releases. While such urtexts have

typically been books and earlier versions of

the same ﬁlm, as in the case of Bram Stoker’s

Dracula (1992), the urtext would seem to

have been expanding since the mid-1980s.

It now encompasses video games (though

these have not, on the whole, been very

successful; examples include Lara Croft

Tomb Raider [2001] and Doom [2005]), comic

book adaptations (the X-Men, Batman, and

Superman franchises, for example), and

other pre-existing multimedia franchises

that started not as ﬁlms, but as other textual forms. A good example of an urtext that

falls somewhere between the traditional

and contemporary categories would be the

Harry Potter franchise. Famously beginning

as a series of novels by J.K. Rowling, the

Harry Potter intertext now boasts not just

blockbuster ﬁlms produced in its likeness,

but also multiple studio ‘tours’ and theme

park rides, in addition to copious merchandising based both on the books and the

ﬁlms, making Harry Potter an iconic intertext and a massive global phenomenon.

Unlike Harry Potter, some ﬁlms mask

their blockbuster status. Steve Neale writes

that ‘largely unnoted, meanwhile, at least

in ﬁlm studies, the animated blockbuster

feature has, in its own speciﬁc and particular way, helped revive not just the

biblical epic … but, in ﬁlms such as Beauty

and the Beast (1991) … the traditions of the

Broadway-oriented musical as well’ (Neale

2003: 54). In the promotional materials for

Disney’s animated features, references to

them as blockbusters are rare, despite the
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fact that some of the largest box ofﬁce successes of the past twenty-plus years have

been generated by Disney and its corporate

partner Pixar (Wasko 2001). It is here that

the negative readings of the label blockbuster can be most readily seen. After all, if

the term was positive or even neutral, then

why would Disney, itself a multimedia

conglomerate with proﬁt margins at stake,

try to avoid the label? The commercial

implications of the term, its links to size,

money, and acquisitive commercialism, are

all, potentially at least, at odds with the

family market for these ﬁlms, whose child

audiences then tend to be served by ﬁlms

seeking association with innocence and

‘magic’ (Bazalgette and Buckingham 1995).

It is not, therefore, just ﬁlm studies that has

failed to note the animated blockbuster:

the label has been actively shunned by the

industry itself (at least until the arrival of

DreamWorks’ star-laden Shrek in 2001). The

animated blockbuster is a good example of

how many, from the ﬁlm industry through

to its commentators, avoid the concept,

even when making or reporting on some of

Hollywood’s most successful ﬁlms.

Mobile, contested, disavowed, and

yet easily understood and applied, the

blockbuster continues to provide fruitful

ground for attempts to understand the

work of Hollywood. However, this globally

understood phenomenon reaches further

than Hollywood’s ﬁlms. In recent years,

national cinemas have begun to produce

their own answers to the Hollywood blockbuster phenomenon, creating what might

be thought of as domestic blockbusters

(Berry 2003). In Japan, for instance, Studio

Ghibli’s ﬁlms regularly match Hollywood’s

ﬁlms dollar for dollar in their home market. Moreover, there are some countries

where Hollywood’s movies have failed to

penetrate, such as in India, where the most

popular ﬁlms by far remain those produced

domestically in the Hindi language. The

blockbuster is not just a contested term,

then; it is a contested set of phenomena that

the global market for ﬁlm is attempting to

answer. As Hollywood has been seeking
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newness in franchising, other cinema industries have been responding. Therefore,

while we are currently seeing the age of

what might be termed the serialized blockbuster – the multi-ﬁlm blockbuster that

spans its stories across multiple releases

and years, basically pricing other nations

out of the blockbuster ﬁlm market – we are

also seeing the rise of the domestic blockbuster, especially in geo-linguistic markets

where English is not the ﬁrst language.

While the blockbuster is a globally contested phenomenon, then, and while Hollywood retains a massive lead in the global

markets for ﬁlm, the domestic blockbuster

may well be offering a new kind of grand

ﬁlm experience for audiences and a potential future challenge that Hollywood’s

blockbuster ﬁlms will have to meet.

Rayna Denison
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Blogs are a popular form of expression, but unlike conventional media that

distribute news or circulate information

and opinions, the people who create and

maintain blogs generally have no systematic institutional oversight. Although some

sites represent a political or ideologically

oriented group, bloggers are generally independent of commercial interests and consider their efforts to communicate freely to

be a part of a democratic exchange of ideas.

Independence from corporate and other

institutional controls is a reoccurring theme

that is valued among bloggers. Authors

and respondents can express any ideas or

beliefs without necessarily substantiating

what they say or providing evidence of any

kind. Because of the nature of the internet,

bloggers have a potential to exploit the

interactive capacities and intimate qualities of communication made possible with

multiple individual computer users. It is as

if there was a large anonymous group assembled in a hall with a principle moderator and no immediate time constraints. As

Landow (2007: 77–8) writes:



BLOG

[See also: Blogging and the Blogosphere; Internet;

World Wide Web]



The term blog refers to a category of interactive texting that takes place using a website

on the internet. A blog might include a

personal diary or the written comments

of an individual focused on a particular

area of interest, and responses from readers expressing opinions or ideas about any

of a great variety of topics such as current

events, politics, or other specialized areas

of interest. The term ‘weblog’ was ﬁrst used

in 1997 and later shortened to blog (Ryssdal

2007). It was derived from an association

with the World Wide Web combined with

the conventional meaning of the word log,

referring to a detailed record of events like

those originally written by the captain of a

ship to chronicle the progress and signiﬁcant events occurring during a journey at

sea.



The Weblog, or blog, as it is commonly

known, is another new kind of discursive prose in digital form that makes

us rethink a genre that originally arose

when writing took the form of physical

marks on physical surfaces … Blogs take

the form of an online journal or diary

most commonly written by a single person, and, like paper journals and diaries,

they present the author’s words in dated

segments.

Eventually cashing in on the popularity of the blogosphere, journalists and large

mainstream media outlets began to imitate

blogs, and formerly independent bloggers saw the potential for proﬁt through

associations with mainstream media and

other commercial interests. The nature of

the medium provides a sense of intimacy,

a feeling of immediacy, and encourages

freedom of expression. Thus, others in the

blogosphere, including entrepreneurs with
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proﬁt motives, share the notion of an independent discursive space where internet

users can freely exchange ideas and opinions.

Even with the emerging presence of

proﬁteers in the blogosphere, there is still

a perception that blogs maintain an environment that supports free expression and

innovation. Time magazine chose ‘You,’ the

internet user, as ‘Person of the Year’ in 2006

for ‘seizing the reins of the global media,

for founding and framing the new digital

democracy, for working for nothing and

beating the pros at their own game’ (Poniewozik 2007: 174). Time was acknowledging

the popularity and signiﬁcance of the internet, its many interactive modes of mass

communication phenomena, and the large

number of people participating in ‘Youtubing, Facebooking, Twittering, chronicling

Your life and community, scrutinizing the

candidates and the media, videotaping

Yourself getting upset on behalf of Britney

Spears’ (174).

The term blogs is used inclusively to refer

to internet sites, weblinks, all of the writers,

and the discursive community that consider themselves an alternative to mainstream

media and conventional authorities. Even

as a forum for negotiation and argument,

blogs generally appeal to audiences who

share special interests, values, and beliefs.

Rather than requiring empirical evidence

or demonstrable expertise, popular consensus is effectively more authoritative than

veriﬁcation of data conﬁrmed by experts.

Links to other blogs or internet sites can

be referenced to reinforce ideas circulated

within the blogosphere without independent observation or veriﬁcation. Like other

cultural groups that share opinions and

beliefs, popular consensus about an idea

can be taken for its correctness according to

the internal logic of the blogosphere. Discussions and arguments circulate among

bloggers who negotiate and draw conclusions about the meanings of issues, events,

and ideas.

Elliot Gaines
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BLOGGING AND THE

BLOGOSPHERE

[See also: Blogs; Internet; World Wide Web]



Blogging is a term, coined between 1997 and

1999, that refers to involvement with blogs,

especially writing and using them for various purposes on a website. Blogging is

now a major form of writing, replacing,

in some cases, the traditional print article.

The earliest blogs originated in the online

discussion or chat groups of the early internet, some of which reach as far back as

the 1970s (including such online services

as bulletin board systems). Some blogs resemble magazines, complete with graphics,

photos, audiovisual supports, and so on.

Others are simple textual compositions. It

is estimated that today there are more than

100 million bogs worldwide. They cover

the entire gamut of human interest, from

politics to cartoons.

Blogs have several advantages over print

articles. First and foremost, they reach a

broad (and potentially international) audience instantaneously and cheaply, whereas

print articles take more time to release and

entail many more costs to publish. Second,

blogs can be edited online and thus can

be updated continuously, while print articles need to be revised and republished

over a period of time. Third, blogs can be
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maintained permanently on websites and

indexed in any way one wishes (in the order in which they were written, according

to themes, and so on). Fourth, blogs can

easily include visual and audio material.

Fifth, feedback on blogs is rapid and farreaching, since most blogs allow for readers

to respond and leave comments on the site,

to which the blogger can reply. This has led

to the formation of blogging communities,

constituting what is called the blogosphere.

A collection of ‘local blogs’ is sometimes

called a bloghood. Comments are the basis

for the so-called trackback feature, which

transmits alerts to previous commentators.

In addition, permalinks allow users to comment on speciﬁc posts rather than on entire

blogs, and this, in turn, allows the blog to

create an archive of past posts.

Blogs have impacted signiﬁcantly on

the conduct of journalism and on writing

traditions generally, since they have democratized the process of publication. The

internet has made it possible for anyone to

establish a blog website and promote his or

her views freely. One no longer has to submit a piece of writing to an editorial process based on selection and preference variables, as is typically the case in the world

of traditional print culture. This means that

there is likely to be very little prepublication quality control. The value of a blog is

assessed by the inhabitants of the blogosphere, not by some editor or evaluator in

advance. In other words, it is up to the user,

not a ﬁltering agent or agency, to decide if

a blog has merit or not. In a way, this has

put the onus on writers to write honestly

and accurately, since their opinions and

facts can easily be checked on the internet

and discussed throughout the blogoshpere.

The blogosphere has also introduced a new

lexicon into everyday language (online

and ofﬂine). Words like ‘anyhoo,’ ‘dudely,’

‘sexbot,’ among others, originated on various blogs (Rodzvilla 2009).

Types of Blogs

Blogs are now divided into two main cat-



egories – according to theme and according

to content. A blog categorized according

to theme is often named accordingly; for

example, a blog focusing on art is called an

artlog, on videos vlog, on music MP3 blog, on

photography photoblog, and so on. The main

blogs classiﬁed according to content include:

• Personal blogs, which contain commentaries from individuals. These are essentially personal diaries, and it is from these

that the blog concept originally evolved.

Although most have a low readership,

some have risen to fame especially during political campaigns.

• Corporate blogs, which are blogs used for

corporate or business purposes, such as

the marketing of products and services.

• Question blogs, which are websites (often

maintained by experts, such as medical

doctors) to which questions can be submitted.

• Technical blogs, which are maintained

by researchers, scientists, and the like,

and usually sponsored by an institution

(such as university) or a publisher (such

as a scholarly journal).

• Genre blogs, which include writings on

the whole range of topics previously

covered by magazines, journals, and

other print publications. These include

political blogs, travel blogs, education

blogs, music blogs, legal blogs, among

many others.

The Blogosphere

There is little doubt that blogging has expanded the range of, and accessibility to,

purposeful writing. Many print journalists

and radio and TV commentators now have

blogs that both reproduce their original

print texts and allow for updating and immediate reader commentary. The rise of

the political blog to social importance is

evidenced by various events in the early

2000s. In one 2002 case, bloggers critiqued

comments made by U.S. Senate majority

leader Trent Lott at a party in honour of

Senator Strom Thurmond. Lott suggested
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that Thurmond would have made the ideal

president. The bloggers portrayed this as

implicit approval of racial segregation,

since Thurmond had seemingly promoted

segregation in his 1948 presidential campaign, as documents recovered by the bloggers showed. The mainstream media never

reported on this story until after the bloggers broke it. The end result was that Lott

stepped down as majority leader.

Given the increasing power of the blogosphere, it should come as no surprise to

ﬁnd that by 2004 politicians, governments,

and other social groups joined the blogosphere. Many claim that U.S. President

Barack Obama’s 2008 victory was largely

fuelled by enthusiastic bloggers constantly

putting forward his message about the

need for change.

Blogging has also made it possible for

those who previously would not have been

noticed by the mainstream media to garner

attention. It is a form of Freudian ‘id presentation,’ a way of being noticed. Authors

of books now have blogs to inform their

readership about various aspects of their

writing. A novelist, for example, might

maintain a blog to inform readers about

the background to the novel as well as to

ﬁeld questions from readers. Some have

even used the blog format to publish their

books, without going through a traditional

publishing house. There are now prizes for

the best blog-based book. In a phrase, the

blogosphere is fast replacing what Marshall

McLuhan called the ‘Gutenberg Galaxy.’

The latter had made writing the basis

on which societies evolved socially and

culturally, leading to the Enlightenment

and other critical print-based movements;

the evolutionary impulse associated with

writing is now being transferred more and

more to the blogosphere.

Marcel Danesi
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BODY LANGUAGE

[See also: Birdwhistell, Ray L.; Gesture; Kinesics;

Non-Verbal Communication; Proxemics]



Body language is often used as a synonym

for non-verbal communication. However,

unlike the latter designation, body language refers more speciﬁcally to the movements of the body or of bodily organs as

communicating agents in themselves, independent of the bodily movements accompanying vocal speech; non-verbal communication is the more general term covering

both autonomous and complementary (to

vocal speech) bodily communication. The

study of the latter comes more speciﬁcally under the rubric of kinesics. There is,

however, much overlap in the use of these

terms. Kinesics is more a branch of anthropology and semiotics, focusing on social

aspects of complementary non-verbal

communication, while body language

study is considered to be a branch of psychology that focuses on the relation between the body and unconscious systems

of thought.

Body language is an intrinsic part of

face-to-face communication. Human beings communicate over two-thirds of their

messages through the body, producing

up to 700,000 body-based signs, of which

1,000 are postures, 5,000 hand gestures,

and 250,000 facial expressions (Morris et al.

1979). The body is clearly a primary system
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of human communication. Body signals can

be innate and involuntary (ﬂushing), acquired in cultural settings (the thumbs-up

gesture), or a mixture of the two (winking).



ance and sexual attractiveness by dilating

their pupils.



Eye Contact



Across the world, posture (mainly unconscious) communicates a large amount of information about identity, gender, class, and

moods, and plays a critical role in interpersonal relationships. Posture can be broken

down into a series of speciﬁc movements

and poses. As in the case of eye contact,

there appear to be both universal postures

as well as culture-based differences. Below

is a list of some universal posture forms.



Psychological research on eye contact patterns has found considerable variation

across cultures. The duration and pattern

(looking into the eyes, looking down or

up, and so on) of the contact convey what

kinds of social relationships people have to

each other and provide more general information on the nature of human relations

in a speciﬁc culture. Southern Europeans

tend to look into each other’s eyes during

conversation more than North Americans;

males do not look into female eyes unless

they are married or members of the same

family in various non-European cultures.

Some patterns convey speciﬁc cultural

meanings. For example, gazing indicates

sexual wonder, fascination, awe, or admiration depending on culture; staring

communicates sexual curiosity, boldness,

insolence, or stupidity, again depending

on social context and culture. Some patterns appear to be universal: for example,

across cultures staring is interpreted as a

challenge; ‘making eyes’ at someone is perceived as ﬂirtation or sexual interest; narrowing the eyelids communicates pensiveness, while bringing the eyebrows closer

to each other conveys thoughtfulness; raising them communicates surprise; and so

on.

Interestingly, it has been shown that

men are sexually attracted to women with

large pupils, which signal unconsciously a

strong and sexually tinged interest, as well

as making females look younger (Sebeok

1994). This would explain the cosmetic

vogue in central Europe during the 1920s

and 1930s of using a crystalline alkaloid

eyedrop liquid derived from the chemical

known colloquially as belladonna (‘beautiful

woman’ in Italian). The women of the day

bought the liquid because they believed

that it would enhance their facial appear-
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(1) Slumped posture = low spirits

(2) Erect posture = high spirits, energy, and

conﬁdence

(3) Leaning forward posture = open and

interested behaviour

(4) Leaning away posture = defensive or

disinterested behaviour

(5) Crossed arms = defensive behaviour

(6) Uncrossed arms = willingness to listen

Posture is a prominent feature in courtship displays, which may look comical or

absurd to outsiders, but which constitute

crucial modes of communication at key

stages in the symbolic expression of sexual

maturation to the members of a society or

group. ‘Sexual posing’ makes sense only if

the appropriate physical and social symbols and practices are present during courtship or ﬂirtation. While such posing may

be residues of ancient animal mechanisms,

as some suggest, the great diversity that is

evident in courtship across cultures implies

that it is not a mere contemporary version

of instinctual mating behaviour. Rather,

sexual postures are shaped in large part by

human notions of gender and romance and

are, therefore, constantly inclined to change

(Synnot 1993). In the human species, courtship is not only a reﬂex of biology, but also

a product of history and tradition. It is the

outcome of nature and culture cooperating

in a type of partnership that is found nowhere else in the animal realm.



Body Language

Touch

The study of touch constitutes its own subﬁeld of body language study called haptics.

A common haptic pattern is ‘handshaking.’ The zoologist Desmond Morris (1969)

claims that the Western form may have

started as a way to show that neither person was holding a weapon. It thus was constructed as a ‘tie sign’ because of the bond

of trust it was designed to create. Throughout the centuries, it morphed into a symbol

of equality and fairness, being used to seal

agreements of all kinds. Indeed, refusing to

shake someone’s outstretched hand is still

interpreted as a ‘counter-sign’ indicating a

challenge or an act of deﬁance. Handshaking reveals a high degree of cross-cultural

variation. People squeeze the hand (as

Europeans and North Americans do),

shake the other’s hand with both hands,

shake the hand and then pat each other’s

back, lean forward or stand straight while

shaking, and so on. Other haptic patterns

include patting someone on the arm, shoulder, or back to indicate agreement or to

give a compliment; linking arms to indicate

companionship; putting one’s arm around

the shoulder to indicate friendship or intimacy; holding hands with family members

or a lover to express intimacy; hugging to

convey happiness at seeing a friend or a

family member.

Such variation may have a basis in

culture-speciﬁc perceptions of the body

and the skin. Some people perceive the skin

to be a surface ‘sheath.’ Others perceive

the body as a ‘container’ of the human

soul and thus think of themselves as being

‘contained’ behind their skin. The zones

of privacy that deﬁne self-space in these

cultures, therefore, include the clothes that

cover the skin. Others feel instead that the

self is located down within the body shell,

resulting in a totally different perception of

haptic behaviours. People in such cultures

are in general more tolerant of crowds, of

noise levels, of touching, of eye contact,

and of body odours than are most North

Americans.
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One haptic behaviour that is shrouded in

evolutionary mystery is osculation, known

more commonly as kissing. When the lips

of adult people touch, the kissing act is

perceived normally as a romantic and/

or erotic one. But not all kissing is sexual.

Kissing other parts of the face, such as the

forehead, the head, and the cheeks can be

a way of showing affection to children,

friends, or pets. Sexual kissing, however,

is particularly interesting as an evolutionary and cultural phenomenon. Although

it is not universal, it seems to be based on

a common experience – the breast-sucking

action of infants, implying vulnerability,

closeness, and sensuality. Kissing is not

common in traditional courtship within

China or Japan; and it is completely unknown in many traditional African societies. Inuit and Laplander societies are more

inclined to rub noses than to kiss to engage

in sexual foreplay.

Gesture

Gesture is the use of the hands, the arms,

and to a lesser extent, the head for communicative purposes. Although there are

cross-cultural similarities in gesture, substantial culture-speciﬁc differences also

exist both in the extent to which gesture is

used and in the interpretations given to its

uses. The head gestures for ‘yes’ and ‘no’

used in the Balkans seem inverted to other

Europeans. In 1979, Desmond Morris and

several colleagues at Oxford University

examined twenty gesture forms in forty

different areas of Europe, discovering that

many of these had variable meanings,

depending on culture – a tap on the side

of the head could indicate completely opposite things, such as ‘stupidity’ or ‘intelligence,’ depending on where it is used.

Gesture is also found in non-human primates. Chimpanzees raise their arms in the

air to signal that they want to be groomed;

they stretch out their arms to beg or invite

courtship (Beaken 1996: 51). These are purposeful signals and are intended to be regulatory of the actions of other chimps. But
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the number of gestural forms that chimpanzees use is limited. Human gesturing,

on the other hand, is productive and varied. It can even be used as a substitute for

vocal language, as is the case with the sign

languages used by the hearing-impaired.

And it can be used as an alternate mode

of communication, as is the case with the

hand languages used by religious groups

during periods of imposed silence, with the

gestures used by trafﬁc ofﬁcers, and with

the hand and arm code used by conductors

of orchestras.

Using the index ﬁnger to indicate where

things are in a place constitutes a universal

gesture. Many simulation gestures to represent the shape of objects are also universal. People around the world tend to use

both hands together moving in opposite

directions – clockwise (the right hand) and

counter-clockwise (the left hand) – to refer

to a round object.

Gestures accompanying vocal speech are

called gesticulants. In 1992, David McNeill

videotaped a large number of people as

they spoke, gathering a substantial amount

of video data on gesticulant structure and

use. His ﬁndings suggest that gesticulants

are unconscious manual forms that convey

important images that cannot be shown

overtly in the substance of vocal speech, as

well as images of what the speaker is thinking about. Vocal speech and gesticulation,

thus, constitute a single integrated communication system in which both cooperate to express the person’s intentions and

thoughts. Some gesticulants bear a close

resemblance to the referent or referential

domain of an utterance: for example, when

describing a scene from a story in which a

character bends a tree back to the ground,

a speaker might pretend to grip something

and pull it back. Some resemble the beating

of musical tempos, with the hand moving along with the rhythmic pulsation of

speech in the form of a simple ﬂick of the

hand or ﬁngers up and down, or back and

forth. McNeill’s work gives us a good idea

as to how gesture and language complement each other in human communication.



As Frutiger (1989: 112) has also observed,

accompanying gesture forms reveal an

inner need to support what one is saying

orally: ‘If on a beach, for example, we can

hardly resist drawing with the ﬁnger on the

smooth surface of the sand as a means of

clarifying what we are talking about.’

McNeill’s gesticulant categories are actually subtypes of the more generic category

of gesture called an illustrator by researchers (Ekman and Friesen 1975):

1. Illustrators: These literally illustrate vocal utterances. Examples are the circular

hand movements when talking of a

circle; moving the hands far apart when

talking of something large; moving both

the head and hands in an upward direction when saying Let’s go up.

2. Emblems: These directly translate words

or phrases. Examples are the Okay sign,

the Come here sign, the hitchhiking sign,

waving, and obscene gestures.

3. Affect displays: These communicate emotional meaning. Examples are the typical

hand movements that accompany states

and expressions of happiness, surprise,

fear, anger, sadness, contempt, disgust,

and so on

4. Regulators: These monitor, maintain, or

control the speech of someone else. Examples include the hand movements for

Keep going, Slow down, What else happened?

5. Adaptors: These are used to satisfy some

need. Examples include scratching one’s

head when puzzled, rubbing one’s forehead when worried, and so on.

Some societies have developed complementary ‘gesture languages,’ which share

many features with vocal languages. A

well-known example is the one used by the

Plains people of North America as a means

of communication between tribes with different vocal languages. In inter-tribal communication, speciﬁcally developed manual

gestures are used to represent things in

nature, ideas, emotions, and sensations,

along with other referents of mutual importance to the tribes in contact. For example,
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the gesture for a white person is made by

drawing the ﬁngers across the forehead,

indicating a hat; the sensation of cold is indicated by a shivering motion of the hands

in front of the body; and the same sign is

used for ‘winter’ and for ‘year.’ The gesture

language is so elaborate that a detailed

conversation is possible using the gestures

alone (Mallery 1972).

Gestures may also be used for symbolic

and ritualistic purposes. In Christianity the

‘sign of the cross’ aims to recreate the cruciﬁxion; in Buddhism, the Mudras are used

during ceremonies involving meditation.

The ‘devil’s hand,’ with the index and little

ﬁnger raised belongs to the domain of superstition, symbolizing, in some cultures, a

horned ﬁgure intended to ward off the evil

eye and in others a sign of ‘cuckoldry.’

Facial Expression

In 1963, psychologist Paul Ekman founded

the Human Interaction Laboratory in the

Department of Psychiatry at the University

of California at San Francisco for the purpose of studying facial expression. Over the

years, Ekman and his team have identiﬁed

certain facial expressions as universal signs

of speciﬁc emotions (Ekman 1980, 1982,

1985, 2003; Ekman and Friesen 1975), breaking them down into characteristic components – eyebrow position, mouth movement or shape, and so on – which in various

combinations determine the meaning of the

expression. Many expressions, however,

are culture-speciﬁc and thus part of learned

behaviour. For example, staring into the

eyes during face-to-face conversation is

common in some cultures, but not in others.

In Western culture, staring into someone’s

eyes during normal (neutral) conversation

would be interpreted negatively or in nonneutral terms, since it is perceived as being

connected with certain emotional states

(romance, anger, for instance).

The Body as a ‘Lie Detector’ System

Unconscious or unwitting body signals
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reveal what a person is thinking: it is impossible for the body to lie (in a sense).

The reason for this is that an incongruence

would result in the use of body signals as

one speaks, alerting an interlocutor that

something suspicious is going on. For

example, open palms are associated with

honesty, but when a faker holds the palms

out and smiles as he/she tells a lie, the

incongruence of the gesture gives him/her

away instantly. The pupils may contract,

one eyebrow may lift, and the corner of the

mouth may twitch. These signals combine

to give a sense of contradiction with what

the person is saying. The result is that one

tends not to believe what is being said. Our

brains seem to register a kind of ‘tilt’ when

they perceive incongruence between vocal

and body language.

Nevertheless, there are many people,

such as actors, who train their bodies to

give the impression that they are telling the

truth, counteracting its natural instincts.

Such people use their faces more often

than other parts of the body, with smiles,

nods, and winks as strategies to cover up

lies. But even in the case of expert liars,

the body signals ultimately tell the truth,

even though the incongruence is harder

to detect. A simple conﬁrmation of this is

to tell a deliberate lie, making a conscious

effort to suppress body gestures while in

full view of another person. It is practically

impossible to stop the body from sending

out contradictory signals. It is easier to lie

in writing or on the phone.

Hand-to-Face Gestures

When a child tells a lie, he or she will instinctively cover the mouth with one or

both hands immediately afterwards. This

gesture is used, unwittingly, later in life

in various forms and to various degrees.

Often the adult pulls the hand away at the

last moment, touching the nose instead.

The latter gesture is more sophisticated and

less obvious, but it still reveals mendacity.

Another common gesture is the ‘mouth

guard,’ with the hand concealing the
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mouth and the thumb pressing against

the cheek as the brain instructs the hands

to suppress the deceitful words that are

being said. Sometimes the gesture may involve only several ﬁngers over the mouth

or even a closed ﬁst. Some people try to

disguise this gesture with a false cough.

Sophisticated versions of this gesture are

the nose, eye, and ear touch gestures. The

ﬁrst consists of several light rubs below the

nose, the second of a rubbing motion just

below the eye, and the third of putting the

hand over the ear. Similar signals of deceit

are the neck scratch, with the index ﬁnger

scratching below the earlobe or on the side

of the neck, and the collar pull, whereby

the collar of a shirt is pulled away from the

neck by a ﬁnger or the entire hand.

Not all hand-to-face gestures imply deceit. For example:

• The ‘ﬁngers in the mouth’ gesture,

whereby the ﬁngers are placed in the

mouth, indicates that the person is under

pressure.

• The ‘hand on the cheek’ gesture, involving the hand to support the head, is a

sign that the person is bored.

• The ‘evaluation’ gesture, whereby a

closed hand is made to rest on the cheek,

often with the index ﬁnger pointing upwards, signals that the person is losing

interest but nevertheless wants to appear

interested for the sake of courtesy.

• The ‘chin-stroking’ gesture, whereby one

hand moves to the chin and strokes it, is

a sign that the person is making a decision.



to the other person, saying something like

‘to be perfectly honest’ or ‘to be open with

you.’ When someone hides his/her palms

(usually behind the back), as children do

conspicuously when they are lying, the

person is trying to hide something or is not

being open about something. If one tries to

lie and hold the palms out, the body’s lie

detector system kicks in and an incongruence becomes visible. Most people ﬁnd it

difﬁcult, if not impossible, to lie with their

palms exposed.

Handshaking is a form of ‘palm gesturing.’ It can also be read to understand

various cues during interaction: (1) taking

control, (2) surrendering control, and (3)

establishing equality. The ﬁrst one can be

seen when someone turns his/her hand so

that the palm faces down in relation to the

other person’s palm. It conveys the need

of the handshaker to take control of the

encounter. The second one is the reverse

gesture, manifesting itself when someone

offers his/her hand with the palm facing

upwards. This signals that he/she wants to

give the other person control or make him/

her feel that he/she should have control of

the situation. The third pattern arises when

two dominant people vie for control of the

situation. It unfolds as a vice-like tug with

both palms remaining in a vertical position as each person transmits a feeling of

respect and rapport to the other.

There are various versions and subtypes

of the above handshakes, known with such

self-explanatory names as the ‘knuckle

grinder,’ the ‘stiff-arm thrust,’ the ‘ﬁngertip

grab,’ and the ‘arm pull.’ These convey attitude at different stages of an interaction.



Palm and Handshaking Gestures

Hand and Arm Gestures

The open palm is associated universally

with truth, honesty, allegiance, and submission. This is why the right palm is held in

the air when someone is giving evidence in

a court of law as he/she holds the Bible in

the left hand.

Body language research has shown that

when people wish to be totally honest or

open they will hold one or both palms out



Rubbing the palms together is a way of

communicating positive expectation. This

is why someone who throws a pair of dice

in gambling rubs his or her hands ﬁrst

in expectation. It is also the reason why

a master of ceremonies tends to rub his/

her palms as he/she says to the audience

‘We have been looking forward to our next
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speaker.’ The speed at which a person rubs

the hands signals the degree of expectation

he/she brings to the situation – the greater

the rubbing the more the expectation. Incidentally, rubbing the thumb against the

ﬁngertips, palm, or index ﬁnger commonly

signals money expectancy. Salespeople use

it with their customers when they say ‘I can

save you some money today.’

Clenching the hands together in a central,

raised, or lowered position (depending on

whether the person is standing or sitting)

is a conﬁdence gesture. But it can also be a

frustration gesture if the clenching is robust

to the point of turning the knuckles white.

‘Steepling’ is the term used by Birdwhistell (1952) to indicate touching the

ﬁngers together to form a ‘steeple.’ The

steeple form can be raised or lowered depending on the body’s orientation, but it

invariably communicates conﬁdence and

authority. It is a kind of ‘know-it-all’ gesture used commonly by people in authority

or who wish to convey control. The raised

steeple is used when the steepler is doing

the talking and the lowered one when he/

she is listening.

Gripping the hands, arms, and wrists

behind the body often conveys a desire

to establish superiority with respect to an

interlocutor or gain conﬁdence in a difﬁcult situation. The palm-in-palm gesture

(behind the back) is the most common of

the gripping gestures and should not be

confused with the wrist-gripping gesture,

which is a signal of frustration or an attempt at self-control. One hand grips the

other wrist or arm as if to prevent it from

striking out. The further the hand is moved

up the arm, the angrier the person is likely

to be.

Thumb displays – with the other ﬁngers

in a pocket or under a jacket lapel, and the

thumbs protruding out – are used typically

to communicate conﬁdence, domination,

superiority, and even aggression. These

become most obvious when the person

sends out a contradictory verbal message.

When a lawyer turns to a jury and says ‘In

my humble opinion …’ as he/she displays
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the thumbs, tilting back the head, the effect

on the jury attends to be counteractive one

– making the jury feel that the lawyer may

be insincere or pompous. To appear sincere,

the lawyer might approach the jury with

one foot forward, an open palm display,

and a slight stoop. These are felt typically

as conveying humility and honesty.

Folding the arms generally implies that

the person has negative thoughts about the

speaker and is thus paying less attention to

what he/she is saying. Folding both arms

together typically undergirds an attempt

to hide from an unfavourable situation. It

is also a negative sign in some situations,

indicating that the person disagrees with

what an interlocutor is saying. If the arms

are gripped tightly it reveals a negative but

restrained attitude. A variant of this sign

is the partial arm gesture, with one hand

holding the other near or at the elbow. This

is perceived to show lack of self-conﬁdence

or humility. It is used typically by someone

about to receive an award.

Head and Eye Signals

The two most common head movements

are the nod and the shake. In Western

culture, the former is a positive gesture

indicating agreement and the latter a negative one indicating disagreement. The

head position is also indicative of speciﬁc

meanings:

• The ‘head up’ position (with the head

remaining still) is assumed by the person

who has a neutral attitude about what

he/she is hearing.

• The ‘head tilt’ position reveals, instead,

that the person is interested in what is

being said and/or in who is speaking.

• The ‘head down’ position signals a negative or judgmental attitude.

• The ‘hands behind the head’ position

conveys conﬁdence and authority.

Other Kinds of Signals

Eye signals are among the most revealing
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of all body signals because the eyes are a

focal point on the face and because the pupils work independently of all other communication systems operating during interaction. The dilated pupil indicates erotic

or sexual interest, and also enhances attractiveness. When a person is being dishonest

or is holding back information, his/her

eyes meet the other’s eyes less than onethird of the time. When they meet more

than two-thirds, the underlying message

is either that he/she ﬁnds the other attractive (with the pupils dilating) or that he/

she is hostile to him/her (with the pupils

constricting). A good rapport with another

person, therefore, entails a gaze that lasts a

period between these two extremes.

Body language is a complex system

of signals with a multitude of forms and

meanings. Many are universal; but just

as many are culture-speciﬁc. The sounds

made by the body (sneezing, coughing,

burping, and so on), the ﬂuids that issue

forth from it, the eye patterns that are used

when speaking, the kinds of touching routines humans utilize during discourse, the

facial expressions used to convey feelings,

and the kinds of gestures and gesticulations that are found throughout the world

are all interpreted as signiﬁers of speciﬁc

meanings.

Discoveries in neuroscience have shown

that non-verbal signs are produced and

processed differently from words. Spoken

language is processed in the cerebral cortex, a more developed area of the brain

that is unique to human beings. In contrast,

non-verbal cues are processed in lower,

more primitive areas such as the limbic system. This is perhaps why we often produce

and receive non-verbal cues without being

consciously aware of doing so.

Marcel Danesi
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become more sophisticated. At the time,

the codex (Latin for wooden tablet for writing) became the medium for the production of these forerunners of books. A codex

had a format much more similar to the

modern book because it consisted of sheets

bounded with rings, and with text on both

sides of a sheet. Few people were literate, and the ability to read the codices was

largely conﬁned to monks in monasteries,

where copying these documents took place.

Monasteries were also the repositories for

collections of books called libraries.

The Chinese developed the process of

woodblock printing in the sixth century ce.

Five centuries later, they would develop

movable type for the printing of books.

In Europe in 1440, Johannes Gutenberg

(ca 1400–68) invented the printing press

with movable metal type, an invention

that would revolutionize the production of

books and facilitate their mass production.

The ﬁrst such book was the Bible, published in 1456. The ability to produce books

in mass quantity helped to increase literacy

by providing low-cost books to the public.

Book Form



BOOK

[See also: Books, History of; e-Book; Gutenberg Galaxy; Print Culture]



The word book derives from the Old English

boc, which comes from the Germanic root

*bok. What we now recognize as a book has

evolved over the past ﬁve millennia into its

present form through various events and

processes. Precursors of the modern book

include such cultural artefacts as the clay

tablets of Mesopotamia and the papyrus

scrolls of China, Egypt, Greece, Rome, and

other cultures. The latter were documents

copied by scribes, or produced via dictation. The paper scrolls used to produce

books, however, were subject to environmental deterioration including decay, water

damage, and so forth. By the fourth century

ce, the process of producing ‘books’ had



The book as we know it today is an assemblage of printed sheets consisting

most often of paper or parchment. It has

a cover that may be soft or hard. It has a

spine, which joins the front and back covers

where the pages are hinged with glue, or

with a type of string. In the case of hardback books, there may be an additional

cover called a dust jacket that contains

the title and author on the front and some

information about the content on the back

with statements of approval, called blurbs,

by well-known people (or institutions

such as newspapers) on the back. Inside

the book, there is often front matter that

includes the frontispiece, which is a decorative page that may appear opposite the title

page. Next, there is a copyright page, and

in some types of books a table of contents,

list of ﬁgures, list of tables, dedication,

acknowledgments, foreword, preface, in-
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troduction, the body of the text, and back

matter, which may include an appendix,

glossary, index, notes, bibliography, and a

colophon, or inscription at the back of the

book that describes production notes related to the speciﬁc text including a designer,

printing method, and so forth. Books may

vary in size. They may be quarto, which

means the book measures 11 to 13 inches

in height. The octavo, the size of most hard

covers today, may be as much as 9¾ inches

tall. The duodecimo may be up to 7¾ inches

tall.
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BOOKS, HISTORY OF

Electronic Books

In the late twentieth century, books took

on a new format, namely, the e-book, which

consists of digitalized characters that may

be transmitted electronically from a publisher via the internet (or some other digital

medium) to the consumer. This new format

requires the downloading of the virtual

book onto a computer. Recently, however, a

new electronic device for reading e-books,

called a reader, with the dimensions of a

book, and with clear and legible characters,

is available for purchase. This device can

store up to hundreds of books.

Whatever form they take, and in whatever medium they are produced, books

have served vital functions in human history. They preserve knowledge, functioning

as artiﬁcial memory systems, present new

ideas, provide recreation, and so on. Their

use of the written word and the manner

in which words are placed on pages has

conditioned human cognitive evolution

considerably. Reading leads to reﬂection

and a sense of objectivity. Literacy is essentially the ability to use books for various

purposes.

Frank Nuessel
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[See also: Book; e-Book; Gutenberg Galaxy; Print

Culture]



A book is a collection of sheets containing

verbal text, sometimes complemented with

illustrations, bound together. The forerunners of books were the ancient Mesopotamian clay tablets and scrolls of ancient

Egypt, Greece, and Rome. The Sumerians

and Egyptians introduced many of the

practices and conventions that are still used

today in book layout and production, such

as the use of a cover page with a title and

the author’s name placed on it. The Egyptian books were made typically of strips of

papyrus that could be unrolled. Papyrus

disintegrated in less than one hundred

years. So, by the fourth century ce, the rectangular codex was used in its place. This

was a ringed book consisting of wooden

tablets covered with wax. Papyrus books

were also gradually replaced by parchment

books, a longer-lasting material that also

cost less than papyrus. Until the invention of movable print technology, books

were reproduced by professional scribes

who copied a work manually. The scribes

developed modes of writing that are still in

use today – capital and small letters, a system for punctuation, and spaces between

words.

Types of Books

Although there seem to be many types of
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books, they are traditionally classiﬁed into

three categories:

• Trade books are books written for the

general public. These include novels,

biographies, current affairs books, doit-yourself books, cookbooks, travel

guides, and the like. They are distributed

through bookstores, book clubs, and online by sites such as Amazon.com.

• Educational books are the textbooks used

for instruction in schools. Educational

publishing houses often employ educators, professors, scholars, and other

experts to write the books. The books are

sold directly to buyers in school systems

or else are distributed mainly through

school and college bookstores. These are

also available online.

• Reference books include information-based

books such as dictionaries, encyclopedias, almanacs, and similar books. Most

reference book publishers use specialists

to write them. These books are also sold

primarily to libraries and to individuals

who want to have sources of information

available to them. Today, most reference

material is being published in electronic

form and is available on websites such as

Wikipedia, where the entries can be written by virtually anyone, not just experts.

Historical Sketch

There were very few books in the ancient

and medieval worlds. They were commissioned primarily by the literate aristocratic

and clerical minorities of society. This

meant, in essence, that books were produced chieﬂy by scholars and/or clerics

for other scholars or clerics and for rulers.

In the medieval period, books were reproduced by monks working in the scriptoria

(Latin for ‘writing rooms’) of monasteries

mainly for religious purposes. They were

made either with wooden covers fastened

with clasps or else bound in leather. Often

they were adorned with gems. Other kinds

of books were commissioned by a very

small part of the population that could



79



afford them and that knew how to read.

Books thus remained mainly the privilege

of the few until the late 1400s.

In the ﬁfteenth century, two developments came forward that made it possible

to break away from this pattern. One was

the cheap production of paper and the

other was the invention of the modern

printing press. The Chinese had already invented a mechanical printing system from

carved wood blocks in the sixth century ce;

they also invented movable type technology in the eleventh. The ﬁrst printed book,

called the Diamond Sutra, was produced

in 868 ce. Ink was spread on a block of

wood, and an impression created on paper.

The Koreans had invented metal movable

type in the fourteenth century. It was the

movable type technology that migrated

to Europe in the ﬁfteenth century. By the

middle part of that century the German

printer Johannes Gutenberg (ca 1400–68)

developed the ﬁrst modern movable type

system for printing books cheaply en

masse. Each alphabet letter was made with

a separate piece of metal, which could then

be used in any combination to produce

words mechanically and quickly. The ﬁrst

book printed using such technology was

the Bible in 1456, known appropriately as

the Gutenberg Bible. As a consequence of

making books cheap and broadly available, the new print technology created the

conditions for literacy to spread among the

general public, especially since it was believed that every believer should read the

Bible. The ﬁrst mass-produced books were

known as incunabula (Latin for ‘cradle’),

printed with large type resembling the

handwritten letters of the scribes.

Books became products of consumption

for a new mass market; and the emergence

of such a market led to the conceptualization of modern capitalism as a socio-economic model. New books emerged, written

not only for religious or scientiﬁc purposes,

but also more and more for public ediﬁcation and for diversion. By the time of the

Industrial Revolution vast numbers could

be published at a low cost, as printing and
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paper technologies became more efﬁcient.

The book had become an item of mass consumption. Venice became the ﬁrst centre

for producing and trading books in the late

1400s. Aldus Manutius founded the ﬁrst

modern publishing house, called Aldine

Press, in that city, a house that became

widely known for its beautiful editions

of Greek and Roman works published in

small, cheap volumes.

Books have always been perceived

as materials for storing knowledge. In

fact, shortly after the advent of papyrusproduced books libraries started sprouting

up everywhere in the ancient Middle East.

One of the largest and most important was

built in the third century bce by the Greeks

in Alexandria. By the second century ce

libraries started cropping up in many parts

of the world, leading to an upsurge in the

desire of all people to gain literacy and to

institutionalize advanced forms of learning. This led to the emergence of modern

universities in the late eleventh century.

With the spread of literacy came a concurrent need to organize knowledge – leading

to the invention of the encyclopedia. The

oldest encyclopedia is, actually, the Natural

History (79 ce) by Roman writer Pliny the

Elder (23–79 ce); the modern encyclopedia,

however, was largely the result of the Enlightenment. Book-producing technology

also provided the conditions for the creation of a mass market for books, leading

to the rise of ‘recreational reading’ in the

form of novels and other kinds of popular

books, such as almanacs. To this day, books

remain primary media for the preservation

and dissemination of knowledge, as well

as media for artistic expression and entertainment.

In America the ﬁrst printing press was

established by an English locksmith named

Stephen Daye in Cambridge, Massachusetts. Daye’s ﬁrst published book was the

Bay Psalm Book, in 1640. By the early nineteenth century, the market for books began

increasing enormously. Book production

expanded accordingly, especially after the

invention of Linotype, a process for setting



type mechanically, steam-powered printing machines, and efﬁcient papermaking

and bookbinding technologies. Paperback

books became popular in that era. By 1885,

a third of the paperback books published

were called dime novels, because they cost

10 cents. Penguin Books, founded in 1935,

became a world leader in paperback publishing, followed by Pocket Books, one of

the largest American publishers, in 1939.

Today, computers are used to set type for

books, radically changing the way books

are now being produced. Actually, computers themselves function as books, because

text and illustrations may be read on their

screens. Two novels by Stephen King, Riding the Bullet and The Plant were published

in 2000 on the internet, rather than in traditional print paper format. The internet

now also serves as a system for the sale

of e-books (electronic books). When a user

downloads an e-book to a special handheld device, or to a computer with special

software, the text appears as it would on a

printed page. Many social commentators

suggest, correctly, that the e-book is changing the way we are reading, writing, and

selling books in radical and permanent

ways. For one thing, more and more authors will likely be writing for Google than

for a traditional publisher. Cellphone novels are also becoming popular, as authors

circumvent the usual process of submitting

a manuscript to a publisher and simply put

out their works on a cellphone. The gatekeepers of literary quality are no longer the

publishers, but the marketplace of readers

themselves.

The Book in the Age of the Internet

The book will no longer be perceived by

subsequent generations as an intrinsic

documenter of history. This is because the

e-book can be modiﬁed at any point in time

and thus be perceived as being literally

‘timeless.’ Although an e-book’s timeline

can be tracked by computers, there will

likely be little interest in doing so. As a result, we are starting to lose the traditional
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sense of ‘textualized’ (book-based) history.

As writers and historians put out their

works on Facebook, Twitter, and other online venues, traditional notions of historical

documentation will continue to change

radically. In early 2008, Smashwords allowed anyone to publish their work online,

making the work available through online

sites such as Amazon and iBookstore.

Smashwords keeps a percentage of the

selling price, negotiated with the author,

who keeps the rest. Without a publisher’s

trademark, a book has to attract readers on

its own, and may not sell until the online

world decides that it is worth reading.

But then, who is reading online-produced

books? With millions of books available

why would a reader choose any one of

them, without the traditional gatekeeping

guarantee that traditional book publishing

offered? Questions such as these will be

playing themselves out in the near future

as book publishing migrates more to the

online world.

Human communication history seems

to be governed by three basic principles,

which can, for the sake of argument, be

called E-principles: economy, efﬁciency, effort.

Communication systems seem to develop,

ﬁrst and foremost, in economical ways. If

the grammar of a language is complex, as

Old English grammar was, then people

start to reduce its complexity to make it

more ‘economical.’ Modern English has

a much simpler grammar than Old English, relying more on syntax than on case

structure, for example, to deliver meaning.

Economy is the tendency of communication systems to compress forms so as to

save time and energy in creating texts and

delivering messages. Efﬁciency is how

languages make use of few resources to

cover large areas of meaning. For example, languages have a handful of terms

to refer to the many shades of colour that

Nature presents to the human eye. There

are potentially 13 million shades that could

be named by a language. But to make the

task more efﬁcient, languages have developed from two to around thirteen terms to
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encompass basic colour meanings. Without such efﬁciency, remembering colour

concepts would be an impracticable task.

Efﬁciency is related to memory capacity.

Economy and efﬁciency entail effort reduction, both in how we encode meanings and

how we communicate them.

It is obvious that all three principles are

operative on the internet. Books can be

stored economically and efﬁciently through

digitization. A lover of Shakespeare can

download all his works and read them in

any sequence desired – chronologically,

thematically, and so on – by simply clicking appropriate icons on a screen. Google’s

massive text-digitization project, which

aims to transfer library collections to the

online format, is another way to economize

on physical space storage of books and to

make access to them more efﬁcient. The

world’s massive print knowledge is now

available simply by clicking on one’s computer or other digital-downloading device.

Still, people are social beings. Going to

a bookstore seems to satisfy various social

needs. Bookstores now provide a social

environment for books, including the sale

of coffee and other social accoutrements.

Thus, like the movie theatre, which continues to thrive despite YouTube, DVDs,

and other ﬁlm-carrying devices, so too

the bookstore and print books will likely

continue to exist, at least in the immediate

future, because of their social value.

Marcel Danesi
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BRAND NAMES

[See also: Advertising; Branding; Logos]



A pivotal strategy in the process of communicating brand identity and placing

it successfully in the marketplace is the

coinage of appropriate names for products. Brand-naming is a stratagem designed

to convey conceptual images associated

with products through a suggestive name.

The practice emerged around 1880, when

some soap manufacturers started naming

their products so that they could be distinguished from similar ones in stores. Among

the ﬁrst brand names used were Ivory,

Pears, Sapolio, and Colgate. It is not known

which of these was ﬁrst. The Ivory brand

name goes back to 1882 and is considered

to be the oldest by most advertising historians. The modern concept of brand was

thus born. By simply coining descriptive or

colourful names for products, manufacturers quickly discovered that sales increased

signiﬁcantly. As social critic Naomi Klein

(2000: 6) aptly observes, brand-naming

became ‘a necessity of the machine age.’ In

some cases, the trademark itself was used

as the brand name for the product. Such

was the case with the Parker Pen – one of

the ﬁrst trademarks to be converted into a

brand name, in 1888.

A name turns a product into a symbol.

Brand names such as McDonald’s, Nike,

Apple, Body Shop, Calvin Klein, Levi’s,

and so forth have become symbols recognized by anyone living in a modern

consumerist society. Such recognition

would have been impossible if they were

simply called hamburgers, running shoes,

computers, and so on. The coinage of an

appropriate brand name is thus the ﬁrst

crucial step in embedding a product into



social consciousness as something larger

than itself. At a practical level, naming a

product has an identiﬁer function, allowing consumers to identify what particular

brand they may wish to purchase (or not).

But the name, being a word, generates images that go well beyond this simple function. Consider Gucci shoes. The name of

the manufacturer allows us to identify the

shoes as different from other shoe brands.

But it also assigns an aura of craftsmanship

and superior quality to the shoe product,

inducing us to grasp it unconsciously as the

‘work’ of a shoe artist (Giorgio Armani),

not just an assembly-line product for everyone to wear. Designer names evoke images

of clothes and shoes as objets d’art, rather

than mere clothing or footwear. But the

name must have pleasing qualities, otherwise it will work against such a perception.

For example, the New York designer Ralph

Lifshitz changed his name to Ralph Lauren,

because it was more pleasant-sounding

than his birth name. Similarly, Pietro Cardino altered his Italian name to Pierre Cardin

in order to give it a more appealing ‘French

sound.’

Brand-naming strategies fall into several

generic categories – manufacturer names,

ﬁctitious character names, descriptors, and

suggestive names (Danesi 2008). The manufacturer, or heritage, name, as just discussed,

imbues the product with connotations of

tradition and artistry, whereas products

named after a ﬁctitious character (Mr

Clean, Barbie, Betty Crocker) suggest speciﬁc qualities, such as cleanliness or idealized American womanhood. The descriptor

name is a word or phrase, such as Easy On,

Drip-Dry, Bug Off, Lestoil, Close-Up, or

Wet ’N Wash, that describes the product in

some way (for example, what the product

allows users to accomplish with it). It can

also be a toponym, identifying the geographical location of a product or of a company (American Bell, Western Union, etc.).

Some descriptor names relate to lifestyle

or some psychosocial trait. For example,

General Mills introduced a yogurt category

called Go-Gurt in 1998 for the ‘tween’
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market. With names such as Berry Blue

Blast and Rad Raspberry, the brand was

an instant hit with that market. To quote

Spiegel, Coffey, and Livingston (2004: 185):

‘The name, Go-Gurt, focuses on the idea

that this is yogurt you can eat “on the go,”

and “on the go” is expressed as tween activities – playing sports, skateboarding, and

playing music. The characters used on the

packaging are obviously tweens, not kids,

not teens, and not adults.’ Research shows

that the more meanings a name evokes for

the product’s target audience, the more

psychologically effective it is and the more

possibilities it offers to the advertiser for

creating truly effective advertising campaigns (Frankel 2004).

Suggestive names are those that symbolically evoke lifestyle and psychological

meanings. Consider the name of the Acura

car. It is, at a phonetic level, suggestive of

the word ‘accuracy.’ But its form is also

suggestive of how both Italian and Japanese words are constructed. The feminine

nouns in the former language end in -a

and certain Japanese words end in the sufﬁx -ura (tempura). The brand name thus

suggests, by extension, the stereotypically

perceived qualities of both cultures at once

– artistry and scientiﬁc precision.

The suggestion strategy can take many

forms. For example, using certain word

parts (such as sufﬁxes) might convey

scientiﬁc soundness. The brand names

Androgel and Viramax for Viagra products

are two examples. In both names, the ﬁrst

part (Andro- and Vir-) refers to various

gender attributes (androgyny and virility respectively), while the sufﬁxes evoke

scientiﬁc connotations. Some names are

suggestive of the qualities of nature – Aqua

Velva, Cascade, Irish Spring, Mountain

Dew, Surf, Tide, and so on. Others suggest

lifestyle preferences or needs. For example, car models are often named to suggest countryside escape, wild west living,

back-to-nature feelings, and so on – Dodge

Durango, Ford Escape, Ford Explorer, Jeep

Grand Cherokee, Jeep Renegade, Jeep

Wrangler, Mercury Mountaineer, and so on.
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Names constructed as hyperboles imply

superiority, excellence, the big picture, a

forward-looking attitude, and so on – Future Now, MaxiLight, Multicorp, PowerAde, SuperFresh, Superpower, UltraLite.

Some names intimate generalities or superiority – Advantage Plus, General Electric,

General Foods, General Mills, Okay Plus,

People’s Choice, Viewer’s Choice, etc. The

technique of combining parts of words is

also very common. For example, the endings -tastic (as in fantastic), -tacular (as spectacular), -licious (as in delicious), -rama (as

in panorama), among others, are common

(Cook 2004: 68): Kid-Tastic, Snack-Tastic,

Pet-tacular, Sports-tacular, Ice-A-Licious,

Carb-O-licious, Beef-a-rama, Stretch-ORama, and so forth.

Suggestive names are mnemonically

effective, because they link products to cultural symbolism and lifestyle. Cars named

after animals (Mustang, Jaguar, Cougar,

etc.) imply that automobiles have desirable

qualities – a Jaguar brings to mind a large

and powerful creature, a Cougar a fast

and exotic animal, and so on. A car model

named Park Avenue, on the other hand,

suggests an upscale lifestyle, one named

Cavalier nobility, Yukon exploration, Sonata classical sophistication, and so on. Brand

names reveal the essence of what brand

psychology is all about – creating effective

symbolism for the product. The names given to video games ﬁt in perfectly with the

appetite for adventure (Final Fantasy X),

play (PlayStation), intrigue and excitement

(Grand Theft Auto), free-for-alls (Melee),

and so on. These provide an actual proﬁle

of the prototypical (or stereotypical) gamer.

Brands named with alphabet and

number symbols, or with acronyms, are

now common: X-Factor, Toyota XR Matrix,

iPod, X-Stick, XBox, PS3, Wii, and so on.

These suggest ‘techno-savvy,’ tapping into

a ‘text-messaging’ style of writing words

that is in step with the time. Examples

include: 2BFree (clothes), 4 Ever Nails,

XM4Home (radio system), C-Thru-U Beautifying Sheer Tint, E Z Taxi, Spex Appeal,

Xylocaine, Glam Gurlz, Hotpak, Minds@
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Work (digital equipment) (Frankel 2004:

106–7; Cook 2004). Actually, this strategy

was used long before the advent of the

internet. Products such as Cheez Whiz,

Spic ’N Span, Wheetabix, Kool cigarettes,

and others were named in a similar way.

Brand names such as Pret-O-Lite, U All

Kno After Dinner Mints, Phiteezi Shoes,

and U-Rub-IN actually go back to the 1920s

(Cook 2004: 44). It seems to have always

been a pattern within modern culture. Rock

and rap musicians, for example, have typically used it to name themselves – Guns N

Roses, Snoop Dogg, Salt N Pepa, etc.

The integration between brand-naming

style and pop culture is part of the larger

phenomenon known as branding. It is a

phenomenon that came into full force in

the 1920s. In 1929, for instance, the Disney

Corporation permitted Mickey Mouse to

be reproduced on school slates, knowing

full well that this simple strategy would

integrate the symbol of the Disney Corporation, and thus the corporation itself,

into children’s consciousness. In the 1930s,

the Mickey Mouse brand name and logo

were licensed with huge success. In 1955

The Mickey Mouse Club premiered on U.S.

network television, further transforming

the corporate brand into a symbol of childhood. As this example shows, the idea is

to get a brand to become integrated with

spectacles (movies, TV programs, etc.) and

trends generally.

Marcel Danesi
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BRANDING

[See also: Advertising; Brand Names; Logos]



Branding is a term used to refer to the

marketing strategy of integrating brands

into mainstream popular culture, by featuring them conspicuously in entertainment

spectacles, sports events, movies, and so

on. In 1982, for instance, Reese’s Pieces

were shown clearly in the movie E.T. – the

ﬁrst time any product could be identiﬁed

as a speciﬁc brand in the script of a ﬁlm.

A year later, in 1983, Tom Cruise was seen

donning a pair of Wayfarers (Rayburn

sunglasses) in Risky Business. Sales for both

products exceeded all expectations. Since

then, products can be seen prominently in

movies and TV programs, from recognizable car makes in James Bond movies to

Macintosh computers in TV crime dramas.

The Revlon Company paid for close-up

shots of its products in the TV soap opera,

All My Children in the early 2000s.

The showcasing of brands in different

media is known more speciﬁcally as placement. The aim of this strategy is not just

to get the product to be noticed by a large

audience, but more importantly, to get it to

become part of the script. To get a sense of

how common (and extensive) this practice

has become, the list below is a minimal list

of movies and TV programs in which the

Macintosh computer has been showcased

in the 2000s:

• Queer as Folk (2000–5) – The iMac G4 appears frequently.

• Legally Blonde (2001) – Elle is the only

student in her class who owns a tangerine clamshell iBook.
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• The Princess Diaries (2001) – Jeremiah

owns a graphite clamshell iBook.

• George Lopez (2002–7) – The family owns

an iMac G4.

• How to Lose a Guy in 10 Days (2002) –

Many iMac G4s can be seen in Benjamin

Barry’s ofﬁce.

• School of Rock (2003) – Two iMac G4s are

featured in the classroom.

• Love Actually (2003) – An advertisement

for ‘The All New iMac’ appears in airport scenes.

• Confessions of a Teenage Drama Queen

(2004) – The school band uses iBooks

instead of musical instruments.

• Mean Girls (2004) – An iMac is seen on

Ms Norbury’s and Damian’s desks.

• The Paciﬁer (2005) – Seth has an iMac in

his room.

• The Devil Wears Prada (2006) – The computers in the ofﬁce are Macs.

• Californication (2007) – In an early episode, a scene is ﬁlmed in an Apple Store.

• Nim’s Island (2008) – Jack and Nim use an

iMac to connect to the rest of the world.

• Being Erica (2009) – An iMac G5 can be

seen in Erica’s apartment.

• Confessions of a Shopaholic (2009) – Rebecca owns a MacBook.

• The Proposal (2009) – There are many

iMacs in the ofﬁce.

It is interesting to note that before the

age of modern placement, a number of

Hollywood movies from the late 1940s to

the early 1960s focused on the psychological dangers posed by branding. Below is a

list of relevant movies:

• The Hucksters (1947). Clarke Gable portrays a New York adman. His duties take

him to Hollywood, where he creates a

radio commercial for ‘Beautee Soap,’

which mimics the jingle style of the era.

The objective of the movie is to show

how ad agencies controlled what people

saw on networks.

• Mr. Blandings Builds His Dream House

(1948). Cary Grant (also a New York

adman) seeks to create a blockbuster



•



•



•



•
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campaign for the ham product called

‘Wham.’ The movie is a spoof of the advertising culture that was shaping social

values more and more.

A Letter to Three Wives (1949). Ann Sothern is a writer of radio soap operas. Her

husband is a critic of the media and advertising, which he sees as vulgarizing

American culture. In one scene, the husband (George) states: ‘The purpose of radio writing, as far as I can see, is to prove

to the masses that a deodorant can bring

happiness, a mouthwash guarantee success and a laxative attract romance.’

Callaway Went Thataway (1951). Fred

MacMurray and Dorothy McGuire are

partners in an agency that creates a successful TV program based on old western movies, a program sponsored by a

cereal called ‘Corkies.’ The movie is a

satire of early television and its dependence on cinematic clichés.

A Face in the Crowd (1957). Andy Grifﬁth

plays a hobo who is hired to act in commercials because of his ability to charm

consumers by poking fun at the sponsors

of programs. The movie constitutes a

black parody of advertising culture.

Lover Come Back (1961). Rock Hudson

and Doris Day portray executives of rival ad agencies. Hudson lands clients by

providing them with sex and alcohol.



A glance at a TV programming schedule

mapped against advertising content reveals that placement is now a sophisticated

‘contextualization’ technique of marketing

science. For example, commercials for food

are placed commonly around dinner time

on family channels, whereas commercials

for beer are placed in prime time on channels that tend to attract a beer-drinking audience (such as the comedy channel).

Another major branding strategy is what

the social critic Thomas Frank (1997) calls

co-option (also called co-optation), which he

characterizes as the ‘conquest of cool’ by

the brands. Co-option is really a type of

placement. It was evident as early as the

1920s, when a company like Coca-Cola co-
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opted ‘diner culture’ with a simple placement strategy – it imprinted its distinctive

letter logo on drinking glasses, providing

them to diners and other eateries. As a

result, Coca-Cola became America’s most

popular soft drink. Coca-Cola has always

used the co-option strategy effectively, as

is evident in its brotherly love and peace

campaigns of the counterculture era (‘I’d

like to teach the world to sing in perfect

harmony’) and its authenticity campaigns

of the sceptical 1970s and 1980s (‘It’s the

real thing’).

As Frank points out, co-option is meant

to communicate unconsciously that brand

manufacturers are ‘cool’ and participants

in cultural changes and shifts. In the 1960s,

he claims, marketers realized that it was

in their best interest not to ﬁght the anticonsumerism philosophy of the hippies,

but rather to embrace it. The salient characteristic of this ‘if-you-can’t-beat-themjoin-them’ strategy was the utilization of an

advertising style that mocked consumerism. The subtext was obvious – being antiestablishment meant wearing ‘hip clothes’

and buying products that claimed to stand

against tradition. Pepsi professed to be

the drink of the ‘new generation.’ Other

brands followed suit. Trends in pop culture

started to cross over to advertising, and

advertising styles reﬂected what was going on in culture or society generally. Take,

for example, a 2008 ad campaign mounted

by Diesel. It shows a young woman on the

right side of the ad who seems to be escaping from an unrecognizable fetter, with a

look of utter despair on her face. On the left

side, there is the face of a woman with grafﬁti of all kinds on her face. The messages

are not readable in their entirety. They are

suggestive of bits and pieces of ideas that

make up the cluttered urban landscape –

physical and psychological. The ad thus

seems to be decrying the modern world,

with its mixed, cluttered, and ultimately

meaningless languages. Today, we wear

this meaninglessness on our very faces, as

the ad suggests. Diesel has, by implication,

become our moral philosopher and abstract



artist, co-opting the same style and goals of

philosophy and modern art.

Another modern-day branding strategy

is called co-branding. It involves cooperation

among the brands – a truly singular event

in the history of marketing and advertising.

For example, in 2005, the Maytag repairman was featured in a commercial for the

Chevrolet Impala; in the same year the Taco

Bell chihuahua was seen in a commercial

for Geico. Co-branding between Starbucks

and the big bookstore chains has perhaps

become the most emblematic example of

this new partnership. Sipping coffee in

such an intellectual atmosphere conjures

up images of the chic cafés frequented by

the intellectuals of the late eighteenth and

early nineteenth centuries (as depicted

in paintings of the era). With new media,

co-branding is becoming easier and easier

to realize, producing a new form of branding, which can be called ‘embedding.’ The

website www.neopet.com is a case in point.

The site offers recreational and educational

activities for children. But at the site they

can also ﬁnd links to other products associated with childhood – a McDonald’s link, a

Lucky Charms game, and other such ‘childbased’ brand embeds.

A long-standing branding strategy is

to sponsor events such as soccer matches,

golf tournaments, arts events, and the like,

associating the brand with the event historically. Sponsorship of the arts goes back

to the times when either the Church or

the nobility would sponsor artists. Known

as ‘patrons’ of the arts, these institutions

gained legitimacy beyond the political

sphere because of the sponsorship. This

kind of patronage was adopted by brands

in the 1920s, when radio programs such

Texaco Theater, General Electric Theater, and

Kraft Theater were sponsored by certain

companies (as the names of the programs

indicate). The sponsor would be part of

the program, usually introducing it. As a

consequence, theatre in the early twentieth

century was perceived unconsciously as

being under the patronage of a new institution – the brand corporation.
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Supporting worthy causes publicly is

another common branding strategy. The

Ronald McDonald House Charities is an

example. Promoting an image of itself as

a family-oriented company, McDonald’s

sponsors Ronald McDonald House Charities worldwide in which the families of

critically ill children may lodge when the

children have to undergo medical treatment away from their homes. The Ronald

McDonald clown ﬁts in perfectly with this

image. The corporation’s ﬁrst mascot was

a friendly, winking chef named Speedee,

whose head was the shape of a hamburger.

Speedee was later renamed Archie McDonald. In 1960 a local Washington, DC,

TV show for children, called Bozo’s Circus,

featured Bozo the clown, who always drew

large crowds during public appearances.

After the show was cancelled, McDonald’s

hired the actor to make restaurant appearances, redesigning his outﬁt and giving

him the rhyming name of Ronald McDonald. In this way, a childhood archetypal

ﬁgure (the clown), associated with charity

work for needy families, transformed the

Golden Arches into a symbol of kindness,

charity, and family values.

Another way to communicate that a

brand is sensitive to world issues is to

show support for a speciﬁc cause. The

fashion industry now commonly embraces

environmentalism by using organic fabrics,

supporting an environmental lifestyle, and

thus demonstrating a commitment to improving the health of the planet.

Perhaps the oldest branding strategy of

all is the ad campaign. This can be deﬁned as

the use of a series of ads and commercials

based on the same theme, characters, and

jingles over a speciﬁed (or in some cases

unspeciﬁed) time period and spread broadly through the use of various media (print,

electronic, digital). Ad campaigns are also

designed to allow brands to keep in step

with changing socio-political trends. In the

1990s, Budweiser ad campaigns showed

young urban males hanging around together and greeting each other with ‘Whassup,’

a catch phrase that became so popular that
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it was parodied on late-night talk shows,

and used by people in daily conversations.

The phrase, which originated in hip-hop

culture, caught on with young people, who

started greeting one another comically like

the actors in the ads. By employing pop

culture lingo, Budweiser increased recognition of its brand name. ‘Whassup!’ became

a trademark of Budweiser.

The overall objective of branding is to

tap into cultural spaces and events that

govern lifestyle, values, and beliefs, turning the product into a symbolic key for

gaining access to those spaces. As Alex

Frankel (2004: 81) puts it: ‘The most common marketing deﬁnition of a brand is that

it is a promise – an unspoken pact between a

company and a consumer to deliver a particular experience.’

Marcel Danesi
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BRICOLAGE

[See also: Popular Culture; Youth Culture]



The term bricolage is used in various disciplines, prominent among which are popular and youth culture studies. It is a French

term that means ‘ﬁddling, tinkering’ and

thus, by extension, refers to a type of text,

spectacle, lifestyle, or performance based

on a ‘do-it-yourself’ creative pastiche with

given symbolic materials. The term has

been of particular importance in understanding the appeal of pop culture trends,

which typically seem to have no unifying

structure, just a random mixture of elements. From early vaudeville to the TV

series The Simpsons, bricolage does in fact

appear to accurately describe the admixture of styles, ideas, and levels of culture

that are brought together in some programs

and spectacles. Vaudeville was made up

of a bricolage of acts, ranging from skits to

acrobatic acts and classical music performances; The Simpsons brings together diverse

elements from contrasting levels of culture

in the same episode, creating effects similar

to collage paintings.

Why is this appealing? The term was

ﬁrst used in anthropology by Claude LéviStrauss (1962) to designate the style used in

many myths and tribal rituals that in themselves are meaningless but which, when assembled into texts and rites, evoke magical

symbolism. It would seem that disparate

elements become uniﬁed in the combinatory act itself, each contributing a part of the

meaning to the whole. Of course, bricolage

is the essence of many parodic spectacles –

for example, when a clown dresses up with

different types of clothes (a tuxedo, running shoes, a top hat, etc.). This bricolage of

clothing makes sense on the clown but not

on the average person.



Youth analyst Dick Hebdige (1979: 102)

adopted Lévi-Strauss’s term to describe

youth subcultures such as the punks:

In particular, the concept of bricolage

can be used to explain how subcultural

styles are constructed. In The Savage

Mind Lévi-Strauss shows how the magical modes utilized by primitive peoples

(superstition, sorcery, myth) can be seen

as implicitly coherent, though explicitly

bewildering systems of connection between things which perfectly equip their

users to ‘think’ their own world. These

magical systems of connection have a

common feature: they are capable of inﬁnite extension because basic elements

can be used in a variety of improvised

combinations to generate new meanings

within them. Bricolage has thus been

described as a ‘science of the concrete’

in a recent deﬁnition which clariﬁes the

original anthropological meaning of the

term.

In effect, such subcultures take elements

of the mainstream culture and blend them

together in pertinent spectacles in order to

assail them and thus subvert their meanings.

Marcel Danesi
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BRITISH CULTURAL THEORY

[See also: Centre for Contemporary Cultural Studies;

Culture Industry Theory; Gramsci, Antonio; Hall,

Stuart; Hegemony Theory]



British cultural theory (or British cultural

studies) refers to the scholars and the work

they conducted at the University of Bir-
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mingham (UK), Centre for Contemporary

Cultural Studies (CCCS), also called the

Birmingham School. The roots of the school

are in the courses given at the university by

cultural critics Raymond Williams, Richard

Hoggart, and Stuart Hall from the 1950s to

the early 1960s. Their focus was transversal

and interdisciplinary, bringing together

literary and historical theories, text analysis, cultural anthropology, ethnic studies,

popular culture and urban subculture

studies, mass-media studies, and women’s

studies. The presence of Nikholaj Bakhtin,

brother of famous Russian philosopher

Mikhail M. Bakhtin, at the University of

Birmingham from 1939 to 1946 was not uncoincidental to the birth and development

of the Birmingham School. Nikholaj founded the Department of Linguistic Studies

at the university, which still preserves his

archives. In the novel Saints and Scholars

by Terry Eagleton (1987), Nikolaj Bakhtin

is one of the protagonists, along with philosopher Ludwig Wittgenstein, his friend at

Cambridge, who was inﬂuenced by Nikolaj

in his intellectual evolution as documented

by the difference between Wittgenstein’s

early Tractatus Logico-Philosophicus and his

later Philosophical Investigations.

The eclectic, many-sided, and ‘synechist’

approach of British cultural theory is best

represented by Stuart Hall (b. 1932), a

central ﬁgure in cultural studies generally.

Synechism is the term used in cultural

studies to refer to the tendency to regard

such concepts as time, space, and the law

as continuous. Among other things, Hall’s

approach combines trends and theoretical

models such as Marxism, post-structuralism, critical race theory, and feminism,

blending within it ideas from disciplines

such as history, sociology, anthropology,

and media studies. Hall’s work concerns

the problem of hegemony, a notion developed by Italian Marxist Antonio Gramsci,

which refers to the cultural production

of consent as opposed to coercion. Hall

analyses language use as operating within

a hegemonic framework of power – a

framework under the control of public and
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corporate institutions, governments, and

economic forces.

Cultural theory as conceived by the Birmingham School has greatly contributed

to the analysis and critique of mainstream

ideological practices in Western society and

to the development of critical post-Marxism approaches to Western media. Books

by Jorge Larrain are especially important to

many media theorists. These include: Concept of Ideology (1979), Identity and Modernity

in Latin America (2000), and Identidad Chile

(2001).

Associated with British cultural theory

is political dissent. This is especially evident in the work of people like Raymond

Williams, Dick Hebdige, and Angela

McRobbie. Hebdige’s widely cited book,

Subculture: The Meaning of Style, which was

originally published in 1979, has become

a crucial point of reference in the study of

youth culture generally. Angela McRobbie,

currently professor of communications at

Goldsmiths College, University of London, is one of the most sophisticated and

thoughtful analysts of gender and popular

culture today. Her most recent book is The

Aftermath of Feminism: Gender, Culture and

Social Change (2008).

Williams’s most renowned works are

Culture and Society, 1780–1950 (1958), and

The Long Revolution (1961). In them, he

analyses the relationship between culture

and ideology. His interest in ideology was

fuelled by his friendship with Italian culture critic Ferruccio Rossi-Landi (1921–85).

Rossi-Landi is well known for his deconstruction of the Marxist relation between

base structure (the actual social institutions) and superstructure (the overarching

conceptual systems keeping sintitutions

in place) from a semiotic perspective. So

impressed was Williams by it that he promoted the posthumous publication of a

book by Rossi-Landi, Ideologia (1982), in

English translation with the title Marxism

and Ideology (1990).

British cultural theory greatly inﬂuenced

American cultural studies in the late 1980s

and early 1990s. The two are different,
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however, in many ways. The latter is more

concerned with notions of social class and

how these interact with culture and media;

the former has been primarily concerned

with media representations of ethnicity, gender, and sexuality. British cultural

theory has been inﬂuential, therefore, in

bringing into existence an autonomous discipline that not only espouses a critical perspective of the study of media, but has also,

in general, shown an interest in supporting

marginalized social groups.

Susan Petrilli
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BROADCASTING

[See also: Cable Television; Communication; Independent Production; Narrowcasting; Radio, Television; Television, History of; Webcasting]



Broadcasting is the term used to refer to the

transmission of a program (radio, television, web-based, and so on) for public use.

The ﬁrst commercially owned radio station

to offer broadcasting to the general public

after the First World War was built and

sponsored by the Westinghouse Electric
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Corporation. Known as KDKA, it broadcast

mainly variety and entertainment shows.

KDKA was followed by a station run by

the American Telephone and Telegraph

Company (AT&T), which started in 1922. It

charged fees in return for airing commercials on its stations. Shortly thereafter a fullﬂedged radio broadcasting industry crystallized in the United States. Radio broadcasting was at ﬁrst dominated by adaptations of

stage dramas, vaudeville acts, and dramatizations of pulp ﬁction stories redesigned for

the radio medium in the form of action serials, radio dramas, situation comedies, and

soap operas. Broadcasting today is divided

into commercial (or private) and public

domains. The former runs primarily on the

basis of advertising revenues, the latter on

contributions from viewers, corporations,

and government grants. With the advent

of the internet and satellite technologies,

broadcast systems – and broadcasting generally – continue to evolve.

Background

In 1895 Italian inventor Guglielmo Marconi (1874–1937) transmitted a message

electronically that was picked up almost

three kilometres away by a device that

had not been connected to his transmitting

device by means of a wire. Marconi had

thus invented the ﬁrst radiotelegraph (later

shortened to radio), so called because its

transmitted signals moved radially (outward) in all directions. It came to be known

colloquially as the ‘wireless.’ Early radio

broadcasting was dominated by experimenters and hobbyists who built their own

transmitters for the purposes of making

speeches, reciting something, or playing

music (putting a microphone near a gramophone as it played a record on the turntable) to each other. Only with the success

of KDKA and AT&T was the groundwork

laid for professional radio broadcasting

to emerge. In Great Britain, radio owners

were charged yearly licence fees, collected

by the government, which were passed

on to an independent system, the British
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Broadcasting Corporation (BBC). The BBC

then produced news and entertainment

programming for its network of stations

– a network is an organization of afﬁliated

stations that share common programming

(although not exclusively so). Today, networks send signals to the afﬁliates via communications satellites.

Radio broadcasting reached the peak of

its inﬂuence during the Second World War,

carrying war news live from the battlefront into the homes of listeners. American

president Franklin D. Roosevelt also used

radio to address the American people with

his so-called ‘ﬁreside chats.’ The success

of radio broadcasting spurred technology

enterprises to develop a new medium of

broadcasting, called television. The earliest

patent for an all-electronic television broadcasting system was actually granted in 1927

to American engineer Philo T. Farnsworth

(1906–71). By 1930 General Electric, Westinghouse, and the Radio Corporation of

America (RCA) combined their efforts, under the research direction of Russian-born

American physicist Vladimir Zworykin

(1889–1982), to develop the ﬁrst television

cameras (called iconoscopes) in order to

make television a viable commercial venture. Farnsworth and Zworykin are thus

credited as the co-inventors of television.

In 1935, the BBC broadcast experimental

television programming in London for several hours each day. Then, at the 1939 New

York World’s Fair, RCA unveiled television

to America with live coverage of the opening ceremonies of the fair.

Right after the Second World War four

companies made network television

broadcasting a practical reality by getting

local stations covering different regions to

transmit the same signal at the same time.

Two of these, the National Broadcasting

Company (NBC) and the Columbia Broadcasting System (CBS), had previously been

successful in the radio broadcasting ﬁeld.

The other two – the American Broadcasting

Company (ABC) and the DuMont Television Network – were new to the broadcasting business (DuMont left the business in
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1955). By the mid-1950s, NBC, CBS, and

ABC came to be known as the ‘Big Three,’

successfully appropriating American network television as their exclusive right.

Only in the mid-1980s did this monopoly

of the airwaves start to change with the

emergence of a fourth network, Fox, owned

by Rupert Murdoch. At the same time,

cable television entered the broadcasting

arena, ending channel scarcity once and for

all. By the 1990s, and certainly by the early

2000s, broadcasting systems migrated to

the world of emerging digital technologies.

Today, it is accurate to say that there has

been a convergence of all broadcasting systems, known as digitization, whereby traditional forms of broadcasting (radio and

television) are now either complementing

their broadcasts with internet sites or yielding completely over to them. This has led

to such new forms of broadcasting as webcasts, podcasts, and the like. The simultaneous use of various broadcasting systems

is called multicasting. The term broadcast

network today has gained a larger meaning

given that it can refer to over-the-air radio

or television broadcasting, cable broadcasting, satellite transmission, or some other

form of broadcasting.

Public and Commercial Broadcasting

The ﬁrst radio stations and networks were

the ﬁrst successful commercial broadcasting systems in the United States, supported

exclusively by advertising revenues. In

1967, the Public Broadcasting Act created a

source of funding for public (non-commercial) broadcasting systems, resulting in the

establishment of the Public Broadcasting

Service (PBS) and National Public Radio

(NPR) shortly thereafter. These operate

on contributions from listeners and viewers, corporations, charity foundations, and

funding from the Corporation for Public

Broadcasting. Similar systems exist in Britain, Canada, and other countries.

Since its inception, commercial broadcasting has been subject to regulation in

most countries at the national level. The

regulation of entertainment-based broad-



casting started with the Washington Radio

Conference of 1922. At the conference, rules

pertaining to transmission, frequencies,

station identiﬁcation, and advertising were

given legislative form. The Radio Act of

1927 established a government agency to

carry out regulation matters, called the Federal Radio Commission (FRC). The Communications Act of 1934 restructured the FRC

into the Federal Communications Commission (FCC), which continues to control

broadcasting in the United States. The FCC

has been altered drastically since the early

1980s, in line with federal policy favouring

the deregulation of industries. Lessened

regulation has also been brought about by

the rise of new technologies, such as the

internet and cable television, which reach

large audiences and are harder to regulate.

New commercially based broadcast

delivery systems have been developed

in recent years. Direct Broadcast Satellite

(DBS), for example, provides people with

a personal antenna capable of bypassing

closed-circuit systems to capture satellite

signals. Receivers now vary from radio

and television devices to mobile devices

such as cellphones and iPods. The internet

has introduced a new form of broadcasting

known, generally, as webcasting. Webcasting is used by both ‘indie broadcasters’

and the traditional radio and TV networks,

who typically use it to simulcast some

transmission or to allow for further content to be accessed by viewers. Webcasts

are also used for business and educational

purposes.

Broadcasting and Social Effects

Broadcasting has changed life permanently wherever it has been installed. It

has brought the performances of artists,

comedians, actors, singers, musicians, and

others to large numbers of people who

would have had no access to them otherwise. And it created continuity among

media that now comes generally under the

rubric of convergence. This occurs both at

the technological level and at the content

level. Radio broadcasting, for instance, was
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shaped by adaptations of previous media.

Popular stage dramas were adapted to action serials, situation comedies, and soap

operas; vaudeville provided the stars and

the artistic material for comedy-variety

programming; the daily newspapers were

read on the air, leading to the establishment

of the ‘daily news’ as a radio genre. Early

television programming genres took over

the radio menu of offerings and adapted it

to the new visual medium. In the formative

years of television, the stars of radio made

the jump over to television. Radio and television personalities became national celebrities, and advertised products were as

popular, if not more so, than the celebrities.

Television became especially powerful as a

‘stage’ for an ever-expanding mass popular

culture. With the spread of documentary

news programs, the trend started by Reader’s Digest of compressing information into

digestible morsels had become intrinsic to

television. The previous ‘reader’s digest’

world of print had evolved into a ‘viewer’s

digest’ culture.

In 1991 British computer scientist Tim

Berners-Lee (b. 1955) invented the World

Wide Web while working at the European

Organization for Nuclear Research (CERN).

This simpliﬁed access to and utilization of

the internet considerably. The introduction

of browsers in 1993 further simpliﬁed usage, bringing about the current ‘internet

galaxy,’ and thus leading to a convergence

of all broadcasting systems into one digital

‘meta-system.’ The telephone was the ﬁrst

medium to be digitized in 1962. The digitization of print media started in 1967. Today, most major print media (newspapers

and magazines) are available in online versions. The Direct Broadcast Satellite industry started producing digital programming

for home satellite dishes in 1995. Highdeﬁnition television (HDTV) became commercially available in 1998. Digital audio

broadcasting (DAB) is radio broadcasting’s

version of television’s DBS system, becoming popular with stations such as XM and

Sirius. Compression technologies, known

as MP3, are further enhancing the digitization process.
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At present, there is a considerable spread

of the webcasting mode of broadcasting,

given its ﬂexibility. Webcasts have no ﬁxed

schedules, and they can be downloaded for

later playback. Traditional radio and television broadcasting systems now stream their

programs in real time so that these can be

viewed over the Web. Some news organizations use the Web to post additional stories,

constantly updating the news, or offering

extended versions of them.

The main lesson to be learned from

studying the history of broadcasting is

that there is no ‘turning back the clock.’

Once a new broadcasting system is introduced that reaches broader audiences and

is cheap, it will guide the future course of

how people come to access and understand

media products. As McLuhan so aptly put

it in 1964, each new broadcasting medium

shapes the nature of the message it is designed to deliver: ‘The medium is the message. This is merely to say that the personal

and social consequences of any medium

– that is, of any extension of ourselves – result from the new scale that is introduced

into our affairs by each extension of ourselves, or by any new technology’ (23).

Remarkably, however, this has not meant

the elimination of previous systems and

forms of broadcasting, but rather a convergence. For example, the market for print

materials such as novels and newspapers

continues to be strong, although online

versions are generally available. The term

convergence was introduced into broadcasting and media studies in the mid-1990s by

Nicholas Negroponte (b. 1943), who used it

to characterize the digitization process. The

term is now used to refer to the more general phenomenon of the blending of media,

technology, and cultural forms.

Marcel Danesi
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BULL’S-EYE MODEL

[See also: Communication; Communication Theory;

Shannon, Claude E.]



The term bull’s-eye model comes from the

ﬁeld of telephonic communications. It is

one of the earliest communication models

adapted by culture theorists, who took it

from the technical work of the late engineer

Claude Shannon (1916–2001). Shannon

had devised it in the late 1940s as part of a

mathematical framework intended to improve the efﬁciency of telecommunication

systems. It came to be known as the ‘bull’seye model’ because it portrayed the main

components of such systems as if they were

in a bull’s-eye target range. Shannon also

described in precise mathematical terms

how these components functioned in the

transmission and reception of information.

In bare outline form, the model consists of

a sender aiming a message at a receiver as if

in a target range (see Figure 1).

Four additional components complete

the overall model: channel, noise, redundancy, and feedback. The channel is the



physical medium carrying the transmitted

signals. For language, the channel can be

the air (vocal speech), paper (writing), the

hands (gesture), some electronic channel

(for example, through the radio), among

other channels. Noise is any interfering factor (physical or psychological) in the channel that distorts or impedes the reception

of the message in some way. In radio and

telephone transmissions, it is equivalent to

electronic static; in face-to-face verbal interaction, the concept of noise can vary from

an exterior sound (physical noise) to lapses

of memory (psychological noise). Communication systems also have redundancy

features built into them that allow for messages to be understood, or recovered, even

if noise is present. The high predictability

of certain words in some utterances (‘Hi,

how are …’) and the patterned repetition

of elements (‘Yes, yes, I’ll do it; yes, I will’)

are redundant features of conversation that

greatly enhance successful information

transfer. Finally, feedback refers to the fact

that senders have the capacity to monitor

the very messages they construct and send,

modifying them according to the situation. Feedback includes, for instance, the

physical reactions observable in receivers

(facial expressions, bodily movements,

etc.), which reveal how a message is being

received.

The bull’s-eye model provides a minimal

technical language and theoretical framework for describing communication and its

relation to human interaction and cultural

behaviour. As such it continues to have

widespread utility within both media and

popular culture studies. The application of

this model to the study of media culture

can probably be traced back to 1954, when

the American communication theorist

Wilbur Schramm (1907–87) used it in this

way, adding two other components to the

original model: the encoder, the component

(human or electronic) which converts a

message into a form that can be transmitted

through an appropriate channel, and the

decoder, which reverses the encoding process so that the message can be received successfully. It has come to be called the sender
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Figure 1



Sender



Message



(or source)-message-channel-receiver model,

or SMCR for short. The SMCR continues

to be used because of its plainness and applicability to all types of mass communications systems.

A further elaboration of the SMCR was

put forward by George Gerbner (1919–

2005) in 1956. Encoding and decoding, according to Gerbner, involve knowledge of

all the relevant codes used in constructing

the message, including social codes such as

those that exist to deﬁne gender relations

in, say, a sitcom, or the features that make

an adventure hero superhuman. The code

is the ‘message-constructing’ system that is

subject to noise and other factors in the act

of communication.

The bull’s-eye model has often been

critiqued for not taking into account meaning in the ﬂow of information that occurs

between senders and receivers. But without

it, such discussions would probably never

have been contemplated in the ﬁrst place.

Moreover, the advent of this model, springing from the work of Claude E. Shannon,

instantaneously founded the ﬁeld of information studies, which has reshaped various

ﬁelds, from biology to economics to media

studies. Although it does not tell us anything about how information leads to belief

and knowledge systems, it still provides a

useful framework for understanding how

it occurs in a physical sense. Without this

framework, debates about the relevance

and meaning of information would be spurious at best and solipsistic at worst.

Marcel Danesi
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CABLE TELEVISION

[See also: Broadcasting; Narrowcasting; Television;

Television, History of]



Cable television is television transmitted

through coaxial cables. These consist of

an inner conductor, an insulating layer, a

metallic shield (the outer conductor), and

a plastic jacket (the outer insulator). In an

ideal coaxial cable, the signal (internal electromagnetic ﬁelds) exists between the inner

and the outer conductor. The outer insulator prevents interference from external electromagnetic ﬁelds. The inner insulator is

often made of polyethylene or teﬂon, while

the outer insulator is often made of PVC

(polyvinyl chloride). Coaxial cables allow

for bidirectional communication, and since

the television signal uses only a fraction of

the bandwidth of the cables, cable television is now often coupled with broadband

internet and telephony. This combination is

called triple play. Cable television has two

advantages over the traditional (antenna)

forms of television: it came forward en

masse in the 1980s to provide better reception and a greater variety of programming.

Cable television originated in 1948 in

North America in order to make it possible

to broadcast television signals to locations

that either could not receive them through

the airwaves or could only receive them

but with signiﬁcant interference. Cable and

satellite television are now the two most

common systems, arriving late in some



areas of the world. In Indonesia, for example, cable television was not available until

1995. In Europe about 30 per cent of television households now have cable television;

but in Macedonia, this number is much

higher (67 per cent of all households).

These numbers are, however, increasing

daily. Today cable systems carry hundreds

of channels, specializing in news, movies,

comedy, science, music, sports, history,

health, religion, weather, and so on. Certain

channels charge a fee that a customer pays

in addition to the monthly fee for basic cable service. Most cable services offer one or

more channels that make movies or special

events available on a pay-per-view basis.

Cable television gave birth to the concept

of narrowcasting, or specialized broadcasting. In the past television was a uniﬁer

of audiences; cable television has instead

become a separator or fragmentor of audiences. Here’s what a perceptive internet

blogger wrote about this:

A group of coworkers was sitting in

our company’s break room. Someone

walked in and mentioned that he had

just gotten cable TV. 35 channels! Better

reception! We all oohed and ahed. Then

the discussion returned to the latest developments on Dallas, The Cosby Show,

or Star Search. Our cable TV guy did not

participate. He had watched channels

none of us had even heard of. Within a

few years, we all had at least basic cable

with about 60 channels. The break room
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discussions were more narrow. Few

people watched the same shows. Those

that did share that experience tended

to cluster near one another for their essentially private talks. The encroaching

isolation and lack of common interest

was very evident. (http://bitteranalysis.

blogspot.com/2008/09/how-chubbychecker-and-cable-tv_26.html [26 September 2008])

The internet has further fostered fragmentation, but whether this is a gain or a

loss for society remains a matter of dispute.

Narrowcasting provides programs that appeal to particular people according to age,

racial background, interest group, and so

forth. Cable has thus permanently changed

the way people view television, heralding

the evolution from broadcasting to narrowcasting.

Anders Søgaard
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CARTOONS, ANIMATED

[See also: Cartoons, History of]



Cartoons are texts based on drawing, usually depicting a humorous situation and

often accompanied by a caption. The main

types of cartoons are editorial cartoons,

which provide commentary, usually satirical, on events or personages; gag cartoons,

which make fun of groups in magazines

and on greeting cards; illustrative cartoons,

which are used with advertising or learning materials to reinforce certain points or
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special aspects of something; and animated

cartoons, which are used to tell stories.

The earliest attempt made at mass communication came via cartoons. As long ago

as 40,000 bce, prehistoric humans were

painting ﬁgures of animals on the walls of

caves; while the reason for such paintings

remains unknown, it is difﬁcult to ignore

the ancient symbolic power of cartoons. In

the middle part of the nineteenth century,

the political cartoons of Thomas Nast were

powerful enough to undo the political machinery of New York political kingmaker

Boss Tweed and encouraged northerners

to support and enlist for the Union during the Civil War (Vinson 1957); in the late

nineteenth century the comic strip Yellow

Kid helped to shape the news media (Harrison 1981). Cartoons can be in print form

or animated. Some of the most famous and

notorious animated cartoons are adultthemed prime-time television shows (e.g.,

South Park, The Simpsons, Family Guy) or for

adult viewing only (Fritz the Cat, Japanese

hentai).

Similar to the technology used to fool

the eye in motion pictures, animation uses

a series of still pictures, though slightly

different, to impose the sensation of screen

movement in viewers. The difference

with animation is that instead of stringing together a sequence of photographs

to impart the effect, hand-drawn images,

stop motion, or computer graphics are used

(Harrison 1981). The ﬁrst attempts to use

hand-drawn images to simulate movement

go back to the shadow theatre of China

and the work of the German Renaissance

scholar Athanasius Kircher in the seventeenth century. His ‘magic lantern’ and its

ability to mimic movement was originally

thought to be the work of witchcraft; fortunately, cooler heads prevailed and his

device was accepted as a tool to entertain

and educate (Solomon 1989). The French

cartoonist Emile Cohl is recognized as the

original animator with his work Fantasmagorie (1908), which was the ﬁrst attempt

to utilize systematic drawings to simulate

movement (Crafton 1982). However, the



98



Cartoons, Animated



ﬁrst ﬁlmmaker to popularize the medium

was Winsor McKay, whose Gertie the Dinosaur (1914) was an enormous success and

produced a favourable result whereby others could proﬁtably produce cartoons (Harrison 1981; Solomon 1989).

These pioneers paved the way for the

animated media we see today. From Walt

Disney’s cinematic classic Snow White to the

choppy Saturday morning cereal cartoons

featuring Cap’n Crunch, child-themed animation has become a media institution. It is

difﬁcult to separate what childhood means

in American culture without considering

the part cartoons have played in deﬁning

it. Cartoons and their respective characters

entertain children, and more importantly

appear to sell to them.

Cartoons as Entertainment

Since the middle part of the 1960s, children’s entertainment has become virtually

synonymous with the animated cartoon

(Mittel 2003). Whether it is on Saturday

morning television, after school weekday

television, Nickelodeon, the Cartoon Network, the Disney Channel, or at the local

Cineplex, the preponderance of entertainment offerings for children are animated. In

terms of television exposure, children up to

twelve years of age are much more likely to

view cartoon programming than any other

type of programming (Wright et al. 2002).

What is the impact, then, of exposure to

cartoons? How does the consumption of

this media genre inﬂuence children?

Concern with the content of children’s

television goes back to the early days, if

not inception, of the medium (Kunkel and

Wilcox 2001). In 1954, the U.S. Congress

held hearings on the inﬂuence of television related to violence, and attempts were

made to regulate the industry, but to no

avail. Cartoons became the speciﬁc focus

of the parent advocacy groups in the late

1960s because of their hypothesized ability

to produce stereotypes and their apparent

gloriﬁcation of violent and anti-social behaviour (Kunkel 1991); and media research-



ers are continuing to investigate these outcomes to the present day.

In reviews of content, the evidence indicates that cartoons depict a great deal

of violence (Williams et al. 1982; Calvert

1999; Potter 1999). Gerbner, Morgan, and

Signorielli (1993) found that the violence

in cartoons was ﬁve times greater than the

amount found on prime-time television.

Cartoon violence is especially vexing because the violence is not shown with any

sense of realism. In cartoons, the characters

are able to hit each other with shovels, drop

anvils on their enemies, and electrocute

themselves with few or no repercussions.

Parents and researchers have always been

fearful that children would emulate this

behaviour or learn that violence had no real

consequences.

Research on outcomes of exposure related to violent cartoons has been extensive,

and the empirical evidence tends to indicate that a child’s exposure to violent content may lead to some real-life aggression

and violence. Paik and Comstock’s wideranging meta-analysis (1994), for instance,

found that there was a modest relationship

between television violence and real-life

violent behaviour over a number of studies, even though the correlation found was

similar, if not larger, than the relationship

between smoking and lung cancer. The effect of exposure to television violence has

profound long-term implications as well.

Heusmann et al.’s (2003) longitudinal study

of exposure to violent content found that

increased exposure was related to real-life

violent and aggressive behaviour, even

when controlling for socio-economic status,

intellectual ability, and parenting.

Animated entertainment, and children’s

entertainment in general, has also affected

the way children view the world via stereotypes. Content analyses examining the

portrayals of female and minority characters have consistently shown an under-representation of these groups, in addition to

skewed portrayals (Greenberg and Brand

1993; Aubrey and Harrison 2004). The

portrayal of female characters suggests,
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by and large, that they are passive and

interested in domestic affairs, while minority groups are portrayed as marginal and

largely unimportant. By showing the world

in a certain way, the theorized effect is that

these inaccurate portrayals of the ‘real’

world then contribute to the child’s perception of the world. This situation has been

changing, as cartoons increasingly come to

reﬂect shifts in social models. Contemporary cartoons show women as being just

as violent as men. Still, there seems to be

a double standard in all this. For example,

the research conducted by Thompson and

Zerbinos (1997) found that children perceived male characters as violent and active

while they perceived female characters as

domestic, interested in boys, and concerned

with appearances. In addition, the more the

children noticed the portrayals the more

likely they were to hold traditional expectations for careers for both themselves and

others. In the racial stereotyping research,

Graves’s (1999) review of effects revealed

that racial and ethnic portrayals on television consistently affect children.

Cartoons as Salesperson

Animated characters and cartoons have

also played a prominent role in marketing

to children (Van Auken and Lonial 1985;

Gunter et al. 2002). One way this is done is

through the use of brand characters (Tony

the Tiger, Charlie the Tuna, and the like) or

through advertising on animated television

series. The use of brand (cartoon) characters is a well-established practice in advertising, going back to early television (Kirkpatrick 1952). At one level, they are the face

of a brand, giving it a visual cartoon form.

At another level, though, they generate

product awareness, contribute to brand image, and act as perpetual promotional tools

(Phillips 1996). In the early 1990s there was

a protracted debate regarding the character ‘Joe Camel’ (Henke 1995); critics of the

tobacco industry claimed that the Camel’s

brand was using the cartoon character to

entice children to smoke. Research by vari-
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ous scholars indicated that children were

able to recognize the character; however,

the direct impact on attitudes related to

smoking is undetermined (Fischer et al.

1991; Henke 1995; Arnett and Terhanian

1998; Pierce et al. 1999).

In some instances, cartoon characters

become well-deﬁned elements of popular culture and take on a life of their own

(Kirkpatrick 1952). In the documentary

Super Size Me (Spurlock 2003), the director showed schoolchildren pictures of a

cartoon Ronald McDonald and President

George W. Bush. The children appeared to

have no problem recognizing the former

ﬁgure, but were unable to identify the latter. While this is an anecdotal example,

there is empirical evidence suggesting what

types of qualities children respond to in a

brand character. Children like characters

they can relate to, seek to be like, or model

(Guber and Berry 1993). Brand characters

also provide a consistent identiﬁer for children (Diamond 1977), who may become

confused between different elements of a

brand or have undeveloped literacy skills

(Acuff and Reiher 1997). Brand characters

help to make that connection for them

(Henke 1995; Mizerski 1995).

The number of studies looking at brand

characters and their effects on children are

limited, though more have surfaced in recent years (Mizerski 1995; Henke 1995; Lapierre et al. forthcoming; Neeley and Schumann 2004). Yet even with this surge, the

academic community is undecided about

their effects. Neeley and Schumann (2004)

conducted two studies which concluded

that there were uncertain links between a

brand character and a child’s preference,

intention, and choice of products. On the

other hand, Mizerski (1995) found that

character recognition (of age-appropriate

products) had a direct effect on the preference of a product. In addition, Lapierre et

al. (forthcoming) found that the more children liked a speciﬁc brand character, the

more likely they were to ask for the associated product and engage in conﬂict with

parents when their requests were denied.
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Historically, another popular way to sell

to children via cartoon characters is through

host selling. Host selling is the practice of

showing ads for products that use the same

characters, which are featured in an adjoining television program (Kunkel et al. 2004).

This type of programming can be effective,

since children are unlikely to differentiate

between the product and the show (Atkin

1975; Kunkel 1988). In a similar vein, advertisers have used popular toys as characters

within programs. Many popular cartoon

programs have been, in essence, half-hourlong commercials for the product (for example, G.I. Joe, The Transformers, and My Little

Pony) in which the toy was created in tandem with the cartoon program (Greenﬁeld

et al. 1990). In the mid-1970s governments

regulated such practices, yet due to the

steady deregulation of the television and

advertising industries, these practices have

re-emerged (Kunkel et al. 2004).



Animated cartoons have played an integral role in educating children (although

live-action and puppet shows, such as

Sesame Street and Mr Rogers’ Neighborhood,

are the relative stars in the ﬁeld). Yet cartoons have been used to teach all manner

of academic skills: problem solving (Blue’s

Clues), language development (Dora the

Explorer), mathematics (Cyberchase), science

and technology (Cro), and civics (School

House Rock). One particular focus of educational television has been on the pre-social

behaviours of children, with shows like

Hey Arnold!, Doug, and Winnie the Pooh

providing lessons to children on appropriate relations with peers and adults (Jordan

et al. 2001). Research on outcomes has

shown that cartoons, designed with the

intention of providing a quality educational experience, can have all kinds of effects

on children that are profound and longlasting (Fisch 1998; Anderson et al.

2001).



Cartoons as Educators

Matthew Lapierre

As mention previously, television has often been perceived as a medium that acts

in opposition to the educational process.

Media scholar Neil Postman hypothesized

in his book The Disappearance of Childhood

(1982) that television was a major threat to

educational development because of the

passivity it engendered in people. Others have put forth the idea that television

would affect learning via displacement

from intellectual pursuits (Singer and

Singer 1990). Because of these concerns,

television broadcasters in the United States

are mandated as part of their broadcasting

licence to show educational and informational children’s television programs as

part of The Children’s Television Act of

1990 (Calvert and Kotler 2003). However,

due to controversy regarding compliance

with the law, broadcasters make the claim

that programs are ersatz educators. The

Flintstones, it is claimed, provided children

with a history lesson (Kunkel and Canepa

1994). Despite this defence, lawmakers

strengthened the statute in 1996.
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CARTOONS, HISTORY OF

[See also: Cartoons, Animated; Comics; Comics,

History of]



Although people have been drawing pictures since prehistoric times, the origin of

the modern cartoon can probably be traced

to sixteenth-century German broadsheets,

which were single pictures printed on large

pieces of paper and used for mainly political purposes to sway people’s opinions.

The actual term cartoon, however, was ﬁrst

used by Punch magazine in 1843 to refer

to the satirical drawings it published in

its pages; the term comes from the Italian

word cartone (‘heavy paper’ or ‘carton’).

Its meaning was extended in the twentieth

century to describe the art of animated

ﬁlms. The latter are often called simply cartoons. Many pop culture ﬁgures were born

as cartoon characters – Bugs Bunny, Woody

Woodpecker, Tom and Jerry, Mickey
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Mouse, among many others. Comic-strip

art (including comic books) is really an extension of the cartoon concept. The Peanuts

strip, by the late Charles Schulz, is in fact

deﬁned as either a comic strip or a cartoon.

Some of the sketches and drawings by

Leonardo da Vinci are cartoon prototypes.

But their intent was different from that of

the modern cartoon, whose main intention

is to satirize or provide some form of humour in a (usually) derisive way, although

the cartoon concept has been extended to

encompass other themes, topics, and styles.

The cartoon is an evolutionary derivative of caricature art – a drawing style that

exaggerates or distorts the physical features

of an individual or an object. The main intent of caricatures is to poke fun at certain

subjects, from famous people to groups

such as politicians, lawyers, or academics.

The ﬁrst caricatures surfaced in Europe in

the 1500s. They attacked some aspect of

Protestantism or Roman Catholicism during the Reformation. Caricature art blossomed during the 1700s and 1800s in Britain. William Hogarth’s work, for instance,

satirized different classes of English society.

But perhaps the most famous caricaturist of the era was the Frenchman Honoré

Daumier. His caricature of the obese King

Louis Philippe as a giant pear has become

a classic in the genre. As a result, Philippe

had Daumier imprisoned. After his release,

Daumier drew caricatures of the emerging

middle class in France, satirizing bourgeois

fashions, manners, language, and the like.

In the United States, most caricatures have

appeared as political cartoons in newspapers. Thomas Nast, for example, gained

fame for caricatures published from 1869

to 1872 that attacked political corruption

in New York City. Caricature art continues

to this day. Leading American caricaturists

include Patrick Oliphant and David Levine.

There are three main types of cartoons:

editorial cartoons, which provide visual commentary, usually of a satirical nature, on

current events in newspapers, magazines,

and on websites; gag cartoons, which poke

fun at groups rather than individuals and
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are typically found in magazines and on

greeting cards; and illustrative cartoons,

which are used with advertising or learning materials to illustrate important points

or highlight special aspects of a product or

educational topic.

The editorial cartoon was born in the

eighteenth century, when the English

painter and engraver William Hogarth

launched the idea of using caricatures in a

new satirical way. After Punch put out the

ﬁrst one, editorial cartoons began appearing regularly in British and U.S. magazines

to lobby for causes. Thomas Nast became

famous because of his use of cartoons to

support political causes. His best-known

works were the cartoons he drew about

the American Civil War in Harper’s Weekly,

in which he severely criticized the concept

and practice of slavery. Nast also introduced the elephant as the symbol of the

Republican Party and the donkey as the

symbol of the Democrats. By the late 1800s,

editorial cartoons became regular features

in daily newspapers, achieving in picture

form what editorials realized with words.

Most appeared as single panels (sometimes

with captions) on editorial pages.

Like editorial cartoons, humorous gag

cartoons have been around since the mid1800s, remaining popular in newspapers,

magazines and, today, on websites. They

are also created as single panels and are

often accompanied by a caption or by a

bubble containing the words spoken by a

character in the panel. In The New Yorker

magazine, cartoonists such as James Thurber turned the gag cartoon into a powerful

weapon of social commentary; others, such

as Saul Steinberg, treated cartooning as an

art form.

Illustrative cartoons were ﬁrst used as

supportive book illustrations for adult

audiences, found generally in collections

of jokes or humorous texts. They quickly

migrated to instructional manuals and

children’s books. Advertising also makes

frequent use of the cartoon to clarify and

reinforce the sales pitch. Many companies

even use cartoon characters as product
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logos (Mr Clean, Tony the Tiger, Michelin

Man, Charlie the Tuna, and so forth).

Comic strips are not, strictly speaking,

cartoons. They are narrative texts mixing

verbal and pictorial elements. One of the

ﬁrst American works with the features

of a comic strip was created by Richard

Felton Outcault. Known as Yellow Kid, it

was published on 5 May 1895 in the New

York Sunday World. It depicted squalid city

tenements and backyards ﬁlled with roaming pets, tough-looking men, urchins, and

ragamufﬁns. One urchin was a ﬂap-eared,

bald-headed child, who always seemed

to bear a quizzical, yet shrewd, smile. He

was dressed in a long, dirty nightshirt, on

which Outcault placed comments. Other

early comic strips were the Little Bears by

James Guilford Swinnerton, which appeared in the San Francisco Examiner in

1892, The Katzenjammer Kids by Rudolph

Dirks, appearing in The American Humorist

in 1897, and Mutt and Jeff, which appeared

as Mr A. Mutt in a November 1907 issue of

the San Francisco Chronicle.

Comic books are book-length narratives based on comic strips. These were

ﬁrst produced in 1933, when advertisers

reprinted comic strips in magazine form

to give away with certain merchandise.

Comic books with original stories emerged

a little later. Superman, ﬁrst published in

1938, is the most famous early comic book.

In the 1960s, the radical counterculture of

the period spawned a genre known as underground comics (or comix), which aimed to

explore forbidden subjects (drugs, sexual

freedom, and radical politics) in comicbook ways.

The history of cartoons overlaps considerably with that of comics. Like other print

materials, cartoons have found the cyberspace medium a perfect locus in which to

thrive and evolve. Online e-toons now have

substantial global audiences. Not only are

traditional newspaper cartoons making

their way to online venues, but a new cadre

of online cartoonists is creating a new digital cartoon culture with its own style and

audiences. In many ways, however, this



new platform for the cartoon has revived

its original parodic and satiric functions.

For example, in the early 2000s, the e-toons

called Gary the Rat (www.mediatrip.com)

caricaturized a callous New York lawyer

who morphs into huge rat, in obvious

parody of Franz Kafka’s Metamorphosis.

The parodic function of cartoons, which

had become somewhat diffuse in the print

medium, seems to have reacquired its force

online. Queer Duck (www.icebox.com) satirizes the ever-burgeoning profession of selfhelp psychology, the God and Devil Show

(www.entertaindom.com) fake evangelism,

The Critic (www.shockwave.com), celebrity culture, the Star Wars Network (www.

atomﬁlms.com), the subculture spawned by

the original 1970s movie series, and so on.

Clearly, online cartoons have restored the

medium’s caricaturizing function.

E-toons, however, come and go much

more quickly than printed cartoons. Online

culture is adaptive, constantly changing

with the times, making it more and more

difﬁcult to establish historical lineages and

evolutionary tendencies, especially within

speciﬁc media.

Marcel Danesi
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CASSIRER, ERNST (1874–1945)

[See also: Language]



Ernst Cassirer was one of the major philosophers of the twentieth century, whose



Cassirer, Ernst (1874–1945)

work on the relation between language and

myth remains central to this day in several

ﬁelds, including linguistics, mythology,

and media studies. He studied philosophy

and literature at the University of Berlin,

and he taught for many years at the Friedrich Wilhelm University in Berlin. He

was elected chair of philosophy at the University of Hamburg until 1933, when, as a

German Jew, he had to escape from Nazi

Germany. After leaving Germany, he took

the position of lecturer at Oxford University from 1933 to 1935, then of professor at

Gothenburg University from 1935 to 1941,

visiting professor at Yale from 1941 to 1943,

and professor at Columbia University from

1943 until his death.

Many aspects of Cassirer’s writing fall

into the domain of the philosophy of language. For example, he developed the notion of the existence in the human psyche

of an ‘unconscious grammar’ of experience

whose canons are not those of logical (syntactic) thought, but of an archaic mythicimaginative-experiential mode of cognition

that still has power over the way we think.

Contrary to generative linguistics, which

claims that there is a ‘deep structure’ to

language consisting of a small rudimentary

and universal set of sentence-making rules,

Cassirer’s unconscious grammar consists of

mental schemas or forms of the world fashioned from experiencing that world which,

over time, are expressed as words, phrases,

and larger syntactic structures, starting

with mythic narratives, all of which mirror

the structure of the forms and thus of the

unconscious grammar.

He is also well known for deﬁning

humans as ‘symbolic animals,’ that is, as

a species that relies not primarily on its

instincts for conducting its life schemes,

but on symbolism, which allows humans

to reﬂect upon the world, record history

and also guide human destiny. He referred

to his own philosophy as the philosophy

of symbolic forms (Cassirer 1998), its goal

being to study how symbolism manifested

itself as a guiding force in shaping human

life and its psychic evolution.
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Especially signiﬁcant is Cassirer’s idea

that language structure and myth share a

common ground and, thus, origin. The ﬁrst

nouns referred to animals, human beings,

plants, and other natural phenomena that

in the myths stood as symbols for meaningful and metaphysical ideas and events.

He thus saw mythic symbolism as the

original source for the development of conceptual thinking and grammar. This form

of consciousness is imaginative and guided

by conscious bodily experiences that are

transformed into generalized ideas. He

argued that, in its primitive form, myth

was not merely a story, but the expression

of a lived and imagined reality. It was not

at all ﬁctional, but experienced (imagined)

as real, much like dreams were considered to be real experiences that occurred

during the sleeping state. The mythic

form of knowledge lives on in our rituals,

governing our modes of perception and

controlling our conduct in an unconscious

fashion. It arose from communal emotional

responses to nature – awe of thunder,

fear of lightning, and so forth. In myth,

the identity and basic values of the group

were thus given symbolic meaning. These

were then expressed as nouns, verbs, and

other speech forms. Their organization into

phrases mirrored the occurrence of their

referents in time and space. Subjects (for

example, people or gods) act on objects in

real life, producing active sentences; when

the forces of agency are unknown, then

the objects become the subjects themselves

(as in passive sentences). A similar mythic

source can be found in all types of sentences and in the constitution of all grammatical categories.

Marcel Danesi
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CASTELLS, MANUEL (b. 1942)

[See also: Communication Theory; Cyberculture;

Globalization; Internet; Mass Communication]



Manuel Castells is a well-known sociologist and global media theorist known for

his work on the ‘information society.’

He holds the Wallis Annenberg Chair in

Communication Technology and Society

at the University of Southern California’s

Annenberg School for Communication, as

well as additional academic posts, including professor of international relations and

professor of sociology. He has also been a

research professor at the Open University

of Catalonia in Barcelona and an adviser

to UNESCO, the United Nations Development Program, as well as to numerous

national government consultation agencies, including those of the governments of

Mexico and Portugal.

Castells was born in Spain, and studied

law and economics at the University of

Barcelona. He received a political refugee

fellowship in Paris as a result of his activism against Franco’s dictatorship and

eventually obtained his PhD in sociology from the Sorbonne in Paris in 1967,

after having written his dissertation on a

statistical analysis of location strategies

of French industrial ﬁrms. His ﬁrst book,

La Question urbaine (1972), was published

while he was teaching social research

methodology and urban sociology at the

University of Paris. It is now considered

a classic work in the ﬁeld, leading to the

foundation of so-called ‘new urban sociology.’ Also important is his Informational

City: Information Technology, Economic Restructuring, and the Urban Regional Process

(1989), in which he examines how information technology inﬂuenced urban and

regional changes in the United States. In



that book, Castells introduced the concept

of ‘space of ﬂows,’ a notion that deﬁnes

the dynamic interaction between space

(which, according to his deﬁnition, allows

for real-time interaction over long distances), time, and society in the contemporary

digital age.

His trilogy, titled The Information Age:

Economy, Society, and Culture, was published between 1996 and 1998 and has

been translated into more than a dozen

languages. This work features his longterm research on the economic and social

transformations associated with the information technology revolution – something

that he examines cross-culturally. Castells’s

main argument is that a new type of capitalism emerged at the end of the twentieth

century which was more variable and more

global than ever before in human history,

repeatedly facing worldwide (rather than

nationalistic) challenges as a result of social movements that have sprung up from

people’s desire to gain personal control

over their livelihoods. These challenges,

he argues, are what fuel the information

age. In his assessment, a basic dichotomy

characterizes this age, which he labels as

the net-versus-the self. The ‘net’ is deﬁned

as the organizational structures that have

emerged as a result of the continued use of

network communication media. These exist

within highly developed economic sectors

and corporations and even within communities and social sectors. Castells explains

the ‘self,’ on the other hand, as representing

all activities through which individuals

attempt to establish their identities (which

can be religious, ethnic, sexual, territorial,

or national and are interpreted as being

essentially ﬁxed), despite the constant

changes and instability that the information

world presents. In Castells’s view, the interactions between the net and the self can

dramatically alter human experiences of

all kinds (from the sensory to the cognitive

and social).

Alexandra Birk-Urovitz and Elizabeth

Birk-Urovitz
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CATHARSIS HYPOTHESIS

[See also: Hypodermic Needle Theory; Media Effects;

Two-Step Flow Theory]



The term catharsis was used by Aristotle to

explain the effect that tragic dramas have

on an audience. Aristotle saw the original

function of tragedy as allowing for the release of pent-up emotions. As a result of the

tragic performance, the audience’s emotions are cleansed and puriﬁed. This same

term is now used by psychiatrists to refer

to the purging effect that talking about

fears and problems purportedly has during

therapy sessions.

The term has surfaced frequently in media studies. Known as the catharsis hypothesis, it claims that representations of violence

and aggression in media have a preventive

purging effect, since an involvement in
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fantasy aggression provides a release from

hostile impulses that otherwise might be

acted out in real life. Research in the 1960s

appeared to show that children’s exposure

to violence on television increased the likelihood that they would engage in violent

acts. In 1972, the U.S. Surgeon General

claimed that the evidence was overwhelming on this point. Recent research orientations have revisited this line of inquiry, producing more ambiguous results. It would

seem that those who espouse the catharsis

hypothesis come up with data supporting

it; those who do not appear to ﬁnd data to

reject it (see Meyrowitz 1985; Liebert and

Sprafkin 1988; Croteau and Hoynes 1997;

Dutton 1997; Ryan 1999). The latter type

of research studies concludes that media

content not only mirrors cultural values

but also shapes them. The former type of

research ﬁnds that there does indeed exist

a correlation between exposure to violence and violent behaviour, but that it is a

negative one, thus lending credence to the

catharsis hypothesis. The main extrapolation to be derived from the research is that

the degree to which people are affected by

media is not a simple matter of a statistical

correlation derived from analysing speciﬁc

subjects exposed to speciﬁc stimuli. It depends on many factors, such as social background, level of education, and so on.

The idea that the media are capable of

directly swaying minds with the same kind

of impact a hypodermic needle has on the

body is known as hypodermic needle theory (HNT). But supporters of the catharsis

hypothesis argue that the HNT view of media-induced violence ignores history. The

ravages of violence and war are not just

contemporary phenomena brought about

by television or other modern-day media.

They have always been symptomatic of the

human condition. Indeed, one can argue

that there was much more violence in earlier civilizations because people did not have

the same kinds of outlets for catharsis that

we have today. In the end, it is probably

more accurate to say that media impacts

are indirect and that children and adults
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select from a media text that to which they

are already predisposed – a selection pattern guided by the families and communities in which children are reared.

Marcel Danesi
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CELEBRITIES AND MEDIA ICONS

[See also: Celebrity Culture]



Celebrities are people who have become famous during their lifetimes because of their

appearance in media (movies, radio, television, newspapers, and so on). Celebrity is

a blemished term in academia, ever since

Daniel Boorstin deﬁned it in his 1961 book,

The Image, as ‘a person who is known for

his well-knownness.’ Much of the general

public, however, has a different take on

celebrities, seeing them as larger-than-life

players in the drama of everyday human

life. Media icons are celebrities who go beyond simple celebrity status, symbolizing

some aspect of human life for a particular

generation of people and, like religious

icons, becoming part of pop culture history,

even after death. Marilyn Monroe, for instance, came to symbolize American womanhood during her lifetime, and remains an

icon to this day.

Although celebrities have existed

throughout history, they were hardly the



kinds of people we recognize today as

celebrities. One can argue that the ancient

heroes were celebrities, as were saints,

great artists, and others in different periods

and in different places. But the association

of media actors, singers, sports ﬁgures, and

so on with celebrity status is a modern phenomenon. Especially critical in the creation

of modern-day celebrities and icons were

the early movies at the start of the twentieth century. By the 1910s, the ﬁrst movie

celebrities appeared on the American pop

culture scene. Actors like Rudolph Valentino and Charlie Chaplin became household

names because of the recognition afforded

them by the movies. Another early medium

that led to the rise of celebrity culture was

the so-called ‘yellow journalism’ of the

early twentieth century, which led to the

tabloid genre in the 1920s. The tabloid,

with its condensed and sensationalistic

style, focused on the private lives of movie

stars, recording artists, and the like, as the

burgeoning entertainment culture of the

1920s generated interest in the private lives

of the stars. This generated a new celebrity

culture revolving around the media. To this

day, magazines (in print or in television or

online form, such as Entertainment Weekly)

are channels of celebrity culture. Many celebrity and lifestyle magazines today offer

readers a pastiche of stories and features on

celebrities. Each issue features a celebrity

on the cover, together with an article about

that person inside the magazine.

In the 1920s, the names of radio and

movie personalities became as recognizable

and culturally important to Americans as

those of politicians, scientists, artists, and

writers. Celebrity status became a state of

mind for virtually everyone. The late pop

artist Andy Warhol summed up this situation when he stated that every person

sought to have his or her ‘ﬁfteen minutes

of fame.’ Warhol was among the ﬁrst to

realize the intrinsic link between celebrity

culture, pop culture, and group psychology. This is why he derived his artistic subjects from both consumerist and celebrity

culture. Using a mechanical stencil process



Celebrities and Media Icons

called silkscreen, he showed how such a

culture generates a stilted world view. He

repeated the images of icons, such as Marilyn Monroe, Elizabeth Taylor, and Chinese

leader Mao Zedong, many times in a single

canvas to bring out a singular fact – the

modern world is based on the constant repetition of images, creating a an unconscious

belief that mass production is the guiding

principle of daily life. Warhol also realized that a celebrity need not necessarily

be a real person; it could also be a product,

such as a Campbell’s soup can, or a ﬁctional character as, for example, a cartoon

character or a comic book superhero. If the

masses knew about it, it was, ipso facto, a

celebrity.

There is a difference between a celebrity

and someone who is famous. Writers, politicians, artists, or scientists may be famous,

but they are not necessarily celebrities,

unless interest in them is spread by the

mass media. The classic example is scientist

Albert Einstein, who was initially famous

among scientists, but who also became a

celebrity through the attention paid to him

by the media, with stories about his personal life, his political travails, and so on.

As a consequence, Einstein was featured in

comic strips, on T-shirts, on greeting cards,

and many other forms associated with celebrity culture. However, by and large, it is

mass entertainment personalities, such as

movie actors, pop music stars, television

actors, and the like who are the ones most

likely to become celebrities, even if they deliberately attempt to avoid media attention.

The case of Princess Diana is an example of

someone who shied away from the media,

but who nonetheless became a media target

and, thus, an unwitting celebrity and now

an icon.

Celebrities who become broadly popular and symbolic are more appropriately

known as icons. The actress Marilyn Monroe is the classic example of a media icon.

Her beauty and sensuality in movies made

her a sex symbol. But in spite of her cinematic success, she led a tragic life, dying

at the early age of 36 from an overdose of
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sleeping pills. Her death became instantly

symbolic of the victimization of women,

transforming her into an icon. Elvis Presley

is another example of ‘iconization,’ as the

process of becoming an icon can be called.

Presley was the leading ﬁgure of the birth

and rise of rock ‘n’ roll music and teenage

culture in the mid-1950s. His records constantly hit the top of the charts, and many

remain highly popular to this day. Like

Monroe, Elvis became even more popular

after his death in 1977. Movies by him and

about him and reissues of his music continue to be produced. His home Graceland

has become a kind of shrine to his memory.

The use of the term ‘icon’ has religious

overtones and has entered popular culture to describe such personalities as the

pop singer Madonna. At ﬁrst, people

were aware of the sacrilegious irony that

her name (which in Christianity refers to

the Mother of Christ) implied, given the

sexual nature of her songs and performances. Hence the term ‘icon’ was applied

to Madonna ironically. Media icons are in

fact imbued with a quasi-religious aura.

Like religious martyrs, their death is experienced as something otherworldly. Consequently, they are idolized like religious

ﬁgures. The iconization process is similar

to the canonization of saints. Like any type

of sacred space that is designed to impart

focus and signiﬁcance to someone, a media

stage creates larger-than-life personages by

simply ‘showcasing’ them. This is why the

early radio, and later television, was called

a ‘magic box.’ Media personages become

infused with a deiﬁed quality because they

occupy a place in that magic box. Meeting

movie actors causes great enthusiasm and

excitement in many people because the

celebrities are experienced subconsciously

as otherworldly ﬁgures who have ‘stepped

out’ of their magic box, or stepped down

from the ‘silver screen,’ to interact with

mere mortals, in the same way that, say,

Prometheus came into the human world

to help mortals out of their ignorance.

Early or tragic death helps a celebrity gain

iconic status. Monroe and Presley both died
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young and under tragic circumstances.

Similarly, James Dean, Jimi Hendrix, Jim

Morrison, Janice Joplin, Bruce Lee, Tupac

Shakur, Kurt Cobain, and Heath Ledger

have achieved iconic status under similar

circumstances. The tragic assassination of

John F. Kennedy transformed the president

into an icon as well.

Icon status can also be achieved through

longevity or pure charisma. Many celebrities attain iconic status if they are able to

continue being popular across generations.

Contemporary examples are Paul McCartney, the Rolling Stones, and Sean Connery.

Fictional characters, such as Bugs Bunny,

Superman, Batman, as well as products

such as Campbell’s soup, Coca-Cola, and

Pepsi, have also achieved iconic status

through longevity. Their fame stands in

contrast to overnight celebrities, or pop

idols, whose fame tends to be brief. Current examples are the many winners of the

American Idol competition, who tend to disappear as quickly as they appeared on the

media stage. The icon, on the other hand, is

perceived to have lasting value. This is why

stamps with Elvis Presley and the Beatles

can be found alongside those featuring

presidents and scientists. However, it is

often difﬁcult to draw the line between an

idol, a celebrity, and an icon. Some names

are perceived as being celebrities to some,

icons to others, and unrecognizable to

others today.

Celebrities created by the internet are

called ‘cybercelebrities.’ More and more

celebrity status is being gained through

the online medium. YouTube in particular

has become extremely inﬂuential in this

domain. Becoming famous on YouTube

often allows the cybercelebrity to cross over

to other media. This ‘across-media movement’ is one of the many manifestations of

convergence – the phenomenon of media

converging into one overarching system.

To become a celebrity today, one must be

showcased by all media, but especially

(more and more) by the online one. The

internet is increasingly becoming the key

for gaining access to other media.



Media icons and celebrities have a signiﬁcant inﬂuence on society. Their clothing

styles and speech mannerisms are imitated

unconsciously. During the 1920s, young

men wore slicked-down patent leather

hair in imitation of the movie star Rudolph

Valentino. In the 1950s, many sported a

ducktail and sideburns like teen stars such

as Elvis Presley and James Dean. During

the 1960s, they copied the haircuts of the

Beatles, consisting of long bangs that covered the forehead. In the 1990s, the fashions

and mannerisms of rap stars and of ‘girl

power’ bands inﬂuenced the fashions and

body styles of many youths.

Each country has its own celebrity

culture, consisting of its own ﬁlm, radio,

television, and sports stars. But in the internet age, the celebrity-making stage has

become a truly global one, with the celebrities of one culture quickly crossing over

to star status in another. The global system

has even made it possible for individuals

outside of the usual media stage to gain

celebrity status. Two well-known examples

are the late Mother Teresa and Pope John

Paul II. In the global village the celebrity

spotlight is cast on anyone who is deemed

to be newsworthy. That same spotlight,

however, canonizes saints and sinners

indiscriminately. The exploits of ‘dark

celebrities,’ such as serial killers and ruthless businessmen, are also part of celebrity

culture. The names of Jeffrey Dahmer, Ted

Bundy, the Zodiac killer, Son of Sam, and

BTK are probably better known than those

of the actors who portray them in movies

and docudramas. The need for celebrities

is, as Warhol suspected, a symptom of the

modern world. History now references

names like Marilyn Monroe, Elvis Presley,

and Jeffrey Dahmer alongside names such

as John F. Kennedy and Albert Einstein.

Magazines like People, talk shows, and

entire TV channels and websites are now

devoted to celebrities and their lives. Celebrities are alternately portrayed as shining examples of saintly perfection when

they win Grammy awards, Nobel prizes,

or Oscars, or as decadent sinners if they
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to many critics, ultimately guided by the

logic of consumerism. A celebrity is a brand

that can be consumed publicly like any material product.
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In the past, fame was assigned mainly to

royal, religious, or mythical ﬁgures. But

the advent of celebrity culture has enlarged the domain of fame considerably.

Already in the post-industrialist era, the

domain included military heroes, romantic

ﬁctional heroes, and political leaders. By

the mid-twentieth century, professional

athletes and movie stars became new

denizens of this domain. This was due to

a vast cultural change brought about by

the communications revolution, which

changed the face of fame from that of

traditional heroes to media-generated pop

culture icons. As a result of his aviation

feats, Charles Lindbergh was an early media-created celebrity in America. Unfortunately, Lindbergh’s success resulted in the

tragic kidnapping and murder of his son.

Since then the media-entertainment conglomerate has created a state of constant

excitement about the personages it enlists,

becoming a cultural cauldron for forging

celebrity culture.

Famous people in the past were represented typically as majestic, digniﬁed,

graceful, and attractive usually because of

their accomplishments. In today’s media

culture celebrities are represented in many

diverse ways. Why are people so fascinated

by a mere actor such as Tom Cruise? Is it

because of his dramatic performances or

his strange afﬁliation with Scientology?

Television has brought intimacy with actors

into our homes, and the audience quickly

develops a close friendship with such actors (in an imaginary sense at least). This

familiarity is what transforms actors into

icons. It does not even matter if these are

real actors. Contestants on reality television

shows gain similar celebrity status, even if

for a short period of time. It is the medium

itself that magically constructs the iconog-



become entangled in sex scandals or criminal behaviour.



CELEBRITY CULTURE

[See also: Celebrities and Media Icons; Popular

Culture]



Celebrity culture is one that values media

celebrities as much as, if not more than,

other personages traditionally esteemed as

valuable members of society (philosophers,

scientists, and so on). Such a culture is

prevalent in societies where the ideas and

beliefs of the masses are inﬂuenced by various forms of mass media. In societies such

as these, a celebrity’s success may in fact

have little to do with talent, but is brought

about almost exclusively by the media attention he or she receives. For example,

Paris Hilton and William Hung received

large amounts of attention in the media in

the ﬁrst decade of the twenty-ﬁrst century,

leading to society’s adulation or disparagement of them – in celebrity culture both

kinds of reactions often occur in tandem.

Celebrities have become god-like ﬁgures,

as the media display their sense of self-importance and often scandalous behaviour

gratuitously. Celebrity culture is, according
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raphy. For this reason anyone can become

famous in a celebrity culture.

Celebrity culture has had various negative consequences, including the virtual

elimination of privacy for the celebrities themselves, given society’s extreme

media-generated desire for stories about

them. These crazes have destroyed many

celebrity lives. Fans develop a self-deﬁning

relationship with celebrities and seek to become part of their scene. Fans often seek to

be in the presence of celebrities, and often

recreate their own lifestyles to reﬂect those

of the people they admire, even if the celebrity is dead. The classic example of this is

the reverence for Elvis Presley, which continues to this day, creating an ‘Elvis culture’

that is sustained (although in a diminishing

way) by the media.

Social Functions of Celebrities

There is little doubt that media, such as

the movies and television, have spawned

the current celebrity culture. Like the heroes of ancient myths, the celebrities can

be both exalted or condemned. The latter

has become epidemic. Many celebrities

are portrayed as having fallen from their

pedestals, shown to be ‘normal human

beings’ with their faults and fantasies,

strengths and weaknesses. But the current

media world can also take common folk

and transform them into celebrity heroes.

Reality television provides an outlet for this

transformation, as do various internet sites

such as YouTube. Today, fame is within

the reach of anyone, as long as he or she

can achieve signiﬁcant ‘media time,’ so to

speak.

The fame achieved by someone within

celebrity culture does not necessarily involve any true accomplishment or even

talent. Often, just appearing in the media in

fashionable and expensive clothes, driving

fancy cars, and dating other celebrities will

do the trick. And celebrity culture no longer distinguishes between actors, politicians,

scientists, and others. John F. Kennedy, who

was attractive and whose parents were



themselves famous, died very young and

provides a striking example of a politician

achieving true celebrity status. Academics,

television hosts, and others are also candidates for celebrity status if they make it

in a signiﬁcant way to the media podium.

An academic and politician can acquire

celebrity status simply by publicly exposing his or her ideas in the right magazines,

books, television shows, and the like. This

was the case of Canadian communications

theorist Marshall McLuhan, who achieved

celebrity status after a cameo appearance

in Woody Allen’s movie Annie Hall (1977).

And only in a celebrity culture can actors

be transformed into political ﬁgures – one

can mention Ronald Reagan and Arnold

Schwarzenegger as two examples. Charismatic star athletes who are showcased in

the media also acquire celebrity status easily. The function of all such media-created

celebrities is to provide the same kinds of

role models as mythic heroes of the past.

And like the heroes, the celebrities can be

both good and evil, strong or weak, and so

on.

Celebrities thus exercise an important

function in a secular and consumerist society. A competitive market requires consumers to keep the system moving. The rapid

consumption of culture became a part of

everyday life already in the Roaring Twenties. That is when the ﬁrst true celebrities

(mainly movie stars and radio personalities) came onto the scene. They become

commodities like real products – a critique

levelled at consumerist cultures from Marxist scholars, such as the members of the socalled Frankfurt School. Celebrities thus are

perceived to be public property, tradable

commodities, and objects for consumption.

The celebrity’s primary roles are to be part

of a commercial and promotional world,

even if the celebrities attempt to stay away

from that world. In the 1930s, rich and famous celebrities such as Howard Hughes

and Greta Garbo avoided being in the public eye, but they were still perceived to be

public property and, thus, were the targets

of newspaper and magazine stories. In a



Censorship

phrase, celebrities are walking advertisements for a consumerist culture in which

human beings are expected to fulﬁl their

dreams through consumption – no wonder

that celebrities are typically hired by marketing agencies to promote products.

Needless to say, celebrity culture is a

part of the overall entertainment culture

promoted by the media. This is why the

personal lives of celebrities are perceived

as part of entertainment – exposed in the

tabloid press, television talk shows, internet websites, and so forth. The sex scandals

of celebrities are thus considered to be as

much a part of the world of social meaning as were the sexual exploits of ancient

mythic heroes. Such expositions actually

render celebrities much more empathic

with the public, since they showcase the

celebrity’s ﬂaws or Achilles’ heel (to utilize

an appropriate mythic metaphor). Villain

celebrities, like O.J. Simpson, are also part

of this mythic world, as are serial killers

and rogue politicians. Fame covers a broad

range of functions in celebrity culture. Like

commodities, the celebrities can be liked

or disliked; the only criterion for success

is if they are successful in the marketplace.

Today’s celebrities have become ﬁxtures of

social life assisted by the media-entertainment conglomerate. Celebrities must put

their personal life on display to the world

and be constantly in the media’s line of

sight; otherwise they will lose their status.

The media consumer thus becomes an important agent in celebrity culture, deriving

great pleasure from his or her participation

in it. As long as consumers maintain an

interest in them, celebrities will remain;

otherwise they will disappear.

Barbara Dumanski
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CENSORSHIP

[See also: Freedom of Speech; Intellectual Property;

Pornography]



Censorship is an institutional system set up

to control what people may say, write, read,

perform on stage, and so forth. Typically

the control comes from a government or

from institutions set up by the government.

Censorship historically seems to have

arisen whenever a government or a community feels threatened by free expression.

The strictest form of censorship occurs

typically in dictatorships and during wartime. The difference between censorship

in modern-day democracies and in dictatorships is that the former generally limit

censorship and are responsive to social

input; the latter are not responsive at all. In

the United States, the Bill of Rights and the

Supreme Court serve as safeguards against

unlimited censorship.

The history of censorship can be traced

back to ancient societies, where it was considered to be a tool to regulate the moral

and political behaviour of common people.

It was recommended by philosophers such

as Plato. Often the rules and regulations

were seen as benevolent and in the interest

of the people. This mindset still continues

today, even though the legitimacy of censorship is often challenged by those who

are censored.

In more recent times, two nations that

have used censorship as a regulatory tool of

expression in a widespread way are China
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and the former Soviet Union. Theocratic

nations, such as Saudi Arabia, Iran, and

Syria, also censor public forms of expression that go counter to their ideological

systems of belief in order to maintain religious and political stability, which, they

claim, is threatened by the ‘immorality’ of

the modern media. As such examples show,

censorship and ideology go hand in hand.

And in some cases, censorship is part of the

overall propaganda machine of the people

in power. In most modern-day societies,

however, censorship is viewed as inappropriate for adults, but necessary to protect

children. Media products that are deemed

unsuitable for children are thus controlled

or supervised in some way so as to ensure

that children have little or no access to them.

Types of Censorship

The most common type of censorship is

the one that aims to preserve so-called

standards of morality. In any democratic

society even this form is viewed as questionable because it is an imposition of the

values of some on the society as a whole.

Many countries have developed obscenity

laws, but the deﬁnition of obscenity seems

to change from generation to generation,

place to place. A second type is military.

Military leaders often withhold information from the media for security reasons.

In some countries, the media voluntarily

censor themselves during wartime. A third

type is political censorship, which is used

by governments afraid of ideas that are in

opposition with their own. Democracies

do not ofﬁcially allow such censorship. But

they often block radical ideas from gaining

wide diffusion. In the United States, for

example, laws prohibit the expression of

ideas that might lead to violence. Finally,

there is religious censorship, which occurs

in countries where religion plays a major

role in governance.

Censorship Methods

There are two main methods of censor-



ship, called formal and informal. The former

involves government ofﬁcials who apply

laws to control free expression; the latter

occurs if no speciﬁc laws exist to cover an

offensive mode of expression. Informal

censorship often occurs when groups apply

pressure to various companies by threatening to boycott their products.

Early Media Censorship

In the early age of radio, music was often

censored (informally) for various reasons.

Sometimes it was censored by the radio

station itself. The task of censorship fell to

the Federal Communications Commission

(FCC) after it was established in 1934. The

main criterion used in radio censorship

was ‘community standards’ or ‘audience

reactions.’ For instance, small-town radio

stations were more likely to censor songs

with prurient lyrics than big-city stations.

The most common reasons for songs to

be censored were strong sexual and drug

lyrics. Here is a sample of songs that have

been censored over the years:

• 1956: Billie Holiday: ‘Love For Sale’ (reason: it dealt with prostitution)

• 1956: Frank Sinatra: ‘I Get a Kick Out of

You’ (reason: use of the word ‘cocaine’)

• 1977: Sex Pistols: ‘God Save the Queen’

(reason: the Queen is referred to as a fascist)

• 1984: Frankie Goes to Hollywood: ‘Relax’ (reason: it refers to sexual climaxing)

• 1987: Beastie Boys: ‘Fight for Your Right

to Party’ (reason: it encourages loutish

behaviour)

At one time, songs were simply banned

from the radio. Now, some record labels

make an effort to censor them ahead of

time so as to preclude negative publicity,

often offering ‘radio-friendly’ versions of

the song so that it will get airtime. As it has

turned out, many songs that ended up getting censored actually sold better as people

wanted to hear the lyrics for themselves.

In the ‘censored’ versions, sometimes the
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label offered alternative lyrics. At other

times, the lyrics were censored by blanking,

bleeping, or skipping to remove the offensive part of the song but keep the rest of the

song intact.

Some examples of artists whose songs

have been censored (and even banned) in

the United States are as follows:

• Eminem: blacklisted by a number of radio stations and self-censored

• NWA: blacklisted by a number of radio

stations, especially after the release of

‘Fuck Tha Police’

• Marilyn Manson: blacklisted by a

number of radio stations; several videos

banned, especially after the Columbine

shootings in April 1999, which some attributed to the possibility that his music

inﬂuenced the shooters

• Slayer: blacklisted by a number of radio

stations because of graphic satanic imagery

• Madonna: several videos banned for inappropriate sexual and religious imagery
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appropriate in a motion picture. Some of

these things included: respect for the American ﬂag and prohibition of nakedness,

suggestive dances, drug use, homosexuality, childbirth, and interracial relationships,

to name just a few. The Code lasted until

the late 1960s, when gay and civil rights

groups challenged its legitimacy. As directors and actors pushed the envelope,

upholding the Code became nearly impossible. The MPAA still needed some sort of

mechanism to censor movies and ensure

that objectionable material was not easily

accessible to children, so the rating system

was established, originally G, M, R, and

X; then G, PG, R, and X; then (in 1984 after

movies like Gremlins and Indiana Jones: Temple of Doom) G, PG, PG-13, R, and X; and

ﬁnally after some trademark issues G, PG,

PG-13, R, and NC-17. Today, sexual material and coarse language are more often

censored than violent material for general

public viewing. In Europe, the opposite

seems to be the case, with violence being

seen as more objectionable than sexuality

and verbal profanity.



Film Censorship

Krystle Dillard

The moviemaking business was a self-censoring industry until 31 March 1930, when

‘the Code’ – the Motion Picture Production

Code – was established by William Hays,

the ﬁrst president of the Motion Picture

Producers and Distributors of America. The

Code consisted of rules that the community

later called, ‘don’ts and be carefuls.’ The

three general principles of the Code were:

(1) No picture shall be produced that will

lower the moral standards of those who

see it.

(2) Correct standards of life, subject only to

the requirements of drama and entertainment, shall be presented.

(3) Law, natural or human, shall not be

ridiculed, nor shall sympathy be created for its violation.

Guidelines for directors were developed

which included what was and was not
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Studies (CCCS) was an important school

of media and popular culture of a Marxist

orientation which developed several frameworks including culture industry theory

(which originated in the Frankfurt School),

or the view that the arts of contemporary

capitalist cultures are promoted and experienced like manufactured ‘products’ rather

than unique works, and their aesthetic value is appraised according to their market

value. According to the theory, capitalist

societies view culture as they do any economic process, as a product industry with

monetary value.

The CCCS was founded in 1964 at the

University of Birmingham by Richard Hoggart, who became its ﬁrst director. It was

established to investigate how bourgeois

interests are served by the spread of popular culture. The scholars at the Centre took

the view that modern-day capitalism had

debased all forms of culture by turning

the process of creating artistic works into a

process of making ‘commodities’ that was

controlled by proﬁt-making enterprises.

Though not afﬁliated institutionally with

the Centre, some American social critics

have drawn (and continue to draw) heavily upon the general arguments made by

the CCCS. The Centre thus has had a considerable impact on contemporary culture

theory in Britain and America. On the other

hand, it has often been criticized for ignoring a basic question: Why has capitalistbased popular culture brought about more

favourable changes to the social status of

average people than any other sociocultural and socio-economic experiment in history, including (and especially) Marxism?

The emotional appeal of popular culture,

moreover, cannot be logically dismissed in

a cavalier fashion as a mere instrument of

commodiﬁcation. On the contrary, popular

culture has actually provided the means for

common people to resist those in power,

not be controlled by them, since it has allowed them access to the marketplace, no

matter what media form it takes.

One of the best-known theorists of the

CCCS is Stuart Hall, who has always em-



phasized the bidirectional nature of the audience interpretation of media texts, that is,

the fact that audiences read texts not passively but actively, either accepting them as

they are, negotiating their meanings, or else

rejecting them outright. This approach has

been a major break from the other Marxist

frameworks of the CCCS. Hall questioned

the dichotomy made in previous studies

between the ‘producers’ of media texts and

their ‘consumers,’ suggesting that the texts

cannot be considered solely as homogeneous products consumed passively in the

same way by everyone.

The members of the CCCS used a primarily interdisciplinary approach to media

and textual criticism, incorporating insights

from theoretical frameworks and ﬁelds

such as semiotics, women’s studies, sociology, and ethnography. They were particularly concerned with depictions of alterity,

from representations (or lack thereof) of different races to different sexual orientations.

The CCCS was a socially sensitive and crusading institute ﬁghting for basic human

rights. For example, under the leadership

of Stuart Hall, the CCCS conducted an important research project that led in 1978 to

the publication of Policing the Crisis, which

showed how blacks were misrepresented

in the media. Other leading researchers of

the Centre (or associated with it ideologically) were Richard Johnson, David Morley,

Charlotte Brunsden, Dorothy Hobson, Dick

Hebdige, Sadie Plant, Frank Webster, Angela McRobbie, Raymond Williams, Tricia

Rose, and Jorge Larrain. They examined

speciﬁc facets of contemporary media in

terms of the inequalities they produced and

the misrepresentations they perpetrated

by tacit agreement with those in power, as

well as the ideological structures behind

popular and youth culture.

The general thrust of the CCCS inﬂuenced the development of so-called

‘propaganda theory’ in the United States,

a framework associated primarily with

Noam Chomsky (Herman and Chomsky

1988). Essentially, the theory maintains that

those in power, such as the government of
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the day, inﬂuence how the media present

news coverage for the simple reason that

the power brokers control the funding and

(in many cases) ownership of the media.

As a consequence, the media tend to be

nothing more than a propaganda arm of

those in power or those who wield great

ﬁnancial clout. The mainstream media are

set up to ‘manufacture consent.’ They do

this by selecting the topics to be showcased, establishing the tone of the issues

that are discussed, and ﬁltering out any

contradictory information. Contrary to the

common belief that the press is adversarial

to those in power, propaganda theorists

and theorists at the CCCS have consistently

argued that it unwittingly (or sometimes

wittingly) supports them because it is dependent on them for subsistence. However,

propaganda and CCCS theorists have been

severely criticized because they do not

seem to accept the possibility that the average citizen can tell the difference between

truth and manipulation. Moreover, because

of the internet, the media are increasingly

being taken to task. If consent was really

manufactured, why is there so much online

critique against those in power?

The CCCS was closed in 2002, with only

four of its fourteen members retained to

teach in other departments. A campaign

was instantly initiated to save the CCCS.

Many saw the closing as politically motivated, since the CCCS had always espoused radical views. Perhaps the shutting

down of the Centre was a sign that cultural

studies had taken a radical turn in a nonMarxist direction. In any case, the work

of the CCCS remains as inﬂuential and

extremely insightful today as it was in its

heyday during the 1970s, 80s, and 90s.
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In communication theory, the channel is the

physical system, environment, or device

that carries a transmitted signal. For ex-
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ample, speech is carried through the channel of air waves; a radio signal is carried

through a certain frequency band.

The term comes from the information

model of communication developed by

the American telecommunications engineer Claude Shannon (1916–2001), who

devised it in order to provide a theoretical

framework for improving the efﬁciency of

telecommunications systems. In the model,

Shannon depicted information transfer

between a sender and a receiver as a unidirectional process dependent on probability

factors, that is, on the degree to which a

message is to be expected in a given situation. It is termed the bull’s-eye model because

it portrays a sender (a person or a device

such as a radio, for example) aiming a message at a receiver as if the latter were in a

bull’s-eye target range. The channel is the

conduit that connects the sender and the receiver, carrying the transmitted signal. Vocally produced sound waves, for example,

are transmitted through the air or through

an electronic channel (such as the radio).

In the area of broadcasting, the term

channel is used to refer to an assigned frequency. This is what keeps radio and television stations from interfering with each

other’s broadcasts. Frequency is deﬁned

in terms of units called hertz. AM radio

stations transmit within a medium-wave

frequency band, and FM stations within a

very high frequency band. There are also

short-wave bands and, now, L-bands, within

which most DAB (digital audio broadcasting) signals now broadcast.

The technology of channel frequencies

is becoming highly sophisticated, as television and radio stations become digitized

and use satellite technologies. For example, XM satellite radio, founded in 1992 as

American Mobile Radio Corporation, is a

satellite service providing pay-for-service

radio programming. Most of the channels

are available via internet, and XM also offers music downloads.

Cable television, which actually emerged

in the late 1940s, has greatly increased

channel access and options. Some cable

systems carry hundreds of channels. This



has made narrowcasting an everyday reality. Unlike broadcasting, which has always

attempted to reach the largest possible

audience, narrowcasting is a term used to

characterize programs that appeal to audiences with particular interests. These are

the TV versions of common hobbies. Cable

channels may specialize in news programs,

movies (of all kinds and from different

eras), comedy, science programs, documentaries, music (of different genres), health,

religion, weather, and so on. Some channels allow a customer to pay for additional

programming in addition to the monthly

fee for basic cable service – called ‘television on demand.’ Most cable services offer

one or more channels that make movies or

special events available on a pay-per-view

basis.
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Noam Chomsky is a distinguished ﬁgure,

both in academia and in the area of social

activism. He is a proliﬁc author engaged

in the ﬁelds of linguistics, radical politics,

and philosophy, and a teacher at the Massachusetts Institute of Technology since 1955.

Chomsky has been recognized as a leading

political thinker and activist, whose critical

perspective of contemporary socio-political

reality goes hand in hand with the praxis

of dissent.
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His work on theoretical linguistics and

psycholinguistics in the mid-1950s challenged the prevailing empiricist tradition

in the language sciences of the times, and

more speciﬁcally that of structuralism in

linguistics and behaviourism in psychology. By shifting the interest of linguists to

the explanation of the creative and innovative aspects of the use of language, Chomsky’s approach came forward to challenge

the study of language beyond simple functionalist explanations of its forms and away

from the restrictive framework of the stimulus-response-based theories of language

acquisition (Chomsky 1959). It is the syntax

of sentences, their deep and surface structure – constituting a formal grammar – that

accounts for the generation of language

(Chomsky 1957). Additionally, the process

of acquiring grammatical structures is for

Chomsky an innate, genetically determined

capacity (‘language faculty’) that endows

the subject with linguistic competence. The

realization of the language faculty takes

place along a ‘set of principles and parameters,’ in terms of a ‘universal grammar’

that underlies all languages and determines

their variation in accordance to various

parameter settings and values (Chomsky

1981). From this perspective, Chomsky

has advanced the scientiﬁc study of the

grammar of natural language considerably,

despite various critiques and even rejections of his work in recent approaches. It is

to Chomsky that we owe the theory-based

psycholinguistic focus that now guides linguistic inquiry in general.

Chomsky’s theory is known broadly as

transformational-generative grammar; it is

a framework that evaluates the process of

the constitution of language in terms of two

levels, called ‘deep’ structure and ‘surface’

structure I-grammar, which characterizes

the ways in which sentences are constructed mentally and communicated physically.

The dialectic relationship between deep

and surface structure is present in every

natural human language and is mediated

by language-speciﬁc transformational rules

that relate the deep structure to surface

structure, or the phonetic representations of
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the former (Chomsky 1965). According to

Chomsky, it is the underlying logical form

of language – its structure, and not the actual forms languages take – that is the true

research object of linguistics; it constitutes

an approach that acknowledges the fact

that there are innate propensities in human

cognition, rather than just experiences of

the environment (Chomsky 1986). Characteristic here is the distinction Chomsky

introduced between language in general

and languages in particular, where the

former (‘I-language’) indicates the internal

functioning of language, as it is reﬂected in

the generative quality of grammar that is

innately and individually registered, as an

‘E-language.’ Chomsky’s evaluation of the

ontological and epistemological status of

‘I-languages,’ contrary to the epiphenomenal contextualization of ‘E-languages,’

questions the scientiﬁc foundation of any

social identiﬁcation of ‘language’ with a

‘community’ – which was characteristic of

previous structuralist accounts. Such a position reverses the conceptualization of the

relationship between language and communication: communication does not come

in the wake of a common language shared

by a people (E-language), but it is subjected

to speciﬁcations of the ‘universal grammar’

across various individual languages (‘Ilanguages’). Overall, Chomsky’s evaluation

of human language as a cognitive system,

which acknowledges the language faculty

in relation to individual human minds, has

been highly controversial and stimulating

and has guided a large portion of research

in linguistics.

Although communication, viewed in its

instrumental dimension, is not subjected,

as Chomsky argues, to the function of a

common language, when its mediated form

comes into discussion, it is determined

by the conventional framework in which

mass media run – a doctrinal framework

which reﬂects the position of media institutions within the nexus of a power system,

satisfying the relevant ideology that supports it, revealing in this way ‘what makes

mainstream media mainstream’ (Z Magazine, 1997a). Prominent here is Chomsky’s
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attempt to address the synergistic constitution of a framework that takes place both

structurally, in relation to a media institutional setting, when interacting with, and

being related to, other power structures;

and virtually, in terms of the socialization

of the roles of the people working in media,

not through any methods of purposeful

censorship but along an axis of the internalization of beliefs and attitudes of the

surrounding power system. This kind of

synergy affects the nature of the product,

reﬂecting the interests of the institutional

structure, as well as exposing the audience

to the market, and especially to the advertisers. Under these circumstances there is

no place in the institutionally mediated

world for true ‘participants,’ just for ‘spectators,’ who are treated as ‘meddlesome

outsiders,’ incapable of actually being engaged in public affairs, whose choices and

attitudes can be then moulded towards the

maintenance of the status quo. This process

of ‘manufacturing consent’ has been the

primary concern for Chomsky throughout

his critical evaluation of the role of the

mass media in the modern world.

Known as the propaganda model, which

Chomsky elaborated with Edward Herman (1988), it provides a systematic critical

analysis of the function of corporate news

media, elucidating the ways in which the

latter serve to defend and support dominant government and private interests and

requirements. Herman and Chomsky draw

on a set of ﬁve news ﬁltering processes,

interacting and reinforcing one another,

which account for the ‘pattern of manipulation and systemic bias’ spread through media operations. These ﬁlters – namely the

concentration of media ownership among a

few proﬁt-orientated corporations, the central role of advertising for the competitive

viability of mass media, the ‘symbiotic relationship’ of media with powerful sources

and their agendas, the compromising policy that media follow in response to ‘ﬂak’

producers, and ﬁnally, the ‘ideology of

anticommunism’ as reproducing a dichotomized (‘we’ versus the ‘enemy’) frame of

reality in favour of Western political culture



– have promoted the ends of the dominant

privileged groups in society. The propaganda model has thus been used to describe

media content: its exclusion of news stories

critical of corporate interests; its commercialization, according to standards set by

parameters of audience demographics; its

devaluation of the investigative character

of journalism, due to its heavy reliance on

the agendas of corporate and government

agencies and the mediation of its practices

by the relevant public relations bureaucracies; its censoring of controversial material from the perspective of the corporate

world, which might jeopardize media legitimacy; and its practice of using the same

yardstick, journalistic standards, and so

on to judge both sides of an issue (oppositional and supportive), thus reinforcing the

very character of propaganda. However,

Herman and Chomsky do not develop the

propaganda model in terms of a conspiracy

theory framework; rather, they base their

analysis on the concept of a synergistic

(and largely unconscious) adaptation on

the part of media employees to the systemic demands set by the news-ﬁltering agencies. From this point of view, media bias

is not attributed to a totalitarian control

imposed from above, but to the actual processes of recruiting, socializing, and consequently self-censoring tendencies of media

personnel. Moreover, the political vehicle

of opinions articulated within Western media shows a discrepancy, since it appears to

involve (on the surface) a systematic debate

and discussion on various issues, as long

as it does not challenge the general consensus, the ‘system of presuppositions and

principles that constitute it.’ In this context

the very notion of ‘free press’ performing

a watchdog role is negated through actual

media practice.

Chomsky has been consistently and rigorously critical of ‘consent manufacturing’

by the mass media in the United States –

the ‘new art in democracy’ in Lippmann’s

words – needed to ‘tame the bewildered

herd.’ Propaganda works for democratic

societies in the same way that state censorship works for a totalitarian system,
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as the title of another book of his declares

– Necessary Illusions: Thought Control in

Democratic Societies (1989). The difference is

that democracies incorporate more subtle

methods of control, which, in the case of

the United States, are intertwined globally

and domestically; characteristic of this

is the use of a rhetorical paradigm based

on a ‘containment of the enemy’ perspective. Moreover, Chomsky has traced the

techniques of propaganda that form public

opinion both historically – exempliﬁed by

propaganda agencies like the British Ministry of Information and the U.S. Committee

on Public Information (Creel Commission)

that initiated current techniques of opinion

engineering during the First World War –

and normatively, applying the propaganda

model to case studies of news coverage by

U.S. media across the world – the Vietnam

war (challenging the prevalent supposition that media were opposed to the war),

elections in Central America, Middle East

politics, the protests against the World

Trade Organization, issues surrounding

the objectives of the World Bank and the

International Monetary Fund, national terrorism, and domestic politics.

Overall, Chomsky relates the current mediation of information to the very practice

of democracy. The exercise of propaganda

practices accounts for the prevalence of the

concept of ‘spectator democracy,’ a state of

existence whereby the means of information are rigidly controlled and distorted, so

that the public does not participate actively

in the democratic process – it just ‘watches’

it unfold. In this framework, the media perform a double role – serving those in power

and marginalizing any dissent (Chomsky

1997b). Implicit here is Chomsky’s profound concern over the politics of power

(Chomsky 2002). He has always been

committed to the deconstruction of such

politics through his leftist critique of U.S.

foreign policy and its drive for domination, linking U.S. multinational interests

with super-national economic structures

(Chomsky 1999). He criticizes the military

responses to 11 September by pointing out

that the media have reinforced the specta-
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tor democracy syndrome through a clever

use of rhetorical propaganda (the so-called

‘war on terror’) (Chomsky 2001). The real

motivation, Chomsky claims, behind this

war is an ‘imperial grand strategy,’ grounded on the threat or the use of military force,

through which the United States maintains

its hegemony (Chomsky 2003, 2005). By

identifying the abuse of power in normative terms (government corruption, violation of international laws) Chomsky clearly

hopes to address the supposed real threats

to democracy, tackling issues of ‘democratic deﬁcit’ from within (Chomsky 2006).

Chomsky’s propaganda model is useful,

therefore, in articulating an overall account

of the structural and ideological afﬁliations

among dominant institutions – government, business corporations, and media

– in the Western world, institutions that

serve elite interests. Such an interrelation

is strongly reﬂected, in the case of media

performance, in how the media practise an

agenda of public discussion (‘selection of

topics,’ ‘framing of issues,’ ‘ﬁltering of information,’ and ‘distribution of concerns’)

– a practice which, in an ever-evolving

media milieu, is more and more interlinked

to the ‘politics of power.’ The mainstream

media hardly give signiﬁcant space to real

investigative journalism, conﬁning instead

any meaningful debate to the ‘bounds of

acceptable premises.’ The objective of journalists to transcend these boundaries, remaining independent – feasible, according

to Chomsky, along with the professional

qualities of impartiality, balance, and objectivity – is a matter of resistance. Chomsky

himself, a ‘public intellectual,’ has been

constantly on the frontlines of the struggle

against any oppressive structure, deploying

critical intervention in various arenas of the

public sphere, from university lecture halls,

to the media forum itself. ‘It is the responsibility of intellectuals to speak the truth and

to expose lies’ (‘Responsibility of Intellectuals,’ Chomsky 1967). However, ‘to speak

the truth is not a particularly honourable

vocation. One should seek out an audience

that matters – and furthermore (another

important qualiﬁcation), it should not be
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seen as an audience, but as a community

of common concern in which one hopes to

participate constructively. We should not

be speaking to, but with’ (‘Intellectuals and

the Responsibility of Public Life,’ 2001).



CINEMA



Pantelis Vatikiotis



[See also: Cinema Genres; Cinema, History of]



Bibliography



Cinema is, at a purely technological level,

a mechanical optical-projection system

that makes it possible to create moving
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the use of this system to create texts that

can be put on display (for entertainment,

information, and so on) before audiences.

The technology is based on the ‘persistence

of vision,’ by which the human eye sees

twenty-four images per second and merges

them together in a ﬂuid motion at an unconscious level. Therefore, one does not see

the actual moving images, but rather images that convey the illusion of movement

– hence the illusory nature of the medium.

The goal of cinema production, since its

very inception, has been to create a sense

of admiration and wonder in the audience,

a goal that emphasizes its entertainment

function. This is the reason why cinema

was transformed, early on, from a generic

tool for expression and enunciation of narrative ideas and concepts into a medium

with a very strong narrative textuality,

leading to an industry with its own production and distribution patterns as well

as its strategies aimed at the maximization

of proﬁt.

The manifold functions associated with

cinema have been the topic of heated theoretical and critical debates since the birth

of the medium, which started with the

screening of L’arrivée d’un train en gare de La

Ciotat by the Lumière Brothers in December

1895. In 1896 the French magician Georges

Méliès produced a series of ﬁlms that explored the potential of the new medium. In

1899, in a studio on the Parisian outskirts,

Méliès made a ten-part version of the trial

of French army ofﬁcer Alfred Dreyfus and

then produced Cinderella (1900). His short
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Cinema

ﬁlms were a hit with the public, being

shown across the world. They were the

ﬁrst important examples of an art form that

was in its infancy. The history of cinema

has also run in parallel with the history of

patents, as well as the history of marketing

strategies aimed at attracting the widest

possible market share, and at creating huge

proﬁts, unknown – in terms of amount and

speed of proﬁt-making – to other industrial

sectors. Because of its potential to reach any

audience, together with its function as an

entertaining and artistic medium, cinema

has radically altered world-view and global

social structure in a relatively short span of

time. The claim could be made that cinema

is the ﬁrst expression, both in terms of importance and in chronological terms, of a

true planetary civilization.

The interest in optical phenomena

showing moving images dates back to the

seventeenth century. Inventions deriving

from such interest evolved over subsequent

years. But it was only after the invention

of photography and its ability to produce

snapshots that the technical groundwork

for true cinema was laid. Since the outset,

the technology was designed to be used in

a public place where the ‘moving pictures’

(or movies, for short) could be shown to

an audience on a relatively large screen, so

as to create a shared experience. Cinema’s

success would depend, in fact, on the creation of a standard format and a relatively

easy system for reproducing and projecting

the movies. Paradoxically and ironically,

the most recent devices (laptop computers, iPhones) have brought moving images

back to the times when spectators gazed at

them through a peephole in the prototype

to the movie theatre, known as the nickelodeon, thus regenerating a more individual

and private experience of cinema.

The history of cinema consists of two basic chapters – the pre-sound and the sound

eras. The transition from silent (pre-sound)

to sound ﬁlms (ﬁlms with a sound track)

was a rapid one. Many ﬁlms released between 1928 and 1929 had begun production

as silent ﬁlms but were hastily turned into



123



‘talkies,’ as they were called, to meet the

growing demand. Added to these chapters

are subsidiary ones on the development

of colour technology, the amalgamation of

discontinuous images (rearranged through

editing), and more recently, the use of digital technologies. However, a major issue behind the ‘turning point’ mentioned above

is the commercial nature of the medium as

opposed to its aesthetic and purely artistic

potential. The dominance of production

strategies aimed at the maximization of

proﬁt has typically relegated to the fringes

the use of cinema as a discursive medium

for philosophical, scientiﬁc, or historical

purposes. The advent of cinema as a major

technological mass medium coincides with

the overall cultural history of the twentieth

century itself and its evolution into an era

of major technological and medium-based

social revolutions. Along with psychoanalysis, the new scientiﬁc theories that

upset the certainties of previous centuries

(such as quantum mechanics), and the upheavals caused by the multifaceted political

ideologies of the 1900s, cinema became a

major force in the century, in many ways

guiding the evolution of modern society

as a visually based one, thanks to its emotional immediacy and to its ability to set

forth its own types of answers to the most

important and widely felt issues of the

times. It accomplished this through the

use of visual imagery, which allowed it to

project a unique perspective on anything

deemed to be of value to society, from politics to lifestyle. As such, cinema formed a

fundamental dynamic with social changes

throughout the world.

Cinema was born in France and developed rapidly in several European countries

at the turn of the twentieth century. But

it was in the United States that cinema

developed into an industry of mass entertainment. As far as the distribution of

ﬁlms and their exhibition in public halls

was concerned, the kinetoscope device

of Thomas A. Edison was at ﬁrst the only

patented system with the legal right to

screen ﬁlms, developing into a monopoly
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located mainly in New York and Chicago.

Its audiences were primarily middle and

upper class ones. In what was perceived as

an unfair advantage, independent exhibitors soon started using their own projection devices in small theatres attended by

increasingly large numbers of spectators.

The war between Edison and the nickelodeons characterizes the ﬁrst years of cinema

growth in the United States. The reaction of

some ﬁlm producers to the dictates of the

Edison trust that was controlling the richer

eastern states is of utmost importance to

understanding the development of cinema.

In order to achieve total independence and

to be able to produce enough ﬁlm materials to satisfy the growing demand, some

of the most entrepreneurial producers and

investors moved to California, settling into

a little-known suburb of Los Angeles called

Hollywood, where they started building

facilities for ﬁlmmaking at a low cost and

high proﬁt, thanks in no small part to the

more favourable weather conditions for

outdoor shooting. Hollywood has ever

since been equated with cinema for the

masses, having become an efﬁcient and

mass production and distribution system,

and creating the ﬁrst ‘studio system,’ with

its pre-built structures and equipment for

the mass serial production of movies (sets,

props, complex three-dimensional settings

for different ﬁlms) with the aim of maximizing efﬁciency and proﬁts. The studio

system also became a way of relating a major production company with a particular

style of ﬁlmmaking or with a particular ﬁlm

genre, deemed as characteristic of a given

production company. For example, during

the 1930s and 1940s, the Republic Pictures

Studio came to be associated with the socalled ‘cliff-hanger’ serials that were hugely

popular at the time. The increasing control

over each phase of the moviemaking process and the increasing budget capacity for

ﬁlm production also contributed to making

Hollywood the leader of ﬁlm production in

both the United States and abroad.

Various other countries – from France,

the United Kingdom, and Germany, to

Italy, Scandinavia, Russia, Japan, India,



and South America – developed their own

movie industries in tandem with Hollywood, although there was much reciprocal

inﬂuence between the countries and Hollywood. The term cinema took on a different meaning, even though the rules of ﬁlm

production and its commercial nature were

basically the same. Cinema was seen as an

art form, capable of performing cultural

and educational functions of high social

proﬁle and interest – not just as a medium

of mass entertainment. To many producers

and directors in these countries, the main

menu of Hollywood offerings was seen as

crass and solely of mass-entertainment

value, and (with few exceptions) devoid

of intellectual or aesthetic involvement.

Needless to say, this was understandable

in the context of the times when it surfaced. The situation has changed drastically today. Both Hollywood and other

production systems are engaged in both

entertainment and aesthetics. Cinema has

literally gone global, along with other media forms.

It was after the First World War that

Hollywood became inﬂuential as a cinemaproducing engine – a fact that could in part

be explained by the fact that Europe had

just come out of a highly destructive war.

European cineastes saw the postwar era

as a period to come to an understanding

with the new social realities of the times. In

Germany, postwar anxieties gave birth to

expressionism; in France to surrealism and

Dadaism; in the Soviet Union to politicoideological commentary, since it was understood that cinema could be used as a

powerful propaganda instrument. This was

the case of cinematic trends during the Nazi

period in Germany and the Soviet period in

Russia. The inﬂuence of cinematic material

on large audiences became a topic of great

concern during the era, and studies on its

inﬂuence became common. The idea that

cinema and mass culture evolved in tandem

remains to this day. Even in America, cinema was often used as a propaganda tool,

promoting the ‘American way of life’ after

the Second World War. When the European

Reconstruction Plan (ERP) started, several
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representatives of the Motion Pictures Association of America (MPAA) participated

actively in the negotiations on the aid plan

that the U.S. administration had with European governments, requesting, as a precondition, a facilitated and wide distribution of American ﬁlms in Europe, asserting

once more the paramount importance of

cinema not only as a proﬁt-making industry, but also as an ideological instrument.

The twenty-ﬁrst century has witnessed a

veritable revolution in the delivery of cinema, with the advent of digital technologies

such as DVDs and downloadable movies,

making the viewing of movies a more individual experience (akin to reading). This

development, combined with the arrival of

cable and satellite television, which provide

access to current ﬁlms on special channels,

seemed to threaten the survival of movie

theatres. But it has not turned out to be that

way. It seems that the communal experience of watching movies in a theatre is as

part of the psychology of cinema as is extracting meaning or diversion from a ﬁlm.

So despite the challenge from the new ‘digital universe,’ the movie theatre seems to be

as popular as ever, which is a testament to

the power of the cinematic medium as an

art form tailored perfectly for the modern

imagination.

Carlo Coen
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The term cinema genres is used to cover the

whole range of movie offerings – a term

coming initially out of the ﬁeld of literary

criticism. The term is now used in all the

arts as a way of classifying works together

according to common subject, theme, and

style. Examples of literary genres are poetry,

prose, drama, ﬁction, mystery; examples of

classical musical genres are sonata, symphony, concerto, string quartet.

Cinema did not start out as a way of telling ‘genre stories.’ It grew out of a simple

scientiﬁc experiment that was conducted

to show that ‘moving pictures’ – such as a

series of photographs of a running horse

– were perceived by the human eye to represent the ‘natural’ movement of running.

This very experiment was conducted in

1877 by Eadweard Muybridge (1830–1904),

a British photographer working in California who used a row of photographic cameras with strings attached to their shutters

to record the horse’s movements. When

the horse ran by, a string broke in succession, tripping the shutters. Then in 1888,

Thomas Edison (1847–1931) invented the

ﬁrst practical motion picture camera, which

he used to ﬁlm ﬁfteen seconds of one of

his assistants sneezing. The ‘movies’ (short

for ‘moving pictures’) had arrived. In 1895,

Auguste Marie Louis Nicolas Lumière

(1862–1954) and his brother Louis Jean Lumière (1864–1948) presented the ﬁrst moving picture ﬁlm in a Paris café.

The emergence of cinema as an art form

began in earnest in 1899, when French

magician Georges Méliès reconstructed

on ﬁlm the trial of French army ofﬁcer

Alfred Dreyfus and then produced the

ﬁlm Cinderella in 1900 and his sci-ﬁ masterpiece A Trip to the Moon (1902). Méliès’s

ﬁlms were an instant hit with the public.

In 1903, Edwin S. Porter produced the ﬁrst

major American ﬁlm, The Great Train Robbery. Moviemaking in America was soon

to become a major, economically proﬁtable

industry. With the production of D.W. Grifﬁth’s The Birth of a Nation (1915), cinema

had become a major form of mass entertainment across the United States.

Between 1915 and 1920, the American
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movie industry established itself in Hollywood, which adapted vaudeville, comedic, and pulp ﬁction genres to satisfy

the diverse tastes of an ever-burgeoning

movie-going public. The ﬁrst silent picture

genres were thus born, consisting mainly

of westerns, slapstick comedies, romantic

melodramas, adventure movies, horror

ﬂicks, and sci-ﬁ extravaganzas. Gangster

movies and musicals dominated the subsequent ‘talking screen’ starting in the

early 1930s. By the end of that decade, the

blockbuster movie had arrived, exempliﬁed by Gone with the Wind (1939). Fantasy

and horror genres continued to be highly

popular, with ﬁlms such as Dracula (1931),

Frankenstein (1931), The Mummy (1932),

and The Wizard of Oz (1939). The 1940s saw

an expansion of cinema genres, with the

increasing turnover of popular novels and

classic stories into ﬁlmic texts, exempliﬁed by movies such as Citizen Kane (1941)

and The Magniﬁcent Ambersons (1942). In

Europe, moviemakers were experimenting

en masse with the ﬁlmic medium as a selfcontained art form – an experimentation

that dominated the European cinema scene

in the 1950s, 1960s, and 1970s. Examples

of this are Roberto Rossellini’s Open City

(1945) and Vittorio De Sica’s The Bicycle

Thief (1949) in Italy, and Ingmar Bergman’s

The Seventh Seal (1956), Wild Strawberries

(1957), Persona (1966), Cries and Whispers

(1972), Scenes from a Marriage (1973), and

Autumn Sonata (1978) in Sweden – to mention just two examples. In Britain and the

United States movies by Alfred Hitchcock

(Psycho 1960), Peter Bogdanovich (The Last

Picture Show 1971), Martin Scorsese (Raging

Bull 1980), and Woody Allen (Zelig 1983,

Shadows and Fog 1992) also fell outside the

Hollywood mould of moviemaking.

As mentioned, early moviemakers drew

on bestselling novels, pulp ﬁction, vaudeville, and other popular entertainment

sources to create the ﬁrst cinema genres.

Among these, the following stand out:

Crime drama: Little Caesar (1930)

Sci-ﬁ: A Trip to the Moon (1902)



Animation: Snow White and the Seven

Dwarfs (1937)

Comedy: It Happened One Night (1934)

Character drama: Citizen Kane (1941)

Historical drama: Intolerance (1916)

Documentaries: Nanook of the North

(1921)

Detective: The Maltese Falcon (1941)

Suspense: M (1931)

Monster: King Kong (1933)

Horror: Nosferatu (1922) and Dracula

(1931)

Musicals: Flying Down to Rio (1933) and

The Wizard of Oz (1939)

War: Birth of a Nation (1915) and Wings

(1931)

Action-Adventure: Thief of Baghdad

(1921)

Film noir: Double Indemnity (1944)

Westerns: The Great Train Robbery (1903)

and the Republic serials

Romances: The Sheik (1921)

Melodrama: The Perils of Pauline (1914)

Starting in the 1950s, Hollywood updated its repertoire of genres by appropriating social themes that were becoming

relevant at the time, some of which have

remained intrinsic to moviemaking. From

the adolescent-oriented ‘beach party’ movies to current ‘slasher,’ ‘jackass,’ and ‘chick’

ﬂicks, the movies have shown an uncanny

ability to create new genres to suit current

tastes based on social trends and patterns.

Slasher movies, like the Friday the Thirteenth

series of movies, reveal a modern-day fascination with serial killers and with crime in

general; jackass movies (comedies that portray individuals, especially young males,

as idiotic) show a current fascination with

moronic humour; and chick ﬂicks (such

as the Bridget Jones’s Diary and Sex and the

City movies), which deal with the plight of

modern women, tap into a general social

trend that highlights the consequences of

women having achieved liberation. The

latter genre constitutes a new ﬁlmic locus

for women to come to grips with their new

sense of freedom. In contrast to the fantasy

world of the feminine-directed romance
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ﬁlms, the chick ﬂick assails the traditional

view of women as passive beings.

Among the cinema genres that are now

popular, the following can be mentioned:

Youth rebellion: The Wild One (1954),

Rebel Without a Cause (1955)

Adventure/spy: the James Bond movies

Intrigue: the Mission Impossible movies,

The Da Vinci Code (2006)

Romantic comedies: Pillow Talk (1959),

You’ve Got Mail (1998)

New Science Fiction: The Matrix (1999)

Slasher: Friday the Thirteenth (1980),

I Know What You Did Last Summer

(1997), the Saw movies

Pop music: Jailhouse Rock (1957), A Hard

Day’s Night (1964), Spice World (1998),

rap/hip-hop-based movies

Martial arts: the Bruce Lee movies

Rap/hip-hop: 8 Mile Road (2002), Barbershop (2004)

African American: Superﬂy (1972)

Hispanic: El Mariachi (1992)

Coming-of-age: The Breakfast Club (1985)

Anti-war: Apocalypse Now (1979)

Sword and sorcery: Conan the Barbarian

(1982), Lord of the Rings movies (2001–

3), the Harry Potter movies (2000–7)

Disaster: The Towering Inferno (1974), The

Perfect Storm (2000)

Apocalyptic: Lost Souls (2000), Left Behind

(2001)

Fear: Jaws (1975), Jurassic Park (1993)

Dumb-jackass: Dumb and Dumber (1994)

and Jackass II (2006)

Chick ﬂicks: the Bridget Jones’s Diary

movies

Girl power: Lara Croft (2001)

Superhero movies: Superman movies,

Batman movies

UFO and Alien: X-Files movies

Some of these genres recycle previous

ones, but many are new. Added to the

above are children’s movies (such as the

Disney movies), many of which are animated, and, more recently, movies based

on graphic novels (such as V for Vendetta,

2006) and ‘simulated reality’ style mov-
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ies, such as The Blair Witch Project (1999).

The serial genre has always been popular.

In the 1930s and 1940s, Republic Pictures

made many so-called ‘cliff-hanger’ movies, which were seen on consecutive weeks

in movie theatres, thus enticing audiences

to come back regularly to see the outcome

of the episodes. In recent times, the same

concept has taken on different forms, either

as sequels or as series of movies (Star Wars,

Indiana Jones, James Bond, and so on).

A genre that has always been particularly popular is the ‘thriller.’ Among the

early directors most closely associated with

this genre is Alfred Hitchcock (1899–1980),

whose movies reveal a complex psychology behind them – that is, they are not just

movies for thrill-seeking audiences; they

also engender reﬂection on the human

condition. Starting with Blackmail (1929),

Hitchcock’s ﬁrst talking ﬁlm, the Britishborn director became famous for his imaginative use of sound in evoking suspense

and a feeling of ‘creepiness.’ The term

‘spine-chiller’ was applied to the movie by

critics, entering the language shortly thereafter. During the 1930s and 1940s Hitchcock

gained international fame with The Man

Who Knew Too Much (1934), The 39 Steps

(1935), The Lady Vanishes (1938), Suspicion

(1941), Shadow of a Doubt (1943), and Notorious (1946). His most creative period, however, was the 1950s and early 1960s, during

which he produced such highly popular

movies as Strangers on a Train (1951), Rear

Window (1954), The Man Who Knew Too

Much (1956), Vertigo (1958), North by Northwest (1959), Psycho (1960), and The Birds

(1963). Today the thriller can take any form,

from the detective story to the apocalyptic

thriller, which focuses on the end of times

or on some doomsday scenario.

Two other genres that continue to have

staying power are horror and monster

ﬁlms. From early silent movies based on

vampires to the zombie ﬁlms of the 1950s

and 1960s to current movies like the Hostel

and the Saw ﬁlms, the horror genre seems

to be popular because, arguably, it provides

a catharsis from unconscious psychic fear.
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Monster movies, on the other hand, like

King Kong (1933) and its contemporary

derivatives, exploit our need to juxtapose

grotesqueness against beauty – a formula

that can be encapsulated as a ‘beauty and

the beast’ aesthetics. Horror and monster

movies are, in effect, dark psychic fantasies

taking material form in ghosts, vampires,

zombies, serial killers, slashers, and so

on. In the same ‘psychic ballpark,’ so to

speak, is the alien and UFO genre, which,

since the 1950s, has been highly popular.

In Ridley Scott’s Alien movies (1978, 1986,

1992, 1997), John Carpenter’s The Thing

(1982), and the various X-Files movies (and

their clones) the aliens seem to stand out as

metaphors for our fear of the unknown, as

well as a growing awareness that ‘we are

(probably) not alone’ in the universe.

Science ﬁction is another genre that has

shown itself to have staying power. Starting with Méliès’s A Trip to the Moon (1902),

the sci-ﬁ movie has always been popular,

as it was in print pulp ﬁction. Because of

the ability of cinema technology to produce

special effects, the sci-ﬁ movie has always

been ahead of the genre lineup in using

new technologies, even though some of the

1950s sci-ﬁ movies seem rather quaint to

the modern eye – an eye that has become

accustomed to sophisticated technologies

in cinema production, starting with Star

Wars in 1977.

One genre that emerged spontaneously

in the cinema world itself in the 1980s can

simply be called postmodern – a style of

ﬁlmmaking that privileges images over

narrative. The classic example of this

technique is Godfrey Reggio’s 1983 ﬁlm

Koyaanisqatsi. There are neither words nor

a storyline in the movie, which unfolds as a

series of seemingly discontinuous images.

The ﬁlm literally shows how destructive

and meaningless a world based on the

technological exploitation of the environment has become. Reggio cuts and pastes

seemingly random images of cars on freeways; litter on streets; atomic blasts; people

walking aimlessly, working robotically, or

shopping mechanically in malls; deteriorat-



ing housing complexes; buildings being demolished; and so on, into a visual pastiche.

The minimalist music of Philip Glass acts

as a sonorous guide to decoding the interconnection among the images, interpreting

them tonally. Glass’s slow rhythms enervate and exhaust us, while his fast tempi –

accompanying a frenzied chorus of singers

chanting frenetically away – assault us and

make us restless. When the ﬁlmic-musical

collage ﬁnally ends, we feel an enormous

sense of relief. This style of music contrasts

with the style used to portray a vastly different world at the beginning and end of

the movie – the world of the Hopi peoples

of the U.S. southwest, a culture that does

not pit humans against nature through

the use technology. Glass’s solemn choral

music and Reggio’s slow-moving camera

depict the Hopi world as sacred and meaningful, contrasting it to the modern world

and its frantic, insane rhythms. At the end,

a warning is projected onto the screen:

‘koyaanisqatsi (from the Hopi language)

crazy life, life in turmoil, life out of balance,

life disintegrating, a state of life that calls

for another way of living.’

Reggio’s postmodern technique took

cinema to a visual extreme. But it was successful, as audiences, conditioned by television and other visual media, understood

its subtext emotionally. The use of imagery

to carry the subtext is now a common

technique. Recent examples of this legacy

are The Matrix (1999) and The Dark Knight

(2008). Although these movies use traditional narrative, dialogue, and progression,

they nevertheless also use images as carriers of the ﬁlmic subtext.

As one ﬁnal genre deﬁning current

trends, the blockbuster certainly stands out

– a term coming out of theatre slang referring to a highly successful play. In cinema,

the term refers to a movie that earns a large

amount of revenue or one that is seen as

sensationalistic, given its use of famous

stars and elaborate movie sets. The two

directors who respectively gave the blockbuster its birth and ensured its development are Cecil B. De Mille (1881–1959) and
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Steven Spielberg (b. 1947). De Mille introduced the ﬁlmic blockbuster with his spectacular historical and biblical epics like Joan

the Woman (1916), The Ten Commandments

(1923), The Sign of the Cross (1932), Cleopatra

(1934), and Samson and Delilah (1949). Spielberg’s movie Jaws (1975), a thriller based on

Peter Benchley’s novel of the same name,

has come to deﬁne the contemporary blockbuster. The movie showed Hollywood that

an important segment of movie audiences

was made up of young people. The same

formula, albeit in a different narrative domain, was exploited by George Lucas with

Star Wars (1977), a sci-ﬁ blockbuster movie

that further showed how important special

effects were becoming to the modern eye.

Blockbusters are now common, from the

Harry Potter and Lord of the Ring movies

to the James Bond series of movies. Blockbuster style has become an unconscious

pattern in major movie production. Pitting

itself against this trend is the ‘indie’ movie:

any ﬁlm that is not produced by a major

studio, but by an ‘independent’ producer

or company.

An important inﬂuence on contemporary moviemaking style is the video game,

with characters and plots taken from the

games, showing that there is a convergence

of media occurring in cinema. This can

also be seen in movies that have a ‘reality

TV’ style, such as The Blair Witch Project,

in which we are projected into the action,

in the same way as TV documentaries and

realty shows do, whereby the spectator sees

the action through the trembling hands of

the camera operator. As these examples indicate, cinema’s appeal and lasting power

lie in its adaptability, ﬂexibility, and creative use of new technologies.

Marcel Danesi
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CINEMA, HISTORY OF

[See also: Blockbusters; Cinema; Cinema Genres]



Compared with other major art forms,

such as music or painting, cinema has a

relatively brief history. The starting point of

that history is the late 1800s, when the appropriate technology had been established

to make the movies a reality. In 1826 the

French physicist Joseph Nicéphore Niépce

produced the ﬁrst modern photographic

camera, developed a little later by Niépce’s

partner, the painter Louis J.M. Daguerre,

and the British scientist William Henry Fox

Talbot. In 1877, the British photographer

Eadweard Muybridge, while working

in California, created the ﬁrst successful

‘moving photographs’ of a running horse.

He did this by setting up a row of cameras

with strings attached to the shutters. Each

time the horse ran by, it broke a string in

succession, thus tripping the shutters. In

1888, the stage was set for Thomas Edison

to invent the ﬁrst functional motion picture

camera, which he called the kinetoscope. He

showed how it worked at the World’s Columbian Exposition in 1893, with a ﬁfteensecond ﬁlm of one of his assistants sneezing. ‘Kinetoscope parlours’ were opened

in a few American cities a few years later.
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These were soon replaced by machines

that could project images on a screen, allowing many people to view a ﬁlm at the

same time. In 1895, Auguste Marie Louis

Nicolas Lumière and his brother Louis Jean

Lumière used the developing technology to

stage the ﬁrst public showing of a ‘moving

picture’ ﬁlm in a Paris café. Film screenings

in the United States came to be known as

movies, becoming a popular form of entertainment virtually overnight. Travelling

projectionists brought the movies to smaller cities and towns. They were without

sound. Thus, the projectionists often used

live actors to provide dialogue, and a little

later titles were inserted within the ﬁlms.

Historians trace the origin of modern

cinema to 1896, when the French magician

Georges Méliès produced a few ﬁlms that

explored the narrative potential of the new

medium. In 1899, he made a ten-part movie

of the trial of French army ofﬁcer Alfred

Dreyfus and in 1900 he produced Cinderella

in 20 scenes. Méliès is primarily remembered, however, for his 1902 ﬁlm A Trip

to the Moon, in which he showed how the

movie camera could capture the emotional

subtleties of the human face through closeups and angle shots. Although considered

little more than curiosities today, Méliès’s

ﬁlms are signiﬁcant precursors of an art

form that was in its infancy.

In 1903, the American inventor Edwin S.

Porter produced the ﬁrst major American

silent ﬁlm, The Great Train Robbery. Only

eight minutes long, it inﬂuenced the subsequent development of motion pictures

because it showed how it was possible

to construct a uniﬁed visual narrative by

interspersing scenes shot at different times

and in different places. The suspenseful

chase in the movie caught the imagination

of early movie-goers. As a result, so-called

nickelodeon theatres were opened up in major U.S. cities around 1905, located mainly

in small stores that were easily convertible

into ‘theatres’ by simply adding a screen

and chairs. Admission was only ﬁve cents

– hence the name nickelodeon. Small theatres

(no longer called nickelodeons) started



springing up throughout the United States.

Most of the ﬁlms were short comedies,

adventure stories, or performances by the

leading vaudeville actors of the day. They

were produced in New York City, New

Jersey, Chicago, Florida, and a few other

locations. However, as cinema culture

expanded, ﬁlmmakers were drawn to Hollywood in California, primarily because its

climate made outdoor shooting possible all

year round. The ﬁrst modern-style director was D.W. Grifﬁth, who made hundreds

of ﬁlms between 1908 and 1913. His most

successful and controversial movie was The

Birth of a Nation in 1915. It was America’s

proto-blockbuster. Between 1915 and

1920, grandiose ‘movie palaces’ were built

throughout the country. Hundreds of ﬁlms

per year came out of the Hollywood studios to satisfy a constantly expanding and

fanatic movie-going public. The vast majority were westerns, slapstick comedies,

and romantic melodramas such as Cecil B.

De Mille’s 1919 movie Male and Female. By

the 1920s, motion-picture production had

become a major business enterprise. The

ﬁrst Hollywood movie studios came onto

the scene, including Columbia, Fox, MetroGoldwyn-Mayer, Paramount, RKO, United

Artists, Universal, and Warner Brothers.

The transition from silent to sound ﬁlms

– known at ﬁrst as the talkies – occurred in

the late 1920s. The ﬁrst talking ﬁlm to become a nationwide hit was The Jazz Singer

(1927). Although silent for much of its

duration, it featured the popular American

entertainer Al Jolson, who sang and spoke

in synchronous sound. In 1928, Walt Disney produced Steamboat Willie, the ﬁrst ever

talking animated ﬁlm. The era of modern

cinema had arrived, leading to the so-called

classic era of the 1930s, a period dominated

by gangster movies, horror ﬁlms, comedies,

musicals, animations, and love stories,

including The Public Enemy (1931), Dracula

(1931), Frankenstein (1931), Scarface (1932),

The Mummy (1932), Gold Diggers (1933),

It Happened One Night (1934), Bringing Up

Baby (1938), The Wizard of Oz (1939), and

one of the most popular ﬁlms in motion-
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picture history, Gone with the Wind (1939).

The era also saw the emergence of the

thriller as a popular genre. British director Alfred Hitchcock led the way with The

Thirty-Nine Steps (1935) and The Lady Vanishes (1938).

By the 1940s, cinema had become one of

the largest and most proﬁtable industries in

the United States. It attracted artists from

various other media. One American director who crossed over successfully from

radio to cinema in 1940 was Orson Welles.

He experimented with new camera angles

and sound effects, greatly expanding the

emotional reach of ﬁlm. His Citizen Kane

(1941) and The Magniﬁcent Ambersons (1942)

showed that cinema was evolving into an

art form of its own. In the same decade,

Hollywood became an ersatz historian with

movies such as Casablanca (1942), which

dramatized the struggles and emotional

turmoil produced by international conﬂict.

The movie became an instant hit and one

of the most popular ﬁlms in American cinematic history. Directors such as John Ford,

Frank Capra, William Wyler, John Huston,

and George Stevens followed suit, making

important documentary ﬁlms about the

war.

After the war, ﬁlmmakers turned their

attention to the reality of the new world

order. Directors became more and more

concerned with portraying the daily life of

ordinary people, ﬁlming on location rather

than on a studio set. In Italy, Roberto Rossellini (Open City, 1945) and Vittorio De

Sica (The Bicycle Thief, 1949), among others, achieved a depth of real-life emotion

that has since become associated with the

cinematic medium generally. Sweden’s Ingmar Bergman brought philosophical and

intellectual depth to moviemaking, treating

topics such as personal isolation, sexual

conﬂict, and religious obsession in visually

powerful ways (The Seventh Seal, 1956; Wild

Strawberries, 1957). In effect, ﬁlmmakers

who were previously little known outside

their own countries gained international

recognition. Japan achieved recognition

with movies such as Akira Kurosawa’s
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Rashomon (1950) and Latin America with

Los Olvidados (1950), directed in Mexico by

Spanish director Luis Buñuel.

In 1948, the U.S. Supreme Court brought

about a new chapter in movie history by

requiring studios to rid themselves of their

theatres. This eliminated studio control of

movie projections. The studios never again

regained the power they once had. In the

1950s Hollywood started losing ground

to television. Its production declined from

550 ﬁlms per year before the war to around

250 in that decade. Independent producers

started springing up, and international coproductions became common. A number of

theatres in the United States even started

specializing in ﬁlms by foreign directors,

such as those of Federico Fellini and Ingmar Bergman. Both became as well known

in America as home-grown directors. Fellini’s La Strada (1954) and Nights of Cabiria

(1957) became hits throughout the United

States. Such movies showcased the artistic possibilities of movies during an era

when Hollywood was seen primarily as

a producer of gimmicks and overworked

formulas. However, one area of the world

where the Hollywood formulas remained

appreciated was in France, where the movies of John Ford, Howard Hawks, and a

few other studio directors became highly

regarded. This led to the so-called French

New Wave which had a substantial impact

on moviemaking in the 1960s with the popularity of ﬁlms such as Le Beau Serge (1958),

directed by Claude Chabrol, The Lovers

(1958), directed by Louis Malle, The 400

Blows (1959), directed by Francois Truffaut,

and Breathless (1960), directed by Jean-Luc

Godard. Throughout the 1960s, the names

of foreign directors came to be as well

known, if not more so, than those of American ones, including the Japanese director

Nagisa Oshima, Italian director Bernardo

Bertolucci, American-born director Stanley

Kubrick, Polish director Roman Polanski,

Czech director Milos Forman, among many

others. Some of these crossed over to Hollywood, becoming extremely successful in

their own right.
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In the early 1970s, a new system of movie distribution made it possible to write a

new chapter in movie history. Aware that

they could gain greater ﬁnancial returns by

releasing a ﬁlm in many cities at the same

time, supported by television advertising,

this new form of distribution remains predominant to this day. It was used at ﬁrst

to promote The Godfather (1972), directed

by Francis Ford Coppola. The results far

exceeded expectations, with the movie

becoming the most commercially successful ﬁlm produced to that time. A new

generation of ﬁlmmakers surfaced, including Steven Spielberg and George Lucas,

whose ﬁlms Jaws (1975) and Star Wars

(1977), respectively, introduced spectacular

visual effects into ﬁlmmaking – effects that

deﬁned the new type of blockbuster. Lucas

then produced and Spielberg directed the

adventure movies Raiders of the Lost Ark

(1981), Indiana Jones and the Temple of Doom

(1984), Indiana Jones and the Last Crusade

(1989), and Indiana Jones and the Kingdom of

the Crystal Skull (2008), which were intended to recall the thrill of the cliff-hangers of

the 1930s and 1940s. Spielberg made one

of the most successful ﬁlms in history, E.T.:

The Extra-Terrestrial (1982).

By the 1980s and the 1990s, the international platform for movies was constantly

expanding, with movies from Asia, Africa,

the Middle East, Australia, and elsewhere

gaining larger and larger American audiences. Perhaps the most important American director of the era was Woody Allen,

whose satirical, pungent, and penetrating

social comedies became unexpected hits,

especially Annie Hall (1977) and Hannah and

Her Sisters (1986). In the same era, Spike

Lee became an important African-American voice in the cinema world with School

Daze (1988), Do the Right Thing (1989),

Jungle Fever (1991), and Malcolm X (1992).

Other signiﬁcant independent directors

included Quentin Tarantino, who directed

Pulp Fiction (1994); the Coen brothers, who

directed Fargo (1996); and John Sayles, who

directed Lone Star (1996). New means of

distribution (cable television, video, mo-



bile devices) further helped foster interest

in all kinds of ﬁlmmaking, resulting in an

increased variety of ﬁlms from across the

globe, from the Indian Bollywood movies

to various kinds of movies coming from

China and Russia. Although Hollywood

has maintained its domination, ﬁlmmaking

has never before had such an internationally based platform for audiences as it has

today. Films such as Crouching Tiger, Hidden Dragon (2000), a United States-Taiwan

co-production, directed by Ang Lee, and

Chinese director Zhang Yimou’s Hero

(2002) and House of Flying Daggers (2004)

are two examples of how that platform has

expanded.

Digital technologies also introduced

new types of cinematic styles in the 1990s

and early 2000s. Many movies started to

feature characters from video games and to

use ﬁlming techniques simulating both reality television (using a roving camera following, for example, fugitives on foot) and

a generic video style. The ﬁrst such movie

to do so was The Blair Witch Project (1999).

In 2000, the British director Mike Figgis

shot Timecode completely with digital cameras. In 2004, The Aviator used a technique

to re-create the look of 1930s ﬁlms. And

today people even make movies for the

online community. YouTube, for example,

allows anyone to upload his or her movie

and gain an instant international audience.

This allows the online ﬁlmmaker a chance

to get the attention of Hollywood and

other studio systems if his or her movie

becomes a hit. This ‘across-media ﬂow,’

as it can be called, is a manifestation of

convergence – the phenomenon of media

blending into one overall mediated system.

The online medium is becoming increasingly the audition locus for aspiring artists,

directors, actors, scriptwriters, and the like

to gain access to the cinematic world, diminishing somewhat the role of traditional

gatekeepers to that world, such as agents

or producers.

Will the movie theatre survive in an era

when the internet and mobile technological devices have made it easier and more
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convenient to view movies in different

ways and in different locales? Throughout

the ﬁrst century of its existence, the movie

was experienced as a communal event,

inside a movie theatre, with intermissions,

food fare, and other social rituals. The

movie theatre was the centre of attraction

of cities and towns from the 1930s to the

1970s. But all that seemed to change when

VCR technology threatened to transform

the movie-watching experience into a more

individualistic activity in the 1980s. With

the advent of cable television and movierental stores, which feature relatively current ﬁlms, the survival of movie theatres

seemed to be doomed. But it did not come

to pass. The traditional movie theatre has

remained as popular as ever. The new

technologies have actually stimulated even

more interest in going to the movies. This

suggests that movies are still perceived to

be communal art forms, even though all

kinds of ﬁlms, past and present, are now

available in different media and formats.

Today’s megaplexes feature not only movies and the usual fast food fare, but video

game sections, restaurants, and various

recreational outlets and devices. The movie

theatre has become a self-contained entertainment locale. And moviemakers are also

ensuring the continuity of the movie theatre by adopting and adapting technologies.

For example, ever since the success of Avatar (2010), the advent of new 3-D technology is starting to change how audiences

may wish to view movies, paving the way

for a ‘revolution’ in movies, even though

3-D movies go back to the 1950s, when the

technology was used primarily as a crude

special effects gimmick in horror and sci-ﬁ

movies. Newer technologies are making

3-D more sophisticated and less dependent on external devices (such as cumbersome 3D glasses). In sum, cinema-going

has survived as a social event because of

advances in technology and the need for

people to experience a ﬁlm as a communal

event.

Marcel Danesi
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CLOSED VERSUS OPEN TEXT

[See also: Eco, Umberto; Text Theory]



The distinction between open and closed

texts was introduced into semiotics and

literary theory by Italian semiotician Umberto Eco. The relation between the structure of a text and its interpretation has become a primary area of interest in various

ﬁelds, including media studies. Especially

crucial is the ‘location’ of a text’s meaning.

Does it lie in the intentions of the maker of

the text – the novelist, the composer, the

scriptwriter? Is successful interpretation of

the text on the part of the ‘reader’ a simple

matter of trying to determine the maker’s

intentions? Or does the text’s meaning reside instead in the reader, regardless of the

maker’s intentions? Eco addressed such

questions, suggesting that although inﬁnite

interpretations of the same text are possible

according to reader variables, in reality the

nature of the text itself and the author’s

intentions constrain the range of interpretations. When a given interpretation falls

outside this range, other people tend to

see it as erroneous, extreme, far-fetched, or

implausible.

The two main kinds of texts, according

to Eco, are closed and open. Simply put, a

closed text is one that leads to a singular

or fairly limited range of interpretations.

Most ‘whodunit’ mystery stories are closed

works because typically only one solution

to a crime eventually surfaces, closing all

other avenues of interpretation. An open
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work, on the other hand, allows readers

to make up their own minds as to what

it means. It requires a particular kind

of reader. For instance, reading Joyce’s

Finnegans Wake, which is an open work,

requires a reader who can make up his or

her own mind as to its meaning. In effect,

a closed text sets clear limitations on the

reader’s potential range of interpretations;

it constitutes a kind of ﬁxed structure – a

map is a map, unless it is part of a treasure

hunt with shifting meanings, in which case

it can become an open work of sorts. An

open work, on the other hand, is typical of

various literary traditions of opening up

the meaning to the reader. Poetic texts are

generally open, since they are suggestive of

an interrelated array of meanings based on

the sense of words.

To convey what he means by textual

openness Eco makes reference to the musical compositions of modern-day atonal

composers like Luciano Berio and Karlheinz Stockhausen, who gave musical artists complete freedom to play them (or sing

them) as they wished to do, without textual

markings or forms restricting the range

of interpretation. This openness was also

characteristic of Baroque music, he claimed,

and it certainly continues on in improvised

forms of music, such as jazz. The key terms

used by Eco to deﬁne openness are ‘discontinuity,’ ‘ambiguity,’ ‘connotation,’ ‘possibility,’ ‘plurivocality,’ and ‘indeterminacy.’

Every interpretation may give a particular

reading to a text, but it does not exhaust its

interpretive potential. Openness is, for Eco,

the textual condition that leads to a free

play of associations and, thus, to an aesthetic appreciation of it.

Marcel Danesi
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CODE

[See also: Codes, Types of; Non-verbal Communication; Semiotics]



The origin of the word code is from the Latin codex, which is a wooden tablet intended

for writing. A code may be a systematic set

of rules designed to convert information

from one format into another by means

of letters, signs, and symbols through a

systematic procedure; or it may be a selfcontained system of signs that can be used

to represent something (an example is the

alphabet code of letters from which letter

signs are selected to spell words).

The process of transmitting a message

from a source to a goal (receiver) involves a

twofold procedure of encoding and decoding a message by means of a speciﬁc code.

First, the sender encodes a comprehensible

message and conveys it to the receiver,

who, in turn, decodes it, and subsequently

understands its meaning. In order for there

to be a successful transmission of a message, the sender and the receiver must be

conversant in the code, for example, a human language, an encrypted communication, or other code.

Roman Jakobson (1896–1982) developed

a model for the description of human

speech acts which consists of a process

of encoding and decoding language that

involves a sender (addresser) and receiver

(addressee) who collaborate to send and

receive messages modiﬁed by a context

(social interaction), a mode of contact

(physical, psychological, and social connections that permit communication), and a

code (language, symbols). This description

of an act of communication may involve a

linguistic code, or any other type of meaningful systematic symbols.



Code

Selected Examples of Codes

Many examples of codes exist. There are

verbal codes that involve the use of symbols for encoding speech. The alphabet,

as mentioned, is one example of this sort

of code because the alphabetic symbols,

or graphemes, represent the sounds of a

language in a written format. Non-verbal

codes are those that do not involve language. This section will present examples

of some well-known codes, including the

Morse code, gesture codes, cryptography,

and colour codes.

The Morse code was perhaps the ﬁrst

to facilitate long-distance communication

in a truly global context. It was developed

in the nineteenth century by Samuel F.B.

Morse (1791–1872), who elaborated this

system with co-inventor Alfred Vail (1807–

52). The code consisted of a series of dots

(short symbols) and dashes (long symbols)

transmitted by sound, light ﬂashes, electronic impulses via a telegraph wire, or in

written format. Thus, the English letter ‘a’

was represented by ‘• –’, the English letter

‘b’ by ‘– • • •‘, and so forth.

Gesture is a form of non-verbal communication that is co-present with all human languages. It is part of a kinesic code,

popularly known as body language. It

results from the fact that humans use parts

of their bodies (ﬁngers, hands, arms, face,

and so forth) to convey certain messages.

There may be a one-to-one correspondence

between a word and a gesture. The ‘victory

sign’ consists of the extension of the index

ﬁnger and middle ﬁnger with the rest of

the digits clasped tightly beneath to form

the shape of the letter ‘V.’ Other kinesic,

or bodily gestures, may involve the movement of certain body parts, for example, the

rotation of the index ﬁngers near the temple to signify ‘crazy’ or ‘mad.’ The meaning

of these kinesic gestures may vary from one

culture to another. Thus, a gesture used in

one linguistic group may have an entirely

different meaning in another.

The word cryptography derives from two

Greek words, kryptos ‘hidden’ and graphein
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‘to write.’ Cryptography is a special type of

code which allows a sender to transmit information secretly to a recipient. In this system, a sender employs a methodical procedure for transmitting information by means

of a ‘key’ that converts normal text into a

secret code so that the message conveyed

will only be known to a receiver who is

also familiar with the key for unlocking the

secret code. This type of code is associated

with the military, governmental spy agencies, and more recently with commercial

enterprises that develop codes to protect a

person’s identity and credit information in

business transactions. This encoding process is known as encryption.

There are various procedures for encrypting messages. One involves the

substitution of the twenty-six letters of

the English alphabet with corresponding

numbers, for example, ‘8-5-12-16’ = ‘help.’

Another method of encryption is the transposition of letters in mirror image fashion,

for example, ‘evol’ = ‘love.’ In the Second

World War, the so-called German ‘enigma

machine’ encrypted messages, though,

ultimately, its secret code was deciphered,

and this linguistic coup played an important role in the Allied victory. In that

same war, the United States used speakers

of Navajo, called code talkers, to encrypt

secret messages in that language. Modern

cryptography involves sophisticated computational procedures designed to thwart

code breakers who continue to become

ever more adept at decoding new encryption systems.

The use of colours to signify speciﬁc

messages is common. Two examples of colour codes are those employed for national

security purposes and to express interpersonal messages. One well-known manifestation of colour codes is the use of colour

codes by the U.S. Homeland Security Ofﬁce

to indicate threat levels: (1) Green = ‘low’;

(2) blue = ‘guarded’; (3) yellow = ‘elevated’;

(4) orange = ‘high’; and (5) red = ‘severe.’

In the United States, ﬂower colours may

connote various meanings; for example,

red roses symbolize love, white ones mean
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purity and secrecy, yellow ones mean

friendship, and so forth.

In sum, codes are procedures or mechanisms designed to transmit messages from

a sender to a receiver. They involve a set

of symbols, signs, words, phrases, and so

forth understood by both the sender and

the receiver. Each culture has developed its

own set of codes designed to express speciﬁc meanings within that culture. In addition to the four codes (Morse code, gesture

codes, cryptography, and colour codes) discussed in this entry, there are many others,

for example, in the non-verbal domain such

as dress, music, dance, architecture codes,

and so forth.

Frank Nuessel
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CODES, TYPES OF

[See also: Code; Semiotics; Structuralism]



The term code derives from the Latin word

codex (‘wooden book’), an etymology which

reveals that, like a book, a code is anything

that has structure, coherence, predictability,

and, above all else, meaning-making potential. The term has been used in cryptography from ancient times to mean a system

of making messages in secretive ways. In

order for someone to read the original text,

which is said to be encoded, he or she must

know the code and use it to decode it. The



use of the term code today in semiotics, linguistics, psychology, and communication

science as a sign system that provides the

means for constructing and interpreting

words, texts, and so forth was introduced

by Ferdinand de Saussure, a modern-day

founder of semiotics, in his Cours de linguistique générale (Saussure 1916: 31). For Saussure the code was a generic form of langue

(the abstract knowledge of how signs such

as words, grammatical structures, and their

relations can be used and interpreted). The

texts, forms, and messages that it allows

people to encode (construct) and decode

(understand) was a form of parole (the concrete utilization of the code to represent

something). For instance, if a verbal text is

written in Swahili, the decoder must know

the Swahili language and its grammar

(langue) in order to extract any meaning

from it (parole). A code, of course, need not

be only verbal. To understand punk dress,

for example, one needs to know the ‘hidden’ political-ideological code behind it,

which in this case consists of clothing items

or style details. The leather collars with

sharp spikes protruding from them that

punks wore prominently were designed

originally for dog training. The training

spikes protruded inwards. The reason for

this was negative conditioning – if a command was disobeyed, the dog’s leash, attached to its collar, would be pulled, thus

hurting the dog by driving the spikes into

its neck. Being against all forms of authority and social conditioning, the punks

reversed the dog collar in parody of such

obedience training. The protruding spikes,

therefore, symbolized a reversal of power

alignments, signalling that the wearer

would never be controlled by society. Like

a word or phrase in a language the collar in

the code of punk dress was imbued with a

speciﬁc meaning and used to communicate

such meaning in a non-verbal way.

Codes are found in all domains of human aesthetic, intellectual, and social life,

from the juridical (for example, the legal

code) to the lifestyle sphere (for example,

dress codes). They provide the resources



Codes, Types of

for constructing messages, carrying out

actions, enacting rituals, and so on. Stories, fashion styles, musical trends, and

so on are all code-based phenomena. The

term has become particularly applicable

to the study of advertising and modern

media representations, which use codes of

all kinds to create texts and spectacles. It

would thus be a futile task to classify codes

according to each art, mode of communication, ritual, or tradition present in human

societies. This would be tantamount to

documenting the entire meaning-making

resources of societies. So a more generic approach must be used. A basic way to classify codes is to say that they can be natural

or conventional. The former are those that

are produced by nature (for example, the

genetic code). Natural codes are decoded by

humans in various ways, leading to knowledge codes (science, for example). These

change over time as they become falsiﬁed

by ongoing exploration and research. Conventional codes are those that are produced

by people to represent, organize, explore,

and record meaningful culture-speciﬁc

events, practices, and traditions. These

govern all aspects of human life. In order

to make contact with someone successfully

we must know the appropriate body and

verbal language codes. These provide the

meaningful forms and actions (words, expressions, how the hands are to be used in

the contact ritual, the length of the contact,

and so on) and rules for combining them

that make contact rituals successful or

meaning-bearing. Similarly, writing, music,

painting, and other kinds of codes provide and specify the ways in which tones,

harmonies, colours, ﬁgures, and so on

can be selected and combined to produce

symphonies, portraits, and so forth. These

ways are not invented on the spot. They are

shaped by historical processes and, thus,

are subject to change, although they retain

an intrinsic essence across time. Pop music

today, for instance, is based on the same

harmonic code that was established over

250 years ago in Europe. The musicians of

that era, in turn, came to fashion their own
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harmonic practices on the basis of previous

codes used in the music of earlier centuries.

Codes are directive of discovery. Take, as

an example, the use of exponents in arithmetic. Initially, exponential notation had a

simple purpose – it allowed people to represent the multiplication of identical digits

with a new, condensed, and thus more

practical notation (Danesi 2008). But as

mathematicians started using the new notation they also started discovering novel and

unexpected things, such as, for example,

the fact that n0 is equal to 1. This property

of 0 would never have been discovered

without the new notation. Exponential notation has also led to the discovery of other

laws of arithmetic. In effect, a simple notational change in the arithmetic code has

led to discoveries and an ongoing dynamic

expansion of the original code. This is a

virtual law of ‘code dynamics.’

The relation between knowledge and

codes has been debated since antiquity. St

Augustine, for example, wrote that language gave form to knowledge: ‘But how is

it that a word which is not yet formed

in the vision of the thought? How will it

be like the knowledge of which it is born,

if it has not the form of that knowledge,

and is only now called a word because it

can have it?’ (cited in Perron and Danesi

2003: 34). Saussure, too, claimed that the

‘real world’ cannot be known directly by

the human mind, since that very world is

ﬁltered by language and other codes. The

classic example of how codes affect perception is shown in Figure 1, where two lines

of equal length actually appear unequal to

the visual perception of people living in

Western societies (and possibly others).

The lower line appears to be longer

because of the outward orientation of the

arrowheads. In Western perception (and

artistic representational) codes, outward

means ‘away’ and thus ‘longer,’ while ‘inward’ means ‘getting closer.’ In other areas

of the world, where this opposition is not

part of pictorial codes, psychologists have

found that people are not duped by the

above illusion. Optical illusions provide
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strong evidence to support the notion that

codes mediate perception.

Above all else, codes furnish insights

into how the human mind works. One of

these seems to be the notion of opposition.

For instance, light vs. dark, good vs. evil,

and masculine vs. feminine are oppositions

that are found universally and thus seem

to reveal a basic cognitive structure in the

human brain. They suggest that we think in

terms of opposites. If there is day then there

must be night; if there is a positive then there

must be a negative; if there is a ying then

there must be a yang; if there is a left then

there must also be a right; and so on. There

are, however, gradations in between these

opposites. In the night vs. day opposition

the cognitive space in between is covered

by words such as morning, noon, evening, afternoon, and so on. But the mind seems initially to seek out ‘poles’ that are opposed to

each other in some intuitive way. Filling in

the conceptual space between these poles is

generally a culture-speciﬁc process.

The psychological importance of opposition was noticed ﬁrst by the psychologists

(such as Wilhelm Wundt and Edward B.

Titchener in the late nineteenth century).

Saussure (1916) used the term différence

(‘difference’), claiming that the structures

of a language do not take on meaning and

function in isolation, but rather in differential (oppositional) relation to each other.

For example, the meaning and grammatical

function of a word such as cat in English

can only be determined psychologically by

opposing it to a word such as rat or some

other minimal form (bat, hat, pat, sat). This

will show, among other things, that the initial consonants in the words are cues for es-



tablishing the differential meanings of the

words. From such oppositions we can see,

one or two differential features at a time,

what makes words unique in English, allowing us to pinpoint what each one means

by virtue of how it is different from other

words. At this micro-level of structure

(known as phonemic), opposition allows us

to sift out meaningful elementary signals

from the phonic stream that constitutes the

chain of speech.

Opposition theory was elaborated by a

number of linguists who constituted the

Prague circle in the early 1920s. They extended the Saussurean notion to the analysis of higher-level units. Opposition could

be used, they claimed, to examine semantic

relations such as synonymy (close-near), antonymy (tall-short), taxonomy (apple-fruit),

part-whole relations (handle-cup), and so on.

The Prague scholars soon realized, however, that the theory also produced anomalous results. When the opposition male vs.

female is applied to the canine domain, for

example, the term bitch surfaces as part of

the opposition, a word that still exists in

English to refer denotatively to a ‘female

dog.’ But that opposition would crumble

in actual fact because the word is rarely, if

ever, used because of the social connotations it has taken on. Thus, an opposition

such as (male) dog versus bitch could hardly

be used to differentiate gender in canines.

Clearly, the use of opposition needed elaboration to encompass social meanings, metaphor, and other creative devices.

As a consequence of the Prague Circle

research, the theory of opposition underwent many modiﬁcations. But the basic

idea behind it has remained intact. Its va-
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lidity seems to lie in the psychological fact

that signs have value only in relation to

other signs and that the primary or default

relation seems to be one of opposition. The

validity of this idea works even at a practical level. How do we distinguish between

a left and a right shoe? The technique of

opposition will reveal that it is the shoe’s

orientation, designed to ﬁt the structure

of feet. In effect, opposition is what makes

codes possible, and, in turn, codes reveal

how the human mind classiﬁes the raw

information it receives through the senses,

from experience, and so on.

There are countless conventional codes,

each with speciﬁc psychological and social

functions. The salient feature of each code

is that it contains elements that signify

something when they are organized or

utilized in some oppositional way. For example, the fundamental way in which we

conceive of number in modern mathematics is through a set of speciﬁc oppositions:

for example, positive vs. negative, even vs.

odd, prime vs. composite, integer vs. fraction,

and so forth. These bring out conceptual

differences that are meaningful in mathematics. In some areas, the opposing poles

are reversals: addition vs. subtraction, multiplication vs. division, and so on.

Social codes underlie communication,

interaction, rituals, lifestyle, notions of gender, and so on. They undergird behaviours

that range from facial expression to the

kind of walk used in fashion modelling.

Consider, as a practical example, the zones

that people maintain between each other

during contact and greeting rituals. The

closer people stand to each other, the more

they are on familiar or intimate terms. In

other words, the zones between people are

used to encode and decode social meaning.

The anthropologist Edward T. Hall started

measuring these zones starting in the 1950s

(Hall 1966, 1973). Hall discovered that in

American culture a distance of under 6

inches was experienced as an intimate zone

reserved for lovemaking, comforting, and

protecting; a 6–18 in. zone was experienced

instead as a zone where family members
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and close friends should interact; a 1.5–4 ft.

zone is felt to be the minimum comfortable

zone that non-touching individuals tend

to maintain; a 4–12 ft. zone is perceived

as non-involving and non-threatening by

most individuals; and a 12 ft. and beyond

zone constitutes a formalized zone used for

public communication (lectures, speeches,

and so on). The zone dimensions vary, as

might be expected, from culture to culture.

So, while the basic code is universal, the

various oppositions it encompasses will

vary. The zones maintained by people during interaction are governed by a social

code that informs them how to experience

nearness and farness in emotional and social ways.

Knowledge codes allow for the classiﬁcation and communication of knowledge

of various kinds – mathematical, scientiﬁc, philosophical, and so forth. Take, for

example, the decimal number system in

mathematics. It is based on a small set of

elements (signs), the digits from 0 to 9. A

distinguishing feature of this code is that

the value (actual magnitude) of any digit

depends on the position it occupies in the

numeral. The digit 2 has different values

in the numbers 82 and 28 because it occurs

in different positions in each. The value of

a digit is thus determined by a rule – each

digit in the numeral is 10 times greater than

the value of the digit just to its right, and

the total value that the numeral represents

is determined by adding up the individual

values of the digits that make it up. Another distinguishing feature of the code

is that it organizes the numbers into oppositional classes, from even vs. odd to real

vs. imaginary. As this code developed over

the centuries it was applied to the study of

mathematical relations, as well as to nature

and human behaviours. It is such uses that

have led to discoveries and the expansion

of knowledge that would have otherwise

been (literally) unthinkable. Take the case

of the prime vs. composite number opposition. A prime number is a whole number

that is not divisible without a remainder

by any whole number other than itself and
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one; a composite number is any other integer, namely, a number that is exactly divisible by at least a number other than itself or

the number one. This distinction has led to

many discoveries and to the appearance of

a whole set of problems and conundrums

that would have otherwise been unimaginable. For example, Euclid showed that the

number of primes is inﬁnite, which seems

to contradict common sense, since primes

appear to become scarce as the numbers

grow larger: 25 per cent of the numbers

between 1 and 100, 17 per cent of the numbers between 1 and 1000, and 7 per cent of

the numbers between 1 and 1,000,000 are

primes. In the eighteenth century, Christian

Goldbach found that he could write every

even integer greater than 2 as the sum of

two primes: 4 = 2 + 2, 6 = 3 + 3, 8 = 7 + 1

or 3 + 5, and so on. So far, no one has been

able to prove what has come to be known

as Goldbach’s conjecture. Nor has anyone

found a formula for generating prime

numbers.

A third major type of code is the narrative one. It is a code that allows us to

connect events as meaningful in temporal

terms. The ‘time frame’ may be the past (as

in historical narratives) or the future (as

in science ﬁction stories); or else it may be

an unspeciﬁed period of time, as in fables

(Once upon a time …). The narrative may

be fact-based, as in a history book, newspaper report, a psychoanalytic session, or

ﬁctional, as in a ﬁctitious novel, a comic

strip, or a feature ﬁlm. It is often difﬁcult, if

not impossible, to determine the boundary

line between narrative fact and ﬁction. Indeed the fact vs. ﬁction opposition is a basic

one in determining the value of narratives.

Other oppositions that the narrative code

encompasses include self vs. other, hero vs.

villain, good vs. evil, love vs. hate. The ancient

myths were mainly about the gods, the

origins of things, and the foibles of human

beings. Narratives about common people

became popular only in the early Middle

Ages, after the Italian Giovanni Boccaccio

wrote the Decameron (1351–3), a collection

of one hundred made-up tales set against



the background of the Black Death. The

Decameron is the ﬁrst real example of ﬁction

in the modern sense of the word – the telling of stories for the sake of the telling. To

escape the plague, ten friends take refuge

in a country villa outside Florence. They

entertain each other over ten days with a

series of ten stories told by each member of

the group in turn. As a result, the Decameron is the ﬁrst work of ﬁction to provide a

penetrating analysis of human character.

There are various other ways to classify

codes, such as in terms of modality (verbal

vs. non-verbal), structure (simple vs. complex), and so on. Changes to codes reﬂect

signiﬁcant changes in human life and in

human societies.

Marcel Danesi
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COGNITIVE DISSONANCE

THEORY

[See also: Audience Research; Media Effects]



Cognitive dissonance, a term coined by the

American psychologist Leon Festinger

(1957), refers to the condition of conﬂict

or anxiety resulting from an inconsistency

between one’s beliefs and one’s actions,

such as opposing the slaughter of animals

while eating meat. People will seek out information that conﬁrms their own attitudes

and views of the world or that reinforces

aspects of conditioned behaviour, avoiding

information that is likely to be in conﬂict

with their world view and that will thus

bring about cognitive dissonance.

Festinger initially conceived of cognitive dissonance after reading an item in his

local newspaper which bore the headline

‘Prophecy from Planet Clarion Call to

City: Flee that Flood,’ referring to a UFO

doomsday cult which had been told by

the leader that the end of the world would

come to pass on a certain date. The prediction, however, did not come about on that

date. With several colleagues, Festinger

and his colleagues saw this as a case that

would induce dissonance in cult members,

who would try to assuage it by some explanation that made sense to them. To test

this hypothesis, Festinger and his team

inﬁltrated the group, reporting results that

conﬁrmed it. The prediction, supposedly

communicated by aliens to the leader,

turned into a disconﬁrmed expectancy that

caused dissonance in all group members.



Some members abandoned the group when

the prophecy failed, but most of them attempted to downplay the event by accepting a new belief, namely that the planet

was spared because of the group’s resolve

and faith. Festinger thus claimed that when

people become uneasy after facing information that conﬂicts with their belief systems, they develop strategies to attenuate

the dissonance they feel and often turn the

contrasting information on its head, so as

to make sense of it in terms of their belief

system.

Cognitive dissonance theory has been

used occasionally in audience research,

which shows typically that audiences will

tend to avoid TV programs that cause

cognitive dissonance, choosing instead

programs that are in consonance with their

views. Cognitive dissonance sometimes

leads to moral panic. As Stan Cohen (1972)

observed in his insightful study of mods

and rockers, whether it is a panicked reaction to Elvis’s swinging hips or to the gross

antics performed by rockers, many people

typically react negatively at ﬁrst to such

behaviours. They do so in order to avoid a

dissonance between their expectations of

performance spectacles and the actual spectacles themselves. As it turns out, however,

as these spectacles lose their impact, blending silently into the cultural mainstream

or disappearing, the moral panic also dissipates. The members of Festinger’s UFO

cult can be seen to have initially suffered a

form of moral panic, which they eventually

resolved by rationalizing the failed prophecy on their own terms.
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COGNITIVE LANGUAGE STUDIES

[See also: Chomsky, Noam; Cognitivism; Conceptual

Metaphor Theory; Generativism; Post-Structuralism;

Semiotics; Structuralism]



The rise of cognitive studies in the second

half of the twentieth century has transformed our ideas about communication,

signs, language, and thought, introducing

new perspectives and priorities in linguistics, rhetoric, poetics, and literary criticism.

Noam Chomsky’s innovative and inﬂuential linguistic theories represent a major

contribution to early cognitivism. Research

in experimental psychology associated

with the cognitive paradigm has rekindled

empirical studies in the processing, understanding, and production of discourse.

Since the 1980s, a new generation of researchers has emphasized that human cognition is profoundly shaped by its bases in

the body and by interactions with the environment. Contemporary studies have begun to take into account emotions, context,

and socio-historical factors, perspectives

generally bracketed by earlier cognitivism

more exclusively focused on knowledge,

information processing, universals, and the

millenary evolution of the species. Booklength essays that present a broad spectrum

of cognitive studies relevant to communication, linguistics, and text studies include

Turner (1996), Richardson and Steen (2002),

Stockwell (2002), Hogan (2003a, 2003b),

and Croft and Cruse (2004).

Postwar Cognitivism, Artiﬁcial Intelligence, and Chomskyan Linguistics

Since its beginnings, modern cognitive science has privileged research in artiﬁcial

intelligence, employing the computer as a

key technology for linguistic inquiry and

often as a model for thought and language

as well (Flanagan 1992; Gardner 1987;

Johnson-Laird 1988; Pylyshyn 1986; Schank

1982; Schank and Colby eds. 1973). The ﬁrst

generation of cognitivists created the applied linguistic subﬁeld of computational

(computer-assisted) linguistics, including



natural language processing, machine

translation, and speech recognition and

synthesis. Noam Chomsky’s critical 1959

review of behavioural psychologist B.F.

Skinner’s Verbal Behavior served as one of

the most important manifestos of the nascent cognitive theory and its postulation of

powerful mental structures. The generative

grammar theory that Chomsky and his followers developed depicts language activity as the rule-governed manipulation of

symbols, adopts a formal approach based

on logic and mathematics, and formulates

its descriptions as a sequence of explicit,

computer-like instructions to analyse a

sentence, expression, or sound (Chomsky

1957, 1965, 1981, 1995; Chomsky and Halle

1968). On the theoretical plane, positioning

linguistics as a branch of cognitive psychology, the Chomskyan approach postulates

complex mental processes and representations underpinning its formal model of

language. It posits an innate ‘universal

grammar’ and attributes to the mind a

‘modular’ architecture subsuming distinct,

specialized faculties that function with a

signiﬁcant measure of autonomy, including

separate linguistic components such as syntax, morphology, and phonology (Chomsky

1966, 1981; Jackendoff 1997; Pinker 1994;

Fodor 1983).

The papers and publications that

launched the ‘Chomskyan revolution’ deﬁne universal syntactic structures as formal

mechanisms independent from meaning,

the latter located instead in vocabulary

items and in the non-linguistic speech situations or contexts (Chomsky 1957, 1965).

This move parallels the manner in which

the formalist wing of the philosophy dominant in English-language regions, the analytic tradition, establishes a universal logical predicate calculus independent from the

propositions’ reference to actual or possible

objects, persons, and states of affairs in the

world (Frege 1879; Carnap 1937, 1967; Russell 1940). Chomsky has always argued that

the heart of linguistics is the study of core

sentence syntax deﬁned as a universal, innate, mental language faculty fully instantiated in normal individuals and unique to
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Homo sapiens. He has advocated a focus

on this ‘I-language’ (Internal-language) or

linguistic competence and disparaged the

study of ‘E-language’ (External-language)

or performance, the actual utterances proffered by speakers, replete with ‘errors,’

poetic licence, and regional and individual

‘accent.’ In the course of his long and extraordinarily productive career, the MIT

linguist has proposed signiﬁcantly different overall ‘architectures’ deﬁning how

sentence syntax, sound, vocabulary, and

meaning are interrelated (Chomsky 1965,

1981, 1995, 2000; Cook and Newson 2007),

the changes coming in part in response to

critiques. Throughout the various conﬁgurations, however, generative grammar has

maintained its focus on formally articulated universal syntactic structures. Chomsky’s theories dominated linguistics in

certain English-language regions from the

1960s through the 1980s and have enjoyed

signiﬁcant inﬂuence throughout the globe.

Linguists who study meaning from a

framework related to the Chomskyan paradigm work at the intersection of syntax and

logic, using so-called ‘Montague grammar’

to extend truth-conditional semantics to

linguistic expressions of quantity (for example, some, any, a in given constructions)

for which analytic philosophy and symbolic logic cannot assign unambiguous deﬁnitions (Montague 1973; Bach 1989; Chierchia

and McConnell-Ginet 1990; Heim and

Kratzer 1998). Generative grammar and

the formal analytic tradition share the goal

of deﬁning a universal symbolic calculus

that accounts for core features of sentence

grammar and logical propositions and that

stands independent of contingent factors

such as culture, historical conditions, and

the idiosyncrasies of given natural languages. Chomskyan cognitivism has reafﬁrmed signiﬁcant principles of philosophical rationalism, including the ‘Cartesian

linguistics’ of general grammar (1966), and

has promoted certain Enlightenment values

such as the autonomy of the individual.

Since the 1980s, a number of linguists have

argued that modiﬁed versions of Chomsky’s grammar possess signiﬁcant psycho-
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logical plausibility (for example, Berwick

and Weinberg 1985; Bresnan 1982, 2001).

While there have been few direct applications of Chomsky-inspired models to texts,

Richard Ohmann has explored how literary

stylistics can draw from generative grammar (1964), Thomas Pavel has studied narrative using generative principles (1976),

and Fred Lerdahl and Ray Jackendoff have

proposed a generative theory of tonal music (1983).

Cognitive research in ﬁelds adjacent to

linguistics has also impacted on communication studies. Artiﬁcial intelligence has

developed computer programs intended

to model the cognitive processes entailed

in reading, storytelling, and recall, and to

effect virtual experimental studies of those

activities. Aiming to simulate higher-order

mental processes, ‘symbolic’ approaches

bring together models of elementary contents (called ‘data structures’) such as logical propositions, rules, schemas, concepts,

plans, images, and analogies, with models

of mental procedures that select and combine, alter and create those contents, such

as search and ﬁnd, deduction and induction, matching, zooming, rotating, and

retrieval. Artiﬁcial intelligence concepts

and tools such as frames, scripts, and stacking have been used to represent how the

mind develops and understands narratives,

including how it deﬁnes and recalls characters and their situations and how it processes framing and metaﬁctional discourse;

such narrative structures play a powerful

role in cognitive activities as varied as

acquiring knowledge, accessing memory,

communicating, and interacting socially

(Schank and Abelson 1977; Schank 1995;

Johnson-Laird 1983; Hobbs 1990; Ryan

1991; Emmott 1997; Bruner 2002; Fireman,

McVay, and Flanagan 2003; Hogan 2003a,

2003b). Evolutionary psychology suggests

that mechanisms central to communication

including storytelling, role reversal, and

counter-factual thinking may represent

species-speciﬁc functional adaptations that

have evolved to enhance survival and reproduction (Barkow, Cosmides, and Tooby

1992).
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Experimental Psychology and Empirical

Language Research

The cognitive paradigm that displaced

behaviourism in psychology has reshaped

experimental psychology and with it empirical studies of language, communication,

and texts. Research today incorporates

neurobiological observations, neuroscientiﬁc brain-imaging techniques such as

functional magnetic resonance imaging and

electroencephalography, and behavioural

experiments that document psychophysical

responses, reaction time, and eye movements (Edelman 1993; Kosslyn and Koening 1992; Damasio 1994). Eleanor Rosch’s

behavioural experiments identiﬁed a new

kind of category deﬁned by a prototype

and members’ degree of typicality (Rosch

1973a, 1973b, 1975, 1978). Prototype theory

has changed how lexical semantics conceptualizes certain ﬁelds such as colour or furniture, how it deﬁnes the hierarchical levels

within vocabulary, and how it accounts

for the related meanings of an individual

word, considered as a category (Lakoff

1987; Kleiber 1990; Taylor 1995). Together

with Wittgenstein’s notion of family resemblance, Rosch’s radial categories have

pointed to new strategies for deﬁning genre

and aesthetic movements (Wittgenstein

1973; Mancing 2000; Richardson 1997).

Other experimental psychological research on perception, attention, recall, and

reading informs empirical analyses of how

subjects process narrative and how they

recognize and experience a host of poetic

effects ranging from rhythm and rhyme to

metaphor and description (Barney 1996;

Bortolussi and Dixon 2003; Gerrig 1993;

Kreuz and MacNealy 1996; Miall 2006; Tsur

1983, 1992; Turner 1985: 61–108). Going beyond the focus on information processing

that characterized early cognitivism, these

studies systematically investigate curiosity,

emotional responses, and aesthetic pleasure

(Feagin 1996; Spolsky 2007). Neuroscientiﬁc

research on short- and long-term memory,

on declarative (fact and experience focused) and procedural (skill- and processoriented) forms of recall and knowledge



informs studies on how ﬁction and autobiography depend on and represent memory

(Nalbantian 2003; Schacter and Scarry 2000;

Steen 1998). Experimental and textual research feed each other when one explores

the relation between memory and oral

literary forms: contemporary neuroscience

proposes psychological explanations for

prosodic and structural mechanisms, while

mnemonic devices used at the micro- and

macro-textual levels can provide critical

insights into the psychophysics of recall

(Leverage 2010; Rubin 1995).

Embodied Contextual Cognitive

Research

Retreating from the use of the computer

as a model for the human mind while still

employing it extensively as a research instrument, the new generation of cognitive

scientists argues that conceptualizing abilities including language develop together

interdependently, over time, and through

an interaction between the biological organism and its environment. Researchers

adopt what George Lakoff has called the

fundamental ‘cognitive commitment’:

rather than espouse a particular a priori

formalism, they endeavour to design their

theories, structures, and models to reﬂect

‘convergent evidence’ about the mindbrain supplied by the various cognitive

sciences including psychology, neuroscience, linguistics, artiﬁcial intelligence,

and philosophy (Lakoff 1987; Lamb 1999).

Thought and language are deﬁned ﬁrst and

foremost not as formal calculi but as embodied practices shaped by the peculiarities

of human physiology and its contact with

the world, including sense organs, manner

of locomotion and gesture, size and orientation (Gibbs 2006). Abstract thinking and

verbal expression emerge as extensions and

metaphorical applications of fundamental

perceptual and sensory-motor processes

developed in accomplishing everyday

tasks. In this perspective, reality and world

correspond above all to our species-speciﬁc

‘construal’ mediated by the body and by

experience.
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On the time scales of both the individual organism and the species, this new

cognitive paradigm emphasizes that life

forms increase their capacities by adapting

existing structures to new ends, transferring and transposing such skills as spatial

orienting, temporal planning, pattern

recognition, and part-whole judgments

across applications, including from nonverbal to verbal modes. In developmental

and evolutionary psychology and in psycholinguistics, this holistic, anthropological

perspective that Lakoff (1987) labels the

‘generalization commitment’ runs directly

counter to Chomsky’s and Fodor’s emphasis on separate mental modules comprising largely innate structures. In the realm

of computer modelling, while electronic

blueprints that would reproduce cerebral

functions remain out of reach, and while

neuroscience remains in its infancy, researchers associated with embodied cognitivism adopt the ‘reductionist’ requirement

of biological and psychological plausibility:

rather than simply manipulating formal

symbols and algorithms, their simulations

aim to mimic features of the structured networks of neurons in the brain.

The theories that make up what is today

called cognitive linguistics, rhetoric, and

poetics originated as alternatives to the

Chomskyan paradigm and stem from nutsand-bolts problems linguists encountered

in the latter’s strategies, especially its initial

construction of a ﬁrewall between core syntactic mechanisms and meaning. Positioning semantics at the heart of its investigations, the new cognitive approach describes

meaning as emerging from a continuous

interaction between language, general

conceptualization, the particular communicative situation or discursive context, and

encyclopedic knowledge. Charles Fillmore

(1982) studies grammatical case relations as

elementary meaningful structures and represents speakers’ long-term general knowledge as organized in semantic ‘frames’ that

schematize experience and that underpin

and ﬁll out the sense of particular utterances (Fillmore 1975, 1977). Ronald Langacker deﬁnes his ‘cognitive grammar’ as
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embedded in conceptual schemas through

which humans represent space, time,

movement, awareness, and interaction: ‘My

central theoretical claim is that all grammatical structure is inherently symbolic

and that all valid grammatical constructs

have some kind of conceptual import’

(Langacker 1991: 282; 1987, 2002). Discarding the concept of syntactic form advanced

in Chomsky’s standard theory, Fillmore’s

‘construction grammar’ and Langacker’s

cognitive grammar adopt the continental

structuralist view of symbolic expressions

and constructions as meaningful forms, as

entailing what Langacker calls a ‘phonological pole’ and a ‘semantic pole’ (Fillmore

1988; Langacker 1987: 76–7, 93–4; Saussure

1916 [1966]: 65–70). Leonard Talmy similarly argues that grammatical and lexical

structures express cognitive frameworks

developed in negotiating everyday force

dynamics, ﬁgure-ground relations, causation, and the modulation of attention

(Talmy 2000; Lakoff and Thompson 1975).

The principle of ‘iconicity’ draws attention

to how such aural or graphic dynamics

as word order or the relative proximity or

distance between units in an utterance, far

from representing mere asemantic ‘surface’

phenomena, express conceptual relations

such as sequence, grouping, and degree of

relatedness (JohnQPublik n.d.: section 2.2).

Cognitive linguists explore how utterances and expressions which remain

semantically ‘undetermined’ out of context

prompt the hearer’s construction of a richer, more speciﬁc meaning that incorporates

more detailed background knowledge and

contextual information in actual communicative events (Clark 1996; Sperber and Wilson 1995; Toolan 1996). The interpretation

and even the acceptability of an utterance

depend on how it is construed by a hearer

in a particular context. The importance of

context and language use in contemporary

cognitive linguistics dovetails with their

centrality in mainstream analytic philosophy and speech act theory (Austin 1962;

Searle 1969). Pragmatic philosophers such

as John Austin and John Searle have explicitly critiqued early cognitivism and its
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formalism, functionalism, and reliance on

computers to model human thought (Austin 1961; Searle 1980, 1990, 1992).

Contemporary cognitive semantics spotlights rhetoric, viewed not so much as an

art promising enhanced persuasiveness

or aesthetic pleasure, but as a fundamental tactic by which the embodied mind

solves problems, envisions alternatives,

and creates new ideas within a given cultural environment (Gibbs 1994; Stockwell

2002). Indeed, in presenting the semantic

phenomena, the theories themselves typically employ spatial models or metaphors

– Langacker’s initial term for his approach

was ‘spatial grammar.’ George Lakoff and

Mark Johnson show that much of our vocabulary and implicit long-term knowledge

are built on conventional ‘conceptual metaphors’ that use a familiar phenomenon as

a comparison for another topic, especially

by mapping a source concrete spatial or

sensori-motor domain to a target abstract

domain such as time, quantity, or emotion (Lakoff and Johnson 1980; conceptual

metonymies in Lakoff and Turner 1989).

Johnson (1987) further analyses ‘image

schemas’ such as contact, container, and

balance notions grounded in embodied,

pre-conceptual experience that function as

building blocks for more elaborate reasoning, and Lakoff (1987) discusses ‘idealized

cognitive models’ that structure fairly constant background knowledge. Mark Turner

proposes that humans initially elaborate

‘narrative imagining’ as a way to track the

movements of objects through space, then

extend it to clarify and judge events, to give

shape to projects and struggles, and to construct an individual and collective memory

(1996: 4–5; 1991). Through the process of

‘parable,’ a kind of temporal and dynamic

correlate to conceptual metaphor, we use

concrete ‘action-stories’ to map out abstract

processes: one narrative (for example, a

journey) is projected onto, or blended with,

another (for example, life) in order to shape

and characterize the latter in a speciﬁc and

striking manner (Turner 1996).

Adapting possible worlds’ problematics

including modality and multiple minds to



cognitive semantics, Gilles Fauconnier’s

mental spaces theory shows how discourse

posits a particular conﬁguration of factual,

ﬁctional, or hypothetical places and entities

attributed to given perspectives or points

of view, linking them together in lattices or

matrices (Fauconnier 1985, 1997). Fauconnier and Turner (2002) study ‘conceptual

blending’ in which two or more such mental spaces combine to form a novel idea

through a combination of analogy and

counterfactual thinking, creative metaphor,

metonymy, or some other rhetorical ﬁgure.

Conceptual metaphors, parable, and blending play a key role in ‘binding,’ in developing concepts that integrate perceptual impressions from a variety of senses. Avoiding

a simplistic, unilateral focus on nature at

the expense of nurture, or on universality

to the detriment of historical and cultural

speciﬁcity, recent comparative studies

show how each natural language constructs

signiﬁcantly different grammatical and vocabulary structures upon the common base

in perceptual and motor functions, and can

indeed reorganize the mental schemas built

on the latter (Feldman et al. 1996: 11–12, 16;

Janda 2000: 5, 15).

Associated research in developmental

psychology and evolutionary psychology

has supported the cognitive principles of

embodiment and generalization. Psycholinguistic ﬁndings depict the acquisition of

ﬁrst-language skills as intimately linked

to and conditioned by the child’s development of general perceptual, operational,

and cognitive abilities (Mandler 1996;

Tomasello and Bates eds. 2001; Tomasello

and Slobin eds. 2005). This trans-modal

view focused on experiential learning challenges the Chomskyan theory founded on

modularity and nativism, which posits a

separate, autonomous language faculty

comprising powerful structures hardwired

in the mind. Similarly, on a phylogenetic

scale, researchers look for evolutionary

antecedents of linguistic mechanisms,

viewing language skills as applications

and transpositions of other capabilities and

strategies which Homo sapiens developed

in earlier millennia in order to survive and
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thrive (Barkow, Cosmides, and Tooby eds.

1992).

Contemporary cognitive linguistics thus

contrasts with Chomsky’s theories on a

number of key points. Whereas Chomskyinspired theories portray language in action

as the implementation of complex rules, the

newer cognitive linguistics foregrounds imaginative uses of language. While Chomsky

highlights core syntax deﬁned as a distinct,

universal mental faculty, today’s cognitive

linguists grant great attention to semantics

and emphasize multi-modal, embodied,

and contextual dynamics in learning and

behaviour. Where Chomskyan models

draw a clear and principled distinction

between immanent linguistic meaning and

the study of pragmatic, situational factors,

the more recent cognitive current explores

their interaction and even continuity. While

generative grammar focuses on I-language

and on a native speaker’s intuitions of

grammatical acceptability, today’s cognitive linguistics devotes signiﬁcant attention

to varied samples of actual language use,

and to language variation and change.

The computer-modelling techniques

preferred in studies of embodied cognition

highlight ‘subsymbolic’ approaches that

mimic lower-order operations of the brain,

viewed as biological underpinnings of the

higher-order ‘symbolic’ processes of the

mind such as concept formation, logical

reasoning, problem solving, and thinking

in images. Prominent since the 1980s but

drawing from earlier psychological associationism and linguistic distributionalism, connectionist approaches represent

cognitive activity as modiﬁcations affecting

relational patterns among simple units,

their clusters, and systems, depicting a

radically decentralized thinking process. In

connectionist computer simulations of the

brain, thinking activates (artiﬁcial) neurons

and propagates the excitement throughout

a given local network, while learning from

experience changes the strength of the links

among the nodes (Rumelhart and McClelland 1986). Connectionism vaunts the plasticity of its networks and the importance of

aiming for at least a measure of biological
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realism. The parallel (that is, simultaneous

rather than sequential) and distributed

functioning of connectionist models enhances their ability to mimic aspects of vision, linguistic meaning, decision making,

and choosing among rival explanations.

Two prominent proponents of the rival,

formal cognivist approach co-authored a

devastating critique of early connectionist research. In their critical review of Paul

Smolensky (1988), Jerry Fodor and Zenon

Pylyshyn (1988) charge that connectionism’s adoption of associationism renders it

incapable of elaborating any of the complex

structures that form the heart of thought

and language processes. If connectionist

models possess any validity at all, they

describe processes that merely ‘implement’

or physically realize symbolic structures,

rather than altering, complementing, or

supplanting them. Fodor and Pylyshyn

(1988) observe that connectionism in fact

represents a step backwards and not forwards inasmuch as it promotes a highly

simpliﬁed view of thinking akin to vulgar

behaviourism.

Responding to Fodor and Pylyshyn’s

critique, researchers have developed ‘structured’ neo-connectionist models that incorporate simulations of dynamical systems

and such higher-order conﬁgurations as

elementary schemas and rules, metaphors

and narrative (Marcus 2001; Narayanan

1997; Regier 1996; Sharkey and Reilly eds.

1992; Shastri and Ajjanagadde 1993; Shastri,

Gannes, Narayanan, and Feldman 1999).

Dynamical models describe cognition using

the physics and mathematics of systems

such as planetary orbits, engine fuel ﬂows,

and wildlife populations, representing neural activity as a continuous process of forming and breaking interconnected patterns

and forms (Chang, Gildea, and Narayanan

1998; Petitot 1991, 1994, 2004; Petitot and

Barbaras 2002; Port and van Gelder 1995).

Other computational simulations use probability models to mimic distributed subsymbolic processes (Feldman et al. 1996:

2–6, 21).

Jean Petitot (1994) illustrates a sample

defence of neo-connectionism that devel-
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ops two central arguments in response to

Fodor and Pylyshyn (Petitot 1991). First, it

emphasizes that the formal, logical structures preferred by Fodor, Pylyshyn, and

Chomsky represent only one version of

structure among many, and that dynamical

structures derived from René Thom’s catastrophe theory provide a better alternative

since the actual mathematics has extensive applications in physics and can thus

model actual physical, biological processes.

Second, whereas the symbolic, functionalist approach disdains ‘implementation,’

exactly as generative grammar spurns

E-language (performance) in favour of Ilanguage (competence), neo-connectionism

instead proposes an integrated theory that

includes structures and I-language but

deﬁnes subsymbolic forms and E-language

as autonomous instances possessing their

own processes. In this view, an autonomous but not independent or self-sufﬁcient

symbolic level ‘emerges’ from a dynamical

subsymbolic level: symbolic superstructures possess associationist infrastructures.

Petitot (1994) argues that with respect to

explanatory power, the shoe is thus on the

other foot: the symbolic approach defended

by Chomsky, Fodor, and Pylyshyn will

never be able to do anything but describe

structurality, whereas the connectionist approach has the potential to explain it (Petitot

1994: 206).

The greater the advances achieved by

neuroscience, the more it becomes reasonable to argue that computational simulations should establish parallel symbolic

and subsymbolic models and chart their

precise interrelations within a uniﬁed

theory of cognition. The Berkeley Neural

Theory of Language project thus deﬁnes

symbolic and distributed dynamics as

distinct but complementary superimposed

levels at which cognitive activity can be

grasped and analysed (Feldman et al.

2007). On the symbolic level, the project

uses computational components including data structures and algorithms to

model the functions of such cognitive and

linguistic categories as spatial relations,

metaphor, aspect, and frames, while on the



underlying subsymbolic level it employs

computer simulations of neuronal processes and hippocampal systems to mime

the functioning of structured connectionist

mechanisms including temporal binding

and recruitment learning. These successive

layers of cognitive dynamics and computer

simulations are then grounded in biological and physiological structures and processes studied by experimental neuroscience

(Feldman 2006; Petitot 1991).

The new models of rhetoric, categories,

emotions, and embodiment, and the new

perspectives in evolutionary biology and in

empirical language studies have fostered

a growing interest in exploring literature

through the lens of cognitive studies (Crane

2001; Esrock 1994; Herman 2003; Holland

1988; Keen 2007; Palmer 2004; Richardson

and Spolsky 2004; Scarry 1999; Zunshine

2006). The relation between cognitive textual studies and earlier text theory remains

a complex and evolving issue. One of the

most important results of cognitive studies’

prominence has been to give new lustre

to such mainstream text-theoretic explorations as linguistics, psycholinguistics,

the philosophy of language, and reader

response theory, and to direct other disciplines’ attention to perennial text-theoretic

concepts such as metaphor, metonymy,

narrative, and poetics. The behaviourist

approach against which early cognitive

science reacted and deﬁned itself never

reigned in text studies, although Skinnerian

anti-mentalism and focus on observable

phenomena foster the study of the ‘text in

itself’ that characterized both New Criticism and continental structuralism. One

can identify contrasts but also certain

parallels between contemporary cognitive

text studies and post-structuralism and

postmodernism. Cognitive scholars evince

respect rather than suspicion for scientiﬁc

method and knowledge, reassert the claims

of nature alongside those of nurture and

culture, and propose a new pantheon of

master thinkers and subﬁelds, typically

North American rather than continental –

experimental psychology and neuroscience

thus displace psychoanalysis, as generative
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or cognitive linguistics takes precedence

over continental structural linguistics (Carroll 1995; Mancing 2003; Bordwell and

Carroll 1996). On the other hand, contemporary research in both overall families of

approaches typically foregrounds rhetorical

and semantic processes, emphasizes the

role of the addressee, articulates a contextual and experiential construction of reality,

and maintains a keen interest in theoretical issues, including aspects of traditional

speculative philosophy.

Amid enormous diversity, if cognitive

studies today evinces afﬁnities with a particular philosophical tradition, it would

seem to be with the phenomenology that

Edmund Husserl elaborated in the ﬁrst half

of the last century in an effort to provide a

solid basis for modern science (1936). Husserl grounds his system in the relation between man and world: mathematics, logic,

and science are ultimately rooted in human

experience modulated by active perception

and by a dynamic engagement with the

natural and social environment. Maurice

Merleau-Ponty worked closely with Gestalt

research in experimental psychology in order to develop Husserl’s ideas in the realm

of perception (Merleau-Ponty 1945). More

recently, phenomenologist Hubert Dreyfus

has systematically critiqued the use of the

digital computer and its symbol processing

as a model for human cognition, emphasizing instead the critical role of the body, of

human interest and experience, and the

changing interaction of self, other subjects,

and the perceived world (Dreyfus 1979,

1992; Searle 1990).

Contemporary cognitive studies effectively brings to the fore issues and concepts, methods and traditions that have

been forgotten or relegated to the wings in

recent times. Researchers have redirected

attention to social variation in language

(Labov 1972) and rekindled Karl Bühler’s

focus on communication, expressivity, and

pragmatics (Bühler 1934). Studies have

revived the nineteenth-century’s use of

natural science as a model for language

and thought, as well as that era’s close

attention to lexical structures and their
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semantic dynamics (for example, Darmesteter 1887). Contemporary cognitive linguistics resonates with earlier theories that

foreground language as an instrument of

thought (Bréal 1897; Guillaume 1973) and

reassert Ferdinand de Saussure’s theory of

the sign as a bipolar phonological-semantic

construction (Saussure 1916 [1966]). While

features of ‘Chomsky’s revolution’ remain

ﬁrmly in place today, its strong versions

of formalism and innateness, as well as its

exclusive focus on core universal grammar,

appear more and more as a brief North

American excursus within the development of broad-based modern language

sciences encompassing the perspectives of

general grammar, rhetoric, comparative

and historical linguistics, descriptive linguistics, pragmatics, sociolinguistics, and

poetics.

Thomas F. Broden
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COGNITIVISM

[See also: Behaviourism; Cognitive Language Studies; Psychology of the Media]



The term cognitivism is used in several disciplines, including linguistics and psychology, in opposition to behaviourism. It is a

movement which maintains that the emphasis of behaviourists on observable response

phenomena to given stimuli is a dubious

one, since most mental phenomena cannot

be associated with simple bodily responses

to speciﬁc stimuli. The initial approach of

cognitivists was to ‘get to’ the ‘unobservable’ mental phenomena through modelling

on computers. The underlying assumption

was that the functions of the mind could

be understood by inference if they were

modelled by software designed to simulate

them. Ulrich Neisser (1967: 6) put it as follows at the dawn of the movement:

The task of the psychologist in trying to understand human cognition is

analogous to that of a man trying to

discover how a computer has been programmed. In particular, if the program

seems to store and reuse information, he

would like to know by what ‘routines’

or ‘procedures’ this is done. Given this

purpose, he will not care much whether

his particular computer stores information in magnetic cores or in thin ﬁlms;

he wants to understand the program,

not the ‘hardware.’ By the same token,

it would not help the psychologist to

know that memory is carried by RNA

as opposed to some other medium. He

wants to understand its utilization, not

its incarnation.

Neisser realized, however, that the

computer metaphor, if brought to an extreme, would actually lead psychological

science astray. So, only a few pages later

he issued the following warning (Neisser

1967: 9): ‘Unlike men, artiﬁcially intelligent

programs tend to be single-minded, undistractable, and unemotional … in my opin-
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ion, none does even remote justice to the

complexity of mental processes.’

In the twentieth century, mainstream

psychology was deﬁned by two primary

movements – behaviourism and cognitivism. Based on Pavlov’s discovery that

a hungry dog could be conditioned to

respond to a ringing bell – by simply associating the bell with a piece of meat and

by eventually removing the meat stimulus

– behaviourism became the main school

of psychology from the early part of the

twentieth century to the 1960s. The movement was bolstered by the ideas of John B.

Watson (1929) and developed by B.F. Skinner (1938). Watson maintained that all complex forms of behaviour could be observed,

measured, and explained by observing the

simple motor and glandular processes that

they purportedly brought about. These

constituted the organism’s response patterns to speciﬁc input stimuli. Skinner

took stimulus-response theory further by

adding the individual’s interactions with

the environment as crucial determinants

of behaviour. He also showed that certain

behaviours could be retained if they were

reinforced in one of two ways – positively

and negatively.

In the late 1960s, cognitivism emerged

to replace behaviourism as the mainstream

psychological method. The term cognition, rather than ‘mind’ or ‘behaviour,’

was employed widely in that decade in

order to eliminate the artiﬁcial distinction

maintained by behaviourists between inner (mental) and observable (behavioural)

processes. Indeed, this word has now come

to characterize all mental faculties and

processes, from perception to language.

Adopting insights and terms from the science of artiﬁcial intelligence, many cognitivists aimed initially to study the mind by

seeking parallels between the functions of

the human brain and computer concepts

such as the ‘coding,’ ‘storing,’ ‘retrieving,’

and ‘buffering’ of information. Although

cognitivism’s goals are now much broader

and include experientialist approaches to

the mind such as cognitive linguistics that
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have nothing to do with simplistic artiﬁcial

intelligence models of mind, there are still

‘computationalist’ residues in the movement. As Gardner (1985: 6) has put it, the

guiding assumption of mainstream cognitivism has always been that there exists ‘a

level of analysis wholly separate from the

biological or neurological, on the one hand,

and the sociological or cultural, on the

other’ and that ‘central to any understanding of the human mind is the electronic

computer.’ Cognitivism has, in effect, rekindled the mind-body problem: Is thought

a derivative of individual experience, or is

it inherent in mental structures independently of bodily processes and individual

feelings?

Gardner’s (1985: 6) formulation of the

goals of cognitivism indicates how it envisions its approach in answering these

questions:

First of all, there is the belief that, in talking about human cognitive activities, it

is necessary to speak about mental representations and to posit a level of analysis

wholly separate from the biological or

neurological, on the one hand, and the

sociological or cultural, on the other.

Second, there is the faith that central to

any understanding of the human mind

is the electronic computer. Not only are

computers indispensable for carrying

out studies of various sorts, but, more

crucially, the computer also serves as

the most viable model of how the mind

functions … The third feature of cognitive science is the deliberate decision to

de-emphasize certain factors which may

be important for cognitive functioning

but whose inclusion at this point would

unnecessarily complicate the cognitivescientiﬁc enterprise. These factors include the inﬂuence of affective factors

or emotions, the contribution of historical and cultural factors, and the role of

background context on which particular

actions of thought occur.

To grasp how early cognitivism ap-



proached mental phenomena, consider the

highly acclaimed research on human vision

by David Marr (1982). Marr simulated in

a computer the essential features of vision

(perception, recognition, and so on). He

then speciﬁed the ‘algorithms’ that vision

is purported to entail. Marr sought to explain visual perception, not by working

directly with the visual nervous system,

but by designing programs to be consistent with the processes known, observed,

or suspected to underlie visual perception.

Such work has been valuable in having

forced psychologists to reconsider many

of their assumptions about perception and

to seek out much more clearly formulated

explanations of visual processes. But which

portions of Marr’s program are indeed like

those of human visual perception? Does

the computer, following Marr’s instructions, really ‘recognize’ objects, people, and

events in the same ways that people do?

These questions remain unanswered. In a

similar critique to cognitive approaches to

problem solving, Sheehan (1991: 262) suggests that the ‘fact that both humans and

machines can learn to play chess may suggest a number of interesting things about

the human brain and mechanical intelligence, but it does not suggest that the two

are necessarily alike in any other ways.’

While the view that human thought can

best be studied separately from the sensory,

emotional, and social fabric of human experience seems to be a modern premise, it is

really a contemporary version of an age-old

idea known as dualism, or the belief that

the body and the mind are separate entities. It started with Plato, who claimed that

ideas were innate and thus separable from

experiential factors, and was later taken up

by Thomas Hobbes and René Descartes.

Hobbes deﬁned mentality bluntly as arithmetical computation: that is, as a process

akin to the addition and subtraction of

numbers. He claimed that thinking was

essentially a rule-governed mechanical

process and that, in principle, machines

capable of thought could be built. His solution to the mind-body problem was a blunt
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reduction of mental operations, including

value and judgment, to the internal activities of the body. For Descartes mentality

inhered exclusively in the manipulation of

abstract symbols according to the rules of

logic and mathematical proof. He refused

to accept any belief, even the belief in his

own existence, unless he could ‘prove’ it to

be necessarily true. The Cartesian ‘project’

ushered in the modern era of modern science. Cognitive science is its contemporary

descendant. In their book Descartes’ Dream,

Davis and Hersh (1986: 7) describe the Cartesian project as follows:

The vision of Descartes became the new

spirit. Two generations later, the mathematician and philosopher Leibnitz

talked about the ‘characteristica universalis.’ This was the dream of a universal

method whereby all human problems,

whether of science, law, or politics, could

be worked out rationally, systematically,

by logical computation.

In contrast to Hobbes and Descartes,

Immanuel Kant associated knowledge

with bodily structures, positing that we

participate mentally in the way we come

to experience the world, but that the ways

in which we perceive nature are largely

determined by our concepts about it. He

maintained that the world we know is

largely invented by us on the basis of sense

categories. Kantian strains in modern-day

cognitivism now abound, as psychologists

and linguists discover that modelling and

sensing are different not only in degree but

in essential quality.

Preﬁguring contemporary cognitivism

is the work of philosopher Ludwig Wittgenstein. In his inﬂuential Tractatus LogicoPhilosophicus of 1921, Wittgenstein was

interested in understanding how language

captured information about the world.

He saw sentences as propositions (inferences) about simple world facts. He thus

developed a ‘picture theory’ of meaning

by which propositions were purported to

represent features of the world in the same
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way that pictures did. Wittgenstein argued

that the lines and shapes of drawings, for

instance, showed how things were related

to each other in physical space. So when

the world is represented as a proposition

‘pictures’ it, then the proposition is ‘true.’ It

is interesting to note that Wittgenstein had

serious misgivings about his theory after

it was published. In Philosophical Investigations (1953), he was perplexed by the fact

that language could do much more than

just construct propositions about the world.

So he introduced the idea of ‘language

games,’ by which he claimed that there existed a variety of linguistic games (describing, reporting, guessing riddles, making

jokes, and so on) that went beyond simple

picturing.

Early cognitivism was inspired not only

by Wittgenstein’s ideas, but also by clever

computer notions such as the Turing machine, a concept developed by the mathematician Alan Turing (1936). To quote

Garnham (1991: 20), such a machine is

a mathematical abstraction that has the

following property: if something can be

worked out by mathematical calculation, in the broadest sense of that term,

then there is a Turing machine that can

do each speciﬁc calculation, and there

is a General Turing machine that can do

all of them. The way it works is that you

pick the calculation you want done and

tell the General Turing machine about

the ordinary Turing machine that does

that calculation. The general Turing machine then simulates the operation of the

more speciﬁc one.

Turing’s work on ﬁnite-state automata

showed that the simple architecture of a

four-operation machine – move right, move

left, write a slash, erase a slash – could in

principle carry out any recursive function.

In 1950, shortly before his death, Turing

suggested that one could program a computer in such a way that it would be virtually impossible to discriminate between its

answers and those contrived by a human
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being. This notion has become immortalized as the ‘Turing test.’ Suppose you are

an observer in a room which hides on one

side a programmed computer and, on the

other, a human being. The computer and

the human being can only respond to your

questions in writing – say, on pieces of

paper which both pass on to you through

slits in the wall. If you cannot identify, on

the basis of the written responses, who is

the computer and who the human being,

then you must conclude that the machine is

‘intelligent.’ It has passed the ‘Turing test.’

For Turing, every intelligent response could

be described in computational terms; that

is, in terms of basic building blocks that can

be carried out mechanically.

A rebuttal to ‘Turing test’ was put forward by John Searle (1984), who argued

that a machine does not ‘know’ what it is

doing when it processes symbols because it

lacks intentionality. For example, a human

being who translates Chinese symbols in

the form of little pieces of paper by using

a set of rules for matching them with other

symbols or little pieces of paper knows

nothing about the ‘story’ contained in the

Chinese pieces of paper. Likewise, a computer does not have access to the ‘story’

that inheres in human symbols. Searle’s is

a clever argument. The human mind can

process symbols at a rational surface level

in the same way that a computer does. But

only at a deep level of consciousness does it

put them together into a meaningful whole.

This is beyond the capacities of a machine

whose operations are deﬁned completely

by formal syntactic structure.

By the late 1960s, cognitivism had became a major force in developmental psychology, following the work of Jean Piaget

(Piaget 1969; Piaget and Inhelder 1969). The

three cognitive stages of development that

Piaget posited – sensory-motor, concrete

operations, formal-logical thinking – had

become widely accepted as the primary

biological milestones of cognitive development. Piaget had shown, in a phrase,

that humans progress from a sensory and

concrete stage of mind to a reﬂective and



abstract one. According to Piaget’s observations, around the age of two, children

start to develop symbolic abilities derived

from mental images. As these become more

dynamic, they prepare the child for more

abstract thinking. Knowledge in the child

emerges in terms of a direct relation to

events in the immediate environment. Selfknowledge arises later.

Reactions to Piaget’s theory have

criticized it for its determinism and its

overemphasis on cognitive processes at

the expense of affect and emotion. The

work of both Vygotsky (1961) and Bruner

(1986, 1990) has thus been adopted by

modern-day cognitivists to supplement

and balance Piagetian psychology. Vygotsky proposed developmental stages that

go from external (physical and social) actions to internal cognitive constructions

and interior speech via the mind’s ability

to construct images of external reality. His

deﬁnition of speech as a ‘microcosm of

consciousness’ is particularly characteristic

of his approach. Bruner suggested that the

construction of the intellect starts with an

‘enactive’ stage, passes through an ‘iconic’

stage, and ﬁnally reaches a ‘symbolic’

stage. Action, imagination, and abstract

thought are the chronologically related

stages through which each child passes

on the way to mature thinking: that is, the

child ﬁrst employs non-verbal symbols (action, play, drawing, painting, music, and

so on), then imaginative constructs (narratives, fables, dramatizations, and so on),

and ﬁnally oral expression and creative

writing on the way to the development of

abstract thought.

Cognitivists today also employ notions

from neuroscience to guide their theories

and provide empirical data on how the

brain functions under certain conditions

involving cognitive tasks. Modern imaging

equipment such as PET scans and fMRI

technologies are replacing the computer as

devices for exploring how humans process

information and develop thought patterns.

Cognitivism has rekindled interest in gestalt psychology, which ﬂourished between
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1910 and the mid-1940s, since the emphasis

in that movement was also on studying the

mind indirectly by trying to understand

the relation between perception of form

and knowledge. Gestalt psychologists

believe that form-perception is the most

important part of experience. This notion

is also the basis of sub-movements within

cognitivism, such as cognitive linguistics

(mentioned above). Two gestalt principles

in particular, known as closure and ﬁgureground perception, are now basic ones

within cognitivism generally. The former

explains why we perceive a fragmented

circle as a complete circle and the latter

why we tend to regard any kind of pattern

as a ﬁgure against a background (such as

words on a page).

In sum, cognitivism, which emerged as a

reaction to behaviourism, has expanded its

theoretical horizons, focusing on the outcomes of mental processes in human activities, from problem solving to the reading

of media texts. Blending insights from

linguistics, neuroscience, psychology, and

anthropology, cognitive analysis has made

it clear that not all thought processes can

be understood as simple stimulus-response

categories.

Marcel Danesi
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COMEDY

[See also: Genres; Situation Comedy]



The term ‘comedy’ comes from kómos, the

Greek word for revel. Comedies can be

described as humorous narratives that are,

as Aristotle (1952: 6) put it, ‘imitations of

men worse than average,’ of men who are

‘ridiculous’ and have numerous other failings. The philosopher Henri Bergson (1900)

described comic characters as ‘rigid’ and

lacking in self-knowledge. Characters in

comedies tend to be certain types of individuals, stock ﬁgures who are eccentric and
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often have obsessions and strange passions

of one kind or another.

Comedies can be contrasted with tragedies, which tell the story of the fall of

great men and women, usually because of

some deﬁciencies in their character or other

weakness. Comedies typically end in weddings, feasts, and other celebrations, while

tragedies end with dead bodies on the

stage. It can be suggested that tragedies release forces of pity and anguish, ending in

a catharsis for audiences, while comedies,

which move audiences to laughter, facilitate the release of libidinal forces, ending in

a cathexis. Laughter generates endorphins

in people, which create pleasurable feelings and other physical and psychological

beneﬁts. Comedies also give their audiences new insights into human nature and

generate a feeling of optimism. It is much

easier to make people cry in a tragedy than

to make them laugh in a comedy.

Literary theorists have debated for

centuries whether tragedy is a higher art

from than comedy. Usually they argue

that tragedy is more important and more

‘high-level’ than comedy. Tragedies unfold

rather directly and everything leads to

the conclusion, involving the death of the

protagonist and often many others as well.

Comedies are full of miscues, tangents,

mistakes, misunderstandings, and other

comic devices, but its heroes survive. With

the development of postmodern thought,

the debate about the status of comedy and

tragedy was abandoned, since postmodern

theory is based, among other things, on

de-differentiation and does not distinguish

between elite culture and popular culture

or comedy and tragedy. In addition, many

writers now combine comedy and tragedy

and create works that are best described

as tragicomedies. These works are either

tragedies with comic elements in them or

comedies with tragic elements.

Aristotle’s Poetics dealt with comedic

theatrical works, but now the term has

been broadened and is used to deal with

situation comedies and other kinds of humorous texts on television, screwball com-



edies and other genres of comedy in ﬁlm,

and, broadly speaking, any narrative text in

any medium that is humorous and generates mirthful laughter. Many of the conventions found in ancient Greek comedies are

still alive and well in contemporary comedies, since comedy exploits human frailties

and foolishness. People are still as foolish

and ridiculous as they were in the times of

Aristophanes, whose play The Birds was

produced in 414 bce. This play combined

satire, insults, wordplay, allusions, comic

catalogues and many of the techniques

found in contemporary comedies. Plautus,

who died in 184 bce, wrote Miles Gloriosus,

about a braggart captain, and used many

comic techniques that can be found in

contemporary comic ﬁlms and television

shows, such as eccentricity, the revelation

of ignorance, impersonations, irony, and

far-fetched analogies. Had they been alive

in contemporary times, Aristophanes and

Plautus might well have been on the writing staff of a situation comedy like Frasier,

which employed more than a dozen writers

to create each twenty-two-minute episode.

Although there are a number of techniques found in all comedy, the focus on

certain techniques varies from country to

country and reﬂects aspects of each country’s national character and history. For

example, English comedies stress understatement and often ridicule ‘upper-class

twits,’ churchmen, and other aspects of

English culture, which most Americans

cannot understand or appreciate. That is

why comedy, unless it is physical or focused on broadly eccentric characters, does

not travel. People in other countries often

do not ‘get’ the allusions. The kind of comedy we like is also connected to our socioeconomic class, educational level, ethnicity,

and other demographic matters.

Making people laugh is not easy, which

explains why the maxim ‘Death is easy,

comedy is hard’ is so truthful. Standup

comedians often use graphic terms to describe their performances, saying that they

‘killed’ their audiences, making them laugh

a great deal, or ‘bombed,’ and couldn’t get
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a laugh out of their audiences. In recent

years, comedians have moved from telling

jokes, which are stories with punch lines,

to observational humour, which deals with

the absurdities of people and everyday life.

The subject of humour, which is the basic

ingredient of comedies, is of great interest to the academic community, and many

scholars in the humanities, social sciences,

and other ﬁelds are investigating various

aspects of the subject, trying to understand

how humour is created and what role it

plays in comedic texts, in our everyday

lives, and in society at large. Comedy remains one of the few things about which

we can say it is both pleasurable and good

for us.

Arthur Asa Berger
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COMICS

[See also: Cartoons, Animated; Comics, History of]



The term comics is used, generally speaking, to refer to both newspaper comics,

comic books (which are actually maga-
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zines), and all other kinds of narrative texts

or art forms which have the following characteristics:

•

•

•

•

•



They employ drawings to tell the story.

The drawings usually are in frames.

There are recurring characters.

The dialogue is in balloons.

Other information is found in panels,

usually at the bottom of frames.



All of these conventions are sometimes

violated, but, generally speaking, comic

strips and comic books follow them. Comics have been called ‘an American idiom,’

not because they were invented in the United States, but because they achieved their

greatest early ﬂowering in America.

The French term for comics, bande dessinée, which can be translated as ‘designed

(drawn) band,’ is more accurate because

many comic strips (often called ‘the funnies’) and comic books are not humorous

by any means. In his book, Understanding

Comics: The Invisible Art, which is itself a

comic book, Scott McCloud suggests the

best way to characterize comics is to use

comics artist Will Eisner’s characterization

of them as ‘sequential art.’ After making a

number of modiﬁcations of Eisner’s deﬁnition, McCloud ﬁnally ended up with the

following deﬁnition (1994: 9):

com-ics (kom-iks) n. plural in form used

with a singular verb. 1. juxtaposed pictorial and other images in deliberate sequence, intended to convey information

and/or to produce an aesthetic response

in the viewer.

This deﬁnition, while not elegant, captures the most important elements of comics in general, but it does not deal with

such matters as the characters typically

found in them or the aesthetic and literary

conventions typically followed by comics

artists and writers.

Comics differ from cartoons in that cartoons generally are found in a single frame,

do not have recurrent characters or a nar-
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rative line, and generally do not have dialogue in balloons. Cartoons conventionally

have text in captions underneath the frame

of the cartoon. Not all cartoons are humorous, either. There are funny cartoons, but

there are also cartoons that comment on

social and political matters of importance

that are typically found in newspapers and

magazines.

In recent years the comic strip art form

has evolved into what might be described

as pictorial or graphic novels, which often

take on serious themes. For example, one

of the most important of these graphic novels, Art Spiegelman’s Maus, deals with the

Holocaust. In addition, the comic strip has

migrated to ﬁlm and electronic media, and

there are now many animated ﬁlms, which

we now realize are an art form with incredible possibilities. The Japanese animated

ﬁlm Spirited Away by Hayao Miyazaki

shows that the aesthetic possibilities of animated ﬁlms are enormous. Characters from

the comics have also been used for serious

ﬁlms, musical comedies, and ballets, so it

is an art form that lends itself to adoption

by other art forms, in part because of the

strong narrative line found in comics. The

fact that McCloud uses the comic strip as

a means of teaching us about comics is a

good example of the didactic possibilities

of the art form.

The earliest comics in the United States

were thought of as children’s sub-literature,

so for many years social scientists and

scholars in the humanities in America paid

relatively little attention to them. European

scholars, on the other hand, have long

been interested in comics and what they

reﬂect about culture. In recent years, there

has been a good deal of interest shown by

American scholars in the comics in many

disciplines since they are now seen as

an important means to determine values

and beliefs that are found in cultures and

subcultures. The University of Mississippi

Press now has a large list of scholarly books

on the comics.

Because of their distinct quality, and

because the images reinforce the language



used, comics are also used as a means of

teaching various subjects. Larry Gonick’s

The Cartoon History of the Universe (Book 1) is

a good example of the way comic strip artists use the art form to teach and entertain.

There have also been comic book treatments of Marxist theory, Marx for Beginners,

and Freudian theory, Freud for Beginners,

Johannes H. Loubser’s Archaeology: The

Comic is a comic book introduction to archaeology.

Comics also have been the subject of

what we might call ‘elite’ art forms, such

as oil painting; the pop art movement featured oil paintings of various comic strip

and comic book characters. Painters such

as Andy Warhol and Roy Lichtenstein

are considered pop artists. Pop art raises

a question about the nature of comics. If

a comic strip frame is painted in oil on

canvas, enlarged, and put in a frame, does

it suddenly become ‘elite’ art? The question is being continuously debated. Comic

book heroes have also been turned into

movie heroes, and important ﬁlms have

been made in recent years in which Superman, Batman, The Fantastic Four, and other

comic strip heroes are the stars.

In his book The Art of the Funnies: An

Aesthetic History, Robert C. Harvey (1994:

8) makes an important point about how to

deal with comics:

Comics use speech balloons and narrative breakdown to tell stories, but the

art of the comics is not altogether the

same as other narrative arts – despite

seeming similarities. Comics can be (and

too often are) evaluated on purely literary grounds, the critic concentrating on

such things as character portrayal, tone

and style of language, verisimilitude of

personality and incident, plot, resolution of conﬂict, unity and themes. While

such literary analysis contributes to an

understanding of a strip or book, to

employ this method exclusively ignores

the essential character of the medium by

overlooking its visual elements. Similarly, analysis that focuses on the graphics
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(discussing composition, layout, style,

and the like) ignores the purpose served

by the visuals – the story or joke that is

being told. Comics employ the technique

of both the literary and graphic arts, yet

they are neither wholly verbal in their

function nor exclusively pictorial.

With Harvey’s comment in mind, one

might suggest that in analysing comics,

three basic components should be considered: the art style, the narrative line, and

the dialogue. In this entry the focus is on

American comics, but it must be understood that comics are a global art form and

that there are important and interesting

comics in most countries. Those interested

in the global aspects of comics should consult the International Journal of Comic Art,

an academic quarterly edited by John Lent,

which has been published since 1999.

The art style of comic strip artists can

vary from realistic portrayals, such as Alex

Raymond’s Flash Gordon and Harold R.

Foster’s Prince Valiant, to highly stylized

ones such as Walt Kelly’s Pogo, Al Capp’s

Li’l Abner, Charles Schulz’s Peanuts, and

Chester Gould’s Dick Tracy. Gould’s use of

grotesque villains such as ‘the mole’ and

‘ﬂathead’ and his use of strong blacks and

whites made his strip a very powerful one.

It was one of the ﬁrst to show murders

and graphic violence. Comics artists also

use boldface lettering to emphasize certain

words and make use of certain graphic conventions such as having thoughts appear in

little clouds.

In addition to the art style found in a

comic, we must also consider the narrative

line. Humorous comics generally have a

narrative that ends with some kind of resolution each day, while serious or dramatic

comic strips have episodes that continue

for weeks or months. Once one episode is

resolved another one immediately begins.

In Dick Tracy, as soon as the detective hero

has captured or killed one villain, another

one appears on the scene, and so the adventure continues. Some historically classic comic strips, such as Dick Tracy, Little
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Orphan Annie, Blondie, and Peanuts, went on

for many decades.

Finally, we must consider the way language is used in comics. We see quite remarkable language in George Herriman’s

Krazy Kat, which many scholars of the comics consider the greatest achievement in

American comics. The plot of this strip was

always the same: Ignatz Mouse, a malevolent mouse, spends all his time and energy

ﬁguring out how to ‘Krease that Kat’s bean

with a brick.’ Defending Krazy is Ofﬁssa

B. Pupp, who loves Krazy and struggles

valiantly and usually unsuccessfully to prevent Ignatz from hitting Krazy. In the ﬁrst

frame Pupp sees Ignatz hitting Krazy with

a brick. He says ‘Transgression.’ In the next

frame he grabs Ignatz and says ‘Apprehension.’ In the third frame he takes him under

his arm and heads toward jail. He says

‘Retribution.’ In the ﬁnal frame, the jail has

not been drawn, so Pupp says ‘WA-A-L …

Finish it!!! Y’got Kartoonist’s Kramp?’ and

Krazy says ‘Ah. Sweet Procrastination.’

Al Capp was a satirist whose Li’l Abner

poked fun at many aspects of American

culture. The following description by one

of his characters, Marryin’ Sam, of an eightdollar wedding shows Capp’s skill with

words:

Fust – Ah strips t’ th’ wait, and r assles

th’ four biggest guests!

Next – a fast demon-stray-shun of how t’

cheat yore friends at cards!! – follyed by

four snappy jokes – guaranteed to embarrass man or beast – an’ – then, after

ah dances a jig wif a pig, Ah yanks out

two o’ mah teeth and presents’em t’ th’

bride and groom as memetos o’ th’ occasion!! – then – Ah really gits goin!! Ah

offers t’ remove any weddin’ guest’s appendix, wif may bare hands – free!!

Capp uses dialect in this passage and mimics certain aspects of southwestern humour.

An early and inﬂuential analysis of violence and other forms of anti-social behaviour in the comics was psychiatrist Frederic
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Wertham’s Seduction of the Innocent (1954),

which suggested that the reading of comics

fostered juvenile delinquency. This claim

was highly exaggerated and is not accepted

as credible by most scholars. But the matter

of violence in the comics, in both humorous and non-humorous forms, is a subject

of considerable debate by contemporary

social scientists. There is an enormous

amount of comic violence in animated television shows for children, and most child

development scholars believe it is harmful.

And now, with the development of video

games, violence continues to be a problem.

Another topic of interest for scholars

involves the portrayal of women in comics. It is possible to study the way women

are drawn, to examine what they say, and

to count the number of images of women

in frames in contrast to those of men in

selected comics to see how women are represented, or under-represented, in various

comics.

In Japan, where comics, known as manga,

are very popular, there has been an interesting development in the way women

are portrayed. In the sixties, there was a

phenomenon known as kawaii or cuteness.

Women were shown with large, round,

non-Asian eyes and with hardly any breast

development. In recent years, since the

nineties, women have kept their round

eyes but now they are shown in manga

with highly developed bodies and are often

featured in violent and sexually explicit

scenarios involving bondage and rape. It

has been suggested that these comics help

middle-aged Japanese males deal with

various kinds of repression in Japanese

culture. Since there is very little violence

in Japanese culture, it seems that we cannot draw a connection between violence in

comics and in everyday life.

A number of ‘erotic’ comics have

achieved popularity in America and elsewhere, such as Barbarella in France and

Jodelle in Italy. This is to be expected for

the comic strip lends itself to fantasy and

artists have used the comic strip to portray

women in various states of dress and un-



dress. There was also a movement in the

United States called ‘underground’ comics

that were satirical and sexually explicit.

Some of these comics had titles such as

Subvert Comics, The Fabulous Furry Freak

Brothers, Mr. Natural, Feel Good Funnies, and

Young Lust.

Comics can be analysed from a number

of perspectives:

• Artwork or text. For example, an issue of

Superman comics.

• Artists and writers. They create the

text.

• Medium. A comic strip or comic book or

animated ﬁlm.

• America (or any other country). Where

the comics are produced.

• Audience. The fans and readers of the

text.

All of these focal points can be connected

with one another. Thus, for example, comics artists and writers are affected by the

values and beliefs of the societies in which

they work, by their target audiences, and

by the limitations of the medium in which

they are working.

Arthur Asa Berger
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COMICS, HISTORY OF

[See also: Cartoons, Animated; Cartoons, History of;

Comics]



Comics (strips and books) grew out of

cartooning art, which originated in the sixteenth century in the form of the German

broadsheets, or single drawings printed on

large pieces of paper and used for political

satire. An early comic strip (Hogan’s Alley)

was created in 1895 for The New York World

by Richard Felton Outcault. Other newspapers followed suit with comic strips such as

Little Bears by James Guilford Swinnerton,

which was ﬁrst published in the San Francisco Examiner a few years earlier in 1892,

The Katzenjammer Kids by Rudolph Dirks,

appearing for the ﬁrst time in The American

Humorist in 1897, and Mutt and Jeff, which
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appeared as Mr A. Mutt in a November

1907 issue of the San Francisco Chronicle.

Newspaper syndicates introduced Mutt

and Jeff to wider audiences, making it the

ﬁrst successful daily comic strip. To satisfy

growing demand, newspapers started to

publish collections of the individual strips

in 1911, leading to the birth of the comic

book. By 1933, comic books, such as Joe Palooka and Connie, which were based on wellknown newspaper comic strips, became

highly popular.

The Sunday comic strips were designed

primarily for children. The daily ones, on

the other hand, were intended for adults.

Harry Hershﬁeld’s Abie the Agent, published in 1914, was the ﬁrst adult comic

book and capitalized on the popularity of

the pulp detective genre of the era. An early inﬂuential contributor to the genre was

Roy Crane, who created Wash Tubbs in 1924.

The adventure comic emerged in 1929 with

the publication of Tarzan and Buck Rogers.

These have remained popular, arguably

because their characters never age. There

have been a few exceptions to this pattern

– for example, in Gasoline Alley by Frank O.

King the characters age day by day.

Comic books are, as their name implies,

book-length or magazine-length comic

strips. They are narratives told by means

of cartoon drawings arranged in horizontal lines, strips, or rectangles, called panels.

They are read like a verbal text from left

to right. Dialogue is presented as words

encircled by a balloon, which issues from

the mouth or head of the character speaking. Movement is shown by means of lines

of different sizes. For example, long thin

lines trailing a running individual are designed to show speed; short broken lines

indicate jumping. The ﬁrst comic books

were collections of popular newspaper

strips. But the breakthrough for the comic

book format came in 1938, following the

phenomenal success in 1938 of Action

Comics, of which the principal attraction

was the Superman comic strip, created by

Jerry Siegel and Joe Shuster. A year later,

Superman spawned a series of comic-book
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superhero clones. By the 1940s the superhero adventure comic, with its superheroes (Batman, Captain Marvel, The Flash,

Green Lantern, Wonder Woman, Captain

America), became a staple of popular culture. In the 1950s Harvey Kurtzman, artist

and editor of Mad, revived broad interest

in the humour comic book genre, which

had started with the Famous Funnies in

the early 1930s but was eclipsed by the

adventure comic by the end of the decade.

At the same time, there was a growth of

gruesome horror comics, which garnered

a negative public reaction, and led several

comic book publishers to establish a selfcensorship program called the Comics

Code Authority, which reviewed comic

books before publication, removing material it found to be offensive.

Superhero comics enjoyed a revitalized

success in the 1960s, after Jack Kirby and

Stan Lee created four superheroes called

The Fantastic Four, who, unlike the previous

superheroes, had down-to-earth problems.

In the same decade, counterculture youths

used the comic book format as a vehicle

for protest as well as for publishing previously forbidden topics. The genre came to

be known as underground comics (or comix),

because the books were distributed outside

of regular channels in order to bypass the

Comics Code Authority.

Comics are both a form of recreation

and an art form. Krazy Kat, for instance,

has been regarded by many academics as

one of the most amusing and imaginative

works ever produced in America. The Peanuts comic strip by the late Charles Schultz,

originally titled Li’l Folks and debuting

in 1950, is one of the most popular comic

strips in the history of comics, and its characters, from Charlie Brown to Lucy, have

become icons of pop culture. The characters

are all children who provide more insight

into life than adults, who are relegated to

the margins of the strip. The subtle sadness of the strip veils a deep search for the

answers to the great questions of religion

and philosophy – Who are we? What is life

all about?



Starting in the 1970s, some smaller

publishers began experimenting with

new styles, sophisticated formats, and

new storylines, leading to the birth of the

so-called graphic novel – a comic book for

adults, dealing with adult themes such

as alienation, sexual relations, and terrorism. Two celebrated examples are Maus: A

Survivor’s Tale (1986) and Maus II (1991) by

Art Spiegelman. They recount the artist’s

relationship with his father and the experiences of his father and mother during the

Holocaust. Graphic novels are much longer

than typical comic books, and are often

bound like paperback books. They became

the fastest-growing segment of the publishing ﬁeld in the early 2000s, providing various scripts to ﬁlmmakers, including The

Road to Perdition (2002) and Sin City (2005).

Actually, comic book heroes have always

crossed over to the movies and television.

Superman, Batman, Watchmen, V for Vendetta,

From Hell, and The League of Extraordinary

Gentlemen, among many others, have all led

to movie versions.

Before the advent of television, comics

set the tone for displaying new trends in

clothing. They have inspired not only movies, radio and TV programs, but also plays,

musicals, ballets, popular songs, books,

and toys. The word for the Allied Forces

on D-Day was ‘Mickey Mouse,’ and the

password for the Norwegian Underground

was ‘The Phantom.’ Painters and sculptors

have incorporated comic-book characters

into their artworks, leading to the pop art

movement. Film directors have adapted

techniques of the comics into their ﬁlms;

and of course, Bugs Bunny, Homer Simpson, Rocky and Bullwinkle, the Grinch, the

Flintstones, Fat Albert, Popeye, ScoobyDoo, Arthur, Winnie the Pooh, Mr. Magoo,

Felix the Cat, Yogi Bear, Mighty Mouse,

Batman, Woody Woodpecker, Tom and

Jerry, to mention just a few, have become

veritable icons of popular culture.

A study of the style and content of some

comic books also gives insight into the

cultural world view of the historical period in which they were created. As Frank
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Nuessel (2009) has recently written, even

the names assigned to characters in a comic

strip like Dick Tracy (1931), created by

Chester Gould, reveal an ingenious historical use of onomastics, with villains being

given names that reﬂect deviance in some

way, and heroes’ names reﬂecting positive

traits. The villains are ‘literally ripped from

the headlines, representing gangsters and

mobsters of the era’ (Nuessel 2009: 64).

Examples include: Cut Famoni, Lips Manlius, Alphonse Big Boy Caprice, Mamma,

Breathless Mahoney, and Dan the Squealer

Mucelli. Comic books are thus archaeological documents that show in their images

and language what an era was all about.

Today, the comic book has made its

way to online culture, where it continues

to thrive in the form of online e-toons and

webcomics, such as Smoking Lion (www.

icebox.com) and Mortal Kombat (www.thethreshold.com). Regardless of the medium

(print, electronic, and so on) in which they

have appeared, and continue to appear,

comics have broad appeal. The original

print comics have even become popular

memorabilia items for collectors. Comics

have also shown themselves to be adaptable – Batwoman has been portrayed as a

lesbian in one of her incarnations; Black

Panther is the heroic king of a ﬁctitious

African nation; the Great Ten are a team

of Chinese heroes. Moreover, comic book

culture has gone truly global. For years,

Japanese manga comic books and anime

animated features, along with characters

like Pokémon and Hello Kitty, have become

popular among young people throughout

the world. In effect, comics reﬂect who we

are today probably better than any other

textual genre. South Park, for instance, has

become America’s parodist and (im)moral

conscience, dealing with current events in

ways that parallel the comic genre’s predecessors – the caricature and the gag cartoon. Comics seem to have a primal quality

to them – a fact that was brought out by the

movie Unbreakable (2002), directed by M.

Night Shyamalan. Comic books, the movie

claims, are modern-day manifestations of
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something universal, mirroring the kinds of

pictorial stories imprinted in cave paintings

and in writing systems such as the Egyptian hieroglyphs.

Marcel Danesi
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Strictly deﬁned, communication is the exchange of messages between members of

the same species. Of course, some interspecies communication occurs, but the signals
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exchanged will not have the same function, impact, or content as they do within a

species and thus will either be interpreted

differently or not at all (constituting simple

noise). In the human species, the exchange

can be interpersonal (between human beings), group-based (between some individual

or media outlet and audiences), and massbased (involving communication systems

that encompass entire societies). Communication occurs by means of three main forms

of transmission – some natural biological

system (the voice, touch, etc.), some device

(a book, a painting, etc.), or technology (a

radio, a television set, etc.). The ﬁrst type

can be called natural, the second artefactual,

and the third technological.

All organisms are equipped by their

particular biological constitution with the

means to transmit signals with their body.

In humans, this includes the use of the

voice, the face, the eyes, and the hands.

Messages transmitted naturally fade rapidly and cannot be preserved without some

‘preserving media’; books, paintings, sculptures are examples of such media. A technological medium is one that allows messages to be transmitted widely by means

of some invention such as the telephone,

the radio, the television set, the computer,

and so on. Early societies used drums, ﬁre

and smoke signals, and lantern beacons

to transmit messages over short distances.

Messages were also attached to the legs of

carrier pigeons trained to navigate their

way to a destination and back home. In

later societies, so-called semaphore systems based on ﬂags or ﬂashing lights were

employed to send messages over relatively

short but difﬁcult-to-cross distances, such

as from hilltop to hilltop or from one ship

at sea to another. Today, communication

systems involve sophisticated technologies

such as satellites and the World Wide Web.

Writing

Before the advent of alphabets, people

communicated and passed on knowledge

through the spoken word – that is, through



oral stories, wise sayings, and so on. However, oral communication does not produce

stable knowledge – each time a story is told

it is changed in detail by the storyteller,

and, more importantly, it evanesces once

it has been told, depending only on the

memory of the hearers for its preservation. Even in early oral cultures, tools had

been invented for recording and preserving knowledge and ideas in more durable

and invariant forms. These were typically

pictographic. A pictograph is a picture sign

made on some surface (a cave wall, a tree

trunk, etc.) with appropriate instruments

(a carving tool, a stylus) to represent some

object in the real world (a rock, the sun,

the moon). Pictography is the most ancient

writing system known. Despite its antiquity, it has not disappeared from the modern

world, even though most written forms of

communication are based on the alphabet.

The ﬁgures designating male and female

on washrooms and the no-smoking signs

found in public buildings, to mention two

common examples, are modern-day pictographs; so too are the icons on computer

screens.

One of the ﬁrst civilizations to adopt

pictographic writing as an ofﬁcial means of

recording ideas, keeping track of business

transactions, and transmitting knowledge

was ancient China. According to some

archaeological estimates, Chinese writing

may date as far as back the ﬁfteenth century bce. Another ancient civilization to use

pictography regularly for a variety of practical social functions was ancient Sumeria

around 3500 bce. The Sumerian system was

called cuneiform, because it was based on a

set of wedge-shaped characters that were

inscribed on clay tablets with a stylus (the

word comes from Latin cuneus, ‘wedge’).

Cuneiform was versatile because it had

pictographs for both concrete things and

abstract notions – the concept of sleeping,

for example, was represented by a picture

of a person in a supine position. Abstract

pictographs are called, more precisely, ideographs. To facilitate the speed of writing, the

Sumerians eventually started using a few
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symbols, known as phonographs, standing

for various sounds in pictographic words.

By about 3000 bce the ancient Egyptians also started using a writing system,

known as hieroglyphic, to record hymns and

prayers, to annotate various community activities, and to register the names and titles

of individuals and deities (hieroglyphic derives from Greek hieros, ‘holy,’ and glyphein,

‘to carve’). Egyptian hieroglyphs were of all

three varieties – pictographic, ideographic,

and phonographic. With the development

of papyrus around 2700 bce, the Egyptians

replaced hieroglyphic writing with a form

known as hieratic, which was executed

with blunt reed pens and ink. Hieratic was

cursive and ligatured, allowing scribes to

write more rapidly. It was used initially

just for sacred writing, but eventually came

to be used for all kinds of writing. Given

the greater availability and affordability of

papyrus, literacy came to be highly valued

among the common people, although it

continued to be used mainly by privileged

members of Egyptian society (priests, aristocrats, merchants, etc.).

Once writing became widespread, it

gradually began to evolve into a phonographic system so that it could be used

more efﬁciently and rapidly. A complete

phonographic system for representing

single sounds is called alphabetic. The ﬁrst

alphabetic system emerged in the Middle

East around 1000 bce and was transported

by the Phoenicians (a people from a territory on the eastern coast of the Mediterranean, located largely in modern-day

Lebanon) to Greece. It contained symbols

for consonant sounds only. When it reached

Greece, symbols for vowel sounds were

added to it, making the Greek system the

ﬁrst full-ﬂedged alphabet in history. The

Greeks also named each symbol (alpha,

beta, gamma, etc.) in imitation of Phoenician words (aleph, ‘ox’; beth, ‘house’; gimel,

‘camel,’ etc.). From the ﬁrst two names

(alpha and beta) comes the word alphabet.

Although many societies adopted the technique of alphabetic writing shortly thereafter, pictography continued to ﬂourish in
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many areas. Pictographic writing systems

are still used in many parts of the world.

Print Communication

Alphabet-based written communication

altered the way people transmitted and

recorded knowledge in those parts of the

world where it was adopted. Whether they

are produced on parchment, papyrus, paper, or a computer screen, written materials

(such as books) have been the basis for recording, spreading, and preserving knowledge since the Greeks started using alphabetic writing. As the late Canadian communications theorist Marshall McLuhan often

remarked, alphabetic print literacy brought

about the ﬁrst true ‘cognitive revolution’

in human history. It also brought about the

ﬁrst true ‘communications revolution,’ as

the use of print materials started growing

rapidly. The ancient Romans, for instance,

transmitted the news with a handwritten

sheet called Acta Diurna (Daily Events),

which was the ﬁrst newspaper.

With the growth of written communications came the need for more writing materials. In the ﬁrst centuries of the Common

Era the chief ones were papyrus and parchment. Parchment (made from the skin of a

sheep or goat) was not as light as papyrus

(made from the pith or the stems of sedge),

but it was more durable. In the early medieval period, the rectangular codex became

the standard book form. It was a small,

ringed book consisting of two or more

wooden tablets covered with wax, which

could be marked with a stylus, smoothed

over, and reused many times. Codices were

used primarily to record texts related to the

observance of the Christian liturgy. Paper

was actually invented in the second century ce by the Chinese, who developed it

from silk ﬁbres. The Arabs took the Chinese

technology to Europe in the eleventh century. Paper was lighter than all other materials used for writing up to that time, and

thus more portable. It was also relatively

inexpensive and thus spread throughout

Europe. Until the 1400s, all paper materi-
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als were written by hand. Copyists called

scribes, many of whom were monks, made

duplicates of manuscripts and books. But

they were very expensive, because the

scribes decorated them with pictures and

designs.

Although a Chinese printer named Bi

Sheng had invented movable type in the

1000s, it was not until 1447 that a German

printer named Johannes Gutenberg (ca

1400–68) perfected movable metal type

technology, developing the ﬁrst printing

press capable of producing numerous

copies of paper documents quickly and

cheaply. The event was monumental in

the history of communications. Printing

shops sprung up all over Europe, publishing books, newspapers, pamphlets, and

many other kinds of paper documents

inexpensively. As a result, more books

became available and more people gained

literacy because it became an increasingly

useful and necessary skill. With more and

more people able to read, ideas could be

spread more broadly than ever before. This

situation is cited by historians as the basis

for the revolutions of a religious, political,

social, and scientiﬁc nature that led eventually to the so-called Renaissance, the period

marking the transition from medieval to

modern times. Books could be sent all over

the world, and ideas started crossing political borders much more easily, uniting the

world more and more into a worldwide

‘communications system.’ Standardized

ways of doing things in the scientiﬁc and

business domains emerged. In a phrase,

the invention of the printing press was the

technological event that paved the way for

the establishment of a global civilization.

McLuhan called this new world order the

‘Gutenberg Galaxy.’

In the 1600s, printed news sheets called

corantos appeared in the Netherlands,

England, and other European nations. The

coranto differed from newspapers before

it in format, including a title on the upper

ﬁrst page of the publication and adopting a

two-column format, unlike previous singlecolumn formats. They reported mostly



business news, and introduced a new feature in print communications – advertising.

With the advent of the Industrial Revolution in the 1700s, print literacy became even

more widespread, as books, magazines,

and newspapers made information available to more and more readers. As a result,

a new type of communications problem

surfaced – plagiarism and illegal copying.

In 1709, the British parliament passed the

ﬁrst true copyright law. Literary property

became commercially valuable. Publishing

surged during the late 1700s. Letter writing became increasingly popular. Also near

the end of the century the French engineer

Claude Chappe developed an early telegraph system for transmitting print, which

consisted of a series of towers between

Paris and other European cities. An operator in each tower moved a crossbar and

two arms on the roof to spell out messages,

which an observer on the next tower read

and passed on.

In the twentieth century, printed documents became even more inexpensive and

available en masse. Photocopying made

duplication easier and more rapid. By the

mid-1980s, desktop publishing (the design

and production of publications of all kinds

using microcomputers with graphics capability) became widespread, largely replacing all previous typesetting technologies.

Sophisticated word-processing and graphics software are used today to produce all

kinds of print materials. They can also be

transmitted instantly via computer communication systems to other locations for

editing, redesigning, and printing.

The new digital technologies have had

a deﬁnite impact on human communication generally. It is now becoming possible

to publish books directly on websites and

to make traditional paper books available in various non-paper forms. Digital

documents have also altered the nature of

reading and researching via print, allowing

readers to link directly different texts and

images within the main text. This feature is

known as hypertextuality. Thus, for example, an online encyclopedia allows a user
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to go from one to topic to another within

a page of text by simply providing links

that a reader can access by simply clicking

them as they occur on some software such

as a CD-ROM or website. If a reader wants

to check, say, the meaning of a word on a

page in a traditional book, he or she would

have to physically consult another print

source (such as a dictionary). Hypertextuality has made such a task much more practicable and efﬁcient.

Hypertextuality is also leading to a redeﬁnition of the roles of the author and

the reader of a text. Hypertext novels, for

instance, allow for multiple plot twists to

be built into a story. They also enable readers to observe the story unfold from the

perspective of different characters. Readers

may also change the story themselves to

suit their interpretive fancies. In such novels, the author sets a framework for the narrative, but the actual narrative is realized

by the reader. The same kind of ‘editing

power’ is now applicable to many (if not

most) kinds of internet documents, from

Web-based encyclopedias and dictionaries to online textbooks. In effect, electronic

documents can always be updated and

thus never be out of date.

Such documents can also store the equivalent information of myriad paper books.

As a consequence, cyber-libraries have

already sprung up and may eventually replace traditional libraries. Already in 1971,

a project called (rather ironically) Project

Gutenberg was established as a volunteer

effort to digitize, archive, and distribute

online the full texts of public domain

books. The project continues to make these

as free as possible, in formats that can be

used on almost any computer. As of 2006,

the project had over 19,000 items in its collection, with an average of over ﬁfty new

e-books being added each week. Most are

in English, but there are also growing numbers in other languages, as similar projects

are established in non-English-speaking

countries. Similar projects are posting public domain materials on websites of their

own, including the Google Library Project
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and the World Digital Library Project of the

Library of Congress, which intends to make

available on the internet, free of charge

and in multilingual format, signiﬁcant

materials from cultures around the world,

including manuscripts, maps, rare books,

musical scores, recordings, ﬁlms, prints,

photographs, architectural drawings, and

the like.

Since anyone can download documents

directly online, the purchase of electronic

documents is also extremely easy and

convenient. For this reason, many culture

theorists predict that e-books will gradually replace traditional paper-based books.

However, for the time being the paper

book is still highly popular. People display

books in their homes and ofﬁces as they

would sculptures or paintings. They are

comparatively convenient to hold and

carry. For such reasons, traditional paper

books continue to have a market value, as

long as paper remains cheap and available.

Nevertheless, the lesson to be learned from

studying the development of communications technologies is that there is never a

‘turning back the clock’ once an innovation

makes communication more rapid, cheap,

and efﬁcient. For the present, an audience

for traditional books will continue to exist

because people simply continue to enjoy

reading and buying them. Purchasing

books at a bookstore today, moreover, is

a diverting and distracting experience in

itself – something that bookstore chains

have come to realize, as witnessed by the

fact that they have joined forces with coffee

chains. The market for paper-based print

materials such as magazines and newspapers thus continues to be strong, even

though online versions are springing up

constantly and may eventually replace the

paper versions in the not too distant future.

Telegraphy and Telephony

The ﬁrst electronic apparatus for the

transmission of written messages was the

telegraph, which could send and receive

electrical signals over long-distance wires.
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The ﬁrst commercial telegraph system

was developed in Great Britain in the

1830s. A little later, in 1844, the American

inventor Samuel F.B. Morse reﬁned and

patented the telegraph and developed the

telegraphic code that bears his name (the

Morse code). The code utilized ‘on’ and

‘off’ signals to represent individual letters

of the alphabet. The telegrapher at one end

of the line would tap on an electrical key,

and the telegrapher at the other end would

decode the tapping signals (on and off) as

they came in, write down the message they

contained, and send it to the recipient by

messenger.

Telegraph cable was laid under the

Atlantic Ocean in 1858, and regular transatlantic service began in 1866. It was the

ﬁrst interconnected global communications

system in human history. Telegraphy was

gradually replaced by telex systems in the

early twentieth century, eliminating the

need to use a code. Such systems consisted

of teletypewriters connected to a phone

network that sent and received signals.

Users could type in a message in normal

language, and the identical message would

appear at the recipient’s end, carried over

telephone lines to telex machines anywhere

in the world. As early as the 1930s these

lines were also used to transmit pictures, a

feature that led to the development of socalled Wirephoto service in international

communications. In most countries, Wirephoto service was used mainly by banks,

railroads, newspaper publishers, and

merchants. High service rates barred more

general use.

In 1876, the Scottish-born American inventor Alexander Graham Bell patented the

ﬁrst telephone, a device with the capacity

to transmit sound over wires. Bell originally believed the telephone would be used

to transmit musical concerts, lectures, and

sermons. But after founding his own company, he quickly discovered that its appeal

lay much more in the simple fact that it allowed ordinary people to talk to each other.

In 1878 he founded the Bell Telephone

Company as the ﬁrst telephone exchange –



a switchboard connecting any member of a

group of subscribers to any other member.

By 1894, roughly 260,000 Bell telephones

were in use in the United States, about

one for every 250 people. By the 1960s the

telephone was perceived in many parts

of the world as an essential service. With

improvements in satellite technologies near

the end of the twentieth century, the phone

played a critical role in ushering in the ‘internet galaxy,’ providing subscribers with

access to the internet and the World Wide

Web by means of devices called modems.

Today satellite and wireless mobile phone

technologies have greatly enhanced the

functionality of telephones. Since mobile

phone devices, such as the iPhone, are capable of carrying visual, digital, and other

kinds of signals, telephony can now send

and receive all kinds of mass communications, from television reception to instant

messaging and internet access services.

Photography and Cinema

Photography and cinema surfaced as forms

of mass communication in the latter part of

the nineteenth century. Photography actually goes back to the Renaissance, when the

ﬁrst crude camera, called a camera obscura

(dark chamber), consisting of a box with a

tiny opening in one side that allowed light

to come in, was used mainly by painters as

a sketching aid. In 1826 the French physicist Joseph Nicéphore Niépce produced the

ﬁrst modern camera. Photographic technology was developed shortly thereafter by

French painter Louis J.M. Daguerre, who

worked as Niépce’s partner for several

years, and the British inventor William

Henry Fox Talbot. With Fox Talbot’s method, ﬁlm could be moved through the camera and used to take a series of pictures.

Almost instantly, photography started to

play an important role in science and mass

communications, used by scientists, for

instance, to record experiments and by

newspapers to emphasize news coverage

visually. To this day, it is used in advertising, in news reporting (photojournalism),
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for military reconnaissance, and so on. All

major art museums hold exhibitions of

photographs, and a number even specialize

in photographic art.

The ﬁrst successful ‘moving photographs’ were made in 1877 by Eadweard

Muybridge, a British photographer working in California. Muybridge took a series

of photographs of a running horse, setting

up a row of cameras with strings attached

to their shutters. When the horse ran by,

it broke each string in succession, tripping the shutters. Muybridge’s procedure

inﬂuenced inventors in several countries

to work toward developing devices for

recording moving images. Among them

was Thomas Edison, who invented the ﬁrst

functional motion picture camera in 1888

when he ﬁlmed ﬁfteen seconds of one of

his assistants sneezing. Shortly thereafter,

Auguste Marie Louis Nicolas Lumière

(1862–1954) and his brother Louis Jean

Lumière gave the ﬁrst public showing of a

cinematic ﬁlm in a Paris café in 1895.

Thus was born the technology of ‘moving pictures,’ or ‘movies’ for short, which

became one of the most inﬂuential mass

communications medium of the last one

hundred years. Movies brought about a

new way of communicating through visual

images and a new conception of authorship. Whereas in print ﬁction the author(s)

can be easily identiﬁed as the creator(s) of

the text, in ﬁlms the question of authorship

is much more complex, since a screenwriter

and a director are involved in a partnership (although many times the two are

one and the same person). The function of

screenwriters varies greatly with the type

of ﬁlm being produced. The screenwriter

may be called upon to develop an idea or

to adapt a novel, stage play, or musical

to the special requirements of the screen.

But the writer is not the key individual in

the production of the ﬁlm – that person is

the director, the individual who visualizes

the script and guides the production crew

and actors in carrying out that vision. In

theory, the director has artistic control over

everything from the script itself to the ﬁnal
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cut of the ﬁlm, although in reality various

circumstances compromise this ideal of

the director’s absolute artistic authority.

Nonetheless, it is the director’s sense of

the dramatic, along with his or her creative

visualization of the script, that transforms

it into a motion picture.

The late 1980s saw a revolution in ﬁlm

culture, with major releases being made

available for home video viewing. That

technological development, combined with

the advent of cable television featuring

relatively current ﬁlms on special channels,

seemed to threaten the long-term survival

of movie theatres and created a climate

of uneasiness in movie studios throughout the world similar to that of the early

1950s, when the advent of television as a

mass communications medium challenged

movie-going culture for the ﬁrst time in the

century. As a result, ﬁlm companies started

increasingly favouring large spectacle

movies with fantastic special effects in the

hope of luring the public away from home

videos and back to the big screen. But their

fears turned out to be unfounded. As in the

early days of cinema, going to the movies

remained a cultural ritual. Going to a movie theatre is a social act: it involves people

coming together (even if anonymously) to

participate at an event and reacting to the

movie on the screen as a group, rather than

in a solitary fashion.

Today, the threat to the traditional movie

theatre is coming from the same sources

that are threatening traditional paper book

culture – cyberspace and new electronic devices such as DVDs, iPods, mobile phones,

and the like. It remains to be seen, however,

if the social function of movie theatres will

be transferred to other locales (if indeed it

can or will be replaced). As it has turned

out, the advent of new media for delivering

movies has actually fostered a much wider

audience for movies. All kinds of ﬁlms,

past and present, are now available in different media and formats; rentals and sales

of movie-carrying devices are providing

new revenue for motion-picture companies

(in some cases, more than their theatrical
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releases); and advance sales of video and

other media rights enable small production companies to ﬁnance the creation of

low-budget ﬁlms. With television cable

networks as additional sources of revenue,

and functioning in some cases as producers

themselves, a substantial increase in independent feature-ﬁlm production has ensued. Digital video discs (DVDs), invented

in the 1990s, in particular, have stimulated

even more interest in movies. Making it

possible to enjoy movies in the home with

all the technological splendour offered by

movie theatres (given the right equipment),

DVDs (and other digital devices) have further entrenched movies in mass culture.

Sound Recordings

Sound recording technology emerged in

the late nineteenth century. Thomas Edison invented the ﬁrst phonograph (record

player) in 1877. Edison recorded his version of ‘Mary Had a Little Lamb’ using

a mouthpiece (Milner 2009). A decade

later, the German-born American inventor

Emile Berliner improved Edison’s model,

producing the ﬂat-disk phonograph, or

gramophone, which was used shortly thereafter for recording and playing back music.

Around 1920, Berliner’s mechanical technology began to be replaced by electrical

recording and reproduction, in which the

vibrations of the phonograph needle were

ampliﬁed by electromagnetic devices.

By the 1920s, the cheapness and availability of mass-produced vinyl records led

to a true paradigm shift in musical art – the

entrenchment of pop music as mainstream

music. New musical styles and idioms such

as jazz, swing, country and western, soul,

and rock are among the best-known genres

that recording technology helped to spread

throughout society. Since the 1920s, in fact,

music has been perceived as a source of

entertainment and distraction for mass

audiences. Inevitably, as pop music styles

proliferated throughout the century, so too

did the tendency for audience fragmentation – that is, for niche audiences according



to music style or subgenre. Today, with

so much music available through recordings and in different digital formats, music

artists and producers are well aware that

their music will appeal primarily to speciﬁc

audiences.

Radio

Another mass communications electronic

device that was invented in the late nineteenth century was the radio, at ﬁrst called

the wireless. The background scientiﬁc

principles for its development were elaborated by various scientists, but it was the

Italian-born American electrical engineer

Guglielmo Marconi who applied them

to the invention of the world’s ﬁrst true

wireless radio device in 1895. His device

could send and receive a signal at a distance of close to 3 km. In 1901, Marconi

developed an appliance that could send

signals much farther and with much less

background noise. This led, about two

decades later, to the development of commercial technology that established the

radio as the ﬁrst electronic mass communications medium, shaping trends in music,

culture, and mass communications generally. Radio could reach many more people

than print, not only because it could span

great distances instantly, but also because

its audiences did not necessarily have to

be print literate. Programming could thus

be designed with mass appeal. As a consequence, radio was pivotal in spreading

popular culture – a culture for all, not just

for the cognoscenti.

Evidence of a plan for radio broadcasting

to the general public can be found in a 1916

memorandum written by David Sarnoff, an

employee of Marconi’s U.S. branch, American Marconi, which would eventually

become the Radio Corporation of America

(RCA). Sarnoff recommended that radio

become a household ‘utility.’ His memo at

ﬁrst was not given any serious consideration by management. After the end of the

First World War in 1918, however, several

manufacturing companies began to seri-
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ously explore Sarnoff’s idea for the massmarketing of home radio receivers.

In an effort to boost radio sales in peacetime, the Westinghouse Electric Corporation of Pittsburgh established what many

culture historians consider to be the ﬁrst

commercially owned radio station to offer a regular schedule of programming to

the general public. It came to be known by

the call letters KDKA, after it received its

licence from the Department of Commerce

(which held regulatory power following

the end of the war) in October of 1920.

KDKA aired various kinds of entertainment

programs, including recorded music, which

was generated by a phonograph placed

within the range of a microphone. The station did not charge user fees to listeners,

nor did it carry paid advertisements. Westinghouse used KDKA simply as an enticement for people to purchase home radio

receivers.

Other radio manufacturers soon followed Westinghouse’s example. The

General Electric Company, for example,

broadcast its own programs on station

WGY in Schenectady, New York. RCA

eventually gave Sarnoff permission to

develop radio programming for home

entertainment. Sarnoff opened stations in

New York City and Washington, DC, and

in 1926 he founded the National Broadcasting Company (NBC), an RCA subsidiary created for the speciﬁc purpose of

broadcasting programs via a cross-country

network of stations. The Columbia Broadcasting System (CBS) radio service was

established shortly thereafter in 1928, becoming a dominant force in the American

broadcasting industry over the subsequent

ﬁfty years. Already in 1922, the American Telephone and Telegraph Company

(AT&T) began exploring the possibilities of

toll broadcasting, that is, charging fees in

return for the airing of commercial advertisements on its stations. Fearing legal action, however, the telephone company sold

its stations to RCA and left the broadcasting business. In return, AT&T was granted

the exclusive right to provide the connec-
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tions that would link local stations to the

NBC network.

The sale of radios more than justiﬁed

the expense to manufacturers of operating broadcasting services. According to

estimates by the National Association of

Broadcasters, in 1922 there were 60,000

households in the United States with radios; by 1929 the number had topped 10

million. But increases in sales of radio receivers could not continue forever. The sale

of advertising time loomed, consequently,

as the only viable solution for the ﬁnancial

support of American radio broadcasting.

The merger of advertising with radio programming was the event that, arguably,

transformed the nature of mass communications. Non-commercial broadcasting

would play only a minor role in the United

States, and, in fact, there would not be a

coast-to-coast non-commercial radio network until the formation of National Public

Radio (NPR) in 1970. In Great Britain, on

the other hand, radio owners have always

paid yearly licence fees, collected by the

government, which are turned over directly

to the British Broadcasting Corporation

(BBC).

During the Second World War, American commentator Edward R. Murrow

changed the nature of news reporting

radically with his sensational descriptions

of street scenes during the German bombing raids of London, which he delivered

as an eyewitness from the rooftop of the

CBS news bureau there. American president Franklin D. Roosevelt utilized radio

to bypass the press and directly address

the American people with his ‘ﬁreside

chats,’ aware that the emotional power of

the voice would be much more persuasive than would any logical argument he

might put into print. The chats continue

to this day as part of the American presidency. Adolf Hitler, too, saw the radio as a

propaganda medium, using it to persuade

millions to follow him. And the radio appeal from Japanese emperor Hirohito to

his nation for unconditional surrender in

August 1945 helped end the Second World
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War following the atomic bombings of Hiroshima and Nagasaki.

Radio broadcasting dramatically

changed social life wherever it was introduced. It brought news, information, and

the arts directly into homes. Historically

a privilege of the elite, the arts could be

enjoyed by members of the general public,

most of whom would otherwise not have

access to venues such as the concert hall

and the theatre. It helped engender an unprecedented mass culture for people of all

social classes and educational backgrounds.

The ‘democratization process’ started by

the Gutenberg revolution in the domain of

print, and by the gramophone in the ﬁeld

of music, was extended by the radio medium considerably.

At ﬁrst, radio was no more than a new

audio medium for print and theatrical

forms. For example, it adapted the various

genres of traditional stage drama, transforming them into radio dramas, action

serials, situation comedies (or sitcoms),

and so-called soap operas. It looked to

vaudeville to garner and adapt material for

its comedy-variety programming. And it

modelled its news coverage on the format

of daily newspapers – early announcers

would, in fact, often simply read articles

from the local newspaper over the air.

Nevertheless, because of its capacity to

reach large numbers of people, from the

1920s to the early 1950s radio broadcasting

evolved into society’s primary medium of

information, arts appreciation, and, above

all else, entertainment. Only after the advent of television in the 1950s did radio’s

hegemony in this domain begin to erode,

as its audiences split into smaller, distinct

segments. Today, radio is primarily a medium for automobile and ofﬁce use. People

listen to it mainly in their cars as they drive

from location to location, or in their ofﬁces

(or other places of work). Aware of this,

radio stations typically present news and

trafﬁc information in a regular interspersed

fashion throughout their broadcasts, or else

present uninterrupted stretches of music

during certain periods of the working day.



Many radio stations offer programming for

niche audiences (sports stations, talk stations, etc.).

Today, radio has shown itself to have

staying power and to be an adaptive medium. It is estimated that there are about

two billion radio sets in use worldwide,

with more than half concentrated in North

America, the European Union countries,

and Japan. In developing societies, too,

nearly all citizens own or have access to a

radio. All-digital stations are springing up

all over. Programs and commercials are

being transferred to digital databases for

broadcasting. Some advertising agencies

send in commercials on digital formats;

other companies send their commercials to

the stations’ computer via high-speed internet links. Satellite stations such as XM and

Sirius are also making inroads. In sum, the

radio is not yet a relic and continues to be

an integral part of mass communications.

Television

The scientiﬁc principles underlying the

technology that led to the invention of

television were established by the British electrical engineer John Logie Baird. A

transmission tube was developed by the

Russian-born American engineer Vladimir

K. Zworykin in 1923 and the American

inventor Philo T. Farnsworth in 1927. The

ﬁrst home television receiver was demonstrated in Schenectady, New York, in

1928, by American inventor Ernst F.W.

Alexanderson. The images were small and

unsteady, but the set was shown to have

potential use in homes. The ﬁrst television

sets for mass utilization became commercially available in England in 1936 and in

the United States in 1938. After the Second

World War, technical improvements and

prosperity led to a growing demand for

these sets. In the United States, six television stations were established at ﬁrst, each

one broadcasting for only a few hours each

day. By 1948, thirty-four all-day stations

were in operation in twenty-one major cities, and about one million television sets
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had been sold. By the end of the 1950s national television networks were established

in most industrialized countries. TV had

emerged, in effect, to replace radio as the

primary source of mass communications

virtually across the world. As the twentieth

century came to a close, TV went digital as

broadcasters started transmitting TV signals in a digital (computer-based) format

and integrating with online technology by

offering additional programming or information on websites. Google and television

have also merged to make television a

kind of access device to the internet, and

this will change how programming will be

scripted in the future.

With the widespread growth of cable

television, starting in the 1960s, and then

of direct broadcast satellite (DBS) services

(a term used to refer to satellite television

broadcasts intended for home reception) in

the 1990s, many new channels and types of

programming are now available to people

across the globe. As a consequence, previous debates about TV’s impact on children,

world culture, politics, and community

life became even more widespread. On the

one side, critics say that television feeds

a constant stream of simpliﬁed ideas and

sensationalistic images to unwitting viewers, that it negatively inﬂuences politics

and voting patterns, that it destroys local

cultures in favour of a bland ‘Hollywoodoriented’ distraction culture, and that it

encourages passivity. On the other side,

defenders say that television provides

high-quality educational and cultural programming, and that it is the major source

of local, national, and international news

for many citizens who would otherwise

remain uninformed. Whatever the truth,

one thing is certain – TV has had an inﬂuence simply by making the same pattern

and kind of programming (the same TV

sitcoms, adventure programs, and variety

shows) available across the globe.

As is the case with radio, advertising is

the fuel that propels TV broadcasting. In

the United States and Europe advertising

agencies underwrite network and cable
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programming. Only in the area of public

broadcasting is this not the case. Public TV

services are generally supported by government funding, contributions from viewers, corporate gifts, and foundation grants.

Direct broadcast satellite now provides

viewers with a system capable of capturing

satellite signals. But most channels available from satellites require subscription

fees and licences.

Online programming has also become

routine. Services such as Replay TV and

America Online TV, among others, offer

interactive formats that permit viewers to

have more of a choice in what they watch

at a certain time. But interactive TV is not

new. In the winter of 1953, in the infancy of

television broadcasting, a kid’s show called

Winky Dink was the ﬁrst program to feature

an interactive component. To interact with

the show, viewers bought a kit that included a piece of plastic to cover the TV screen

and a Magic Crayon. Kids could then assist

the hapless Winky character out of jams.

Prompted by the show’s announcer, they

could draw a bridge for him, for example,

so that he could cross over a ravine and

then erase the bridge, as instructed by the

announcer, so that the bad guys would

plunge into the ravine. The show ran for

four years, and was revived in 1970.

The next step in interactive TV occurred

in Columbus, Ohio, on 1 December 1977,

where cable companies made a ‘relay box’

available to customers so that they could

order movies whenever they wished. The

system also showed city council meetings

during which viewers got to express their

opinions through the box. Such ‘boxes’ are

still around today, but with many more

interactive functions and sophisticated

new features added to them. By the early

1990s, specialty channels provided by cable companies allowed viewers to watch

shows whenever they chose to do so. Today, channels and programs have websites,

which viewers can visit during, before, or

after traditional broadcasts of shows. With

new cable technologies, moreover, viewers can pause live TV and record shows
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onto low-cost hard drives with the click of

a button. Microsoft’s WebTV and AOLTV

(America Online TV) allow users to pull up

detailed information while they are watching a news or documentary broadcast. And,

as mentioned, Google has made internet

access and television programming one

integrated system, by offering convergent

technologies that will alter the future of

television.



(DBS) industry, which started producing

digital multi-channel programming for

reception by home satellite dishes in 1995.

High-deﬁnition television (HDTV), which

consists of transmitters and receivers using digital formats, became commercially

available in 1998. Digital audio broadcasting (DAB) is the corresponding technology

in radio broadcasting. Radio stations

now use digital technology to create their

programs.



Digitization

The Internet

Digitization is the process of converting

traditional communications technologies into digital (computer-based) ones.

The ﬁrst telecommunications medium to

be digitized was the telephone in 1962,

with the installation of high-speed lines in

phone networks capable of carrying dozens

of conversations simultaneously. Phone

equipment of all kinds is now fully digitized. A new high-speed phone technology,

called digital subscriber line (DSL), has

been installed across the globe. It has the

capacity to transmit audio, video, and computer data over both conventional phone

lines and satellite.

Similar or parallel ‘digitization stories’

can be told with regard to other media of

mass communications. Today, most major

newspapers are produced by means of digital technology and are available in online

versions. The special effects created for the

movie Star Wars in 1977 introduced digital

technology into ﬁlmmaking. The ﬁrst computer-generated movie, Toy Story, debuted

in 1995. Such movies are now common. In

the domain of home video technology, the

DVD has supplanted the VHS tape. The

digitally produced compact disc (CD) started replacing vinyl records and audiocassette tapes in the mid-1980s, shortly after

its introduction in 1982. Further ‘compressing technologies,’ such as MP3, are cropping up regularly. Cable TV went digital in

1998, allowing broadcasters to increase the

number of channel offerings. This technology was introduced primarily to meet competition from the direct broadcast satellite



As computer technology improved steadily after the Second World War, smaller

and cheaper computers could be built for

all kinds of purposes. By the late 1970s, it

became economically feasible to manufacture personal computers (PCs) for mass

consumption. The ﬁrst PCs were mainly

word processors; that is, they simply added

computer-based capacities to typewriters

in order to make writing and changing

printed text signiﬁcantly easier and more

sophisticated. The ﬁrst microcomputers

had the power of older, larger machines,

but could ﬁt onto a desktop. This was accomplished because of new miniaturization

technologies that allowed manufacturers to

compress the memory and processing power of thousands of circuits onto tiny chips

of materials called semiconductors.

At the same time that computers were

becoming faster, more powerful, and

smaller, networks were being developed

for interconnecting them. In the 1960s,

the Advanced Research Projects Agency

(ARPA) of the U.S. Department of Defense,

along with researchers working on military

projects at research centres and universities

across the country, developed a network

called the ARPANET for sharing data and

mainframe computer processing time over

specially equipped telephone lines and

satellite links. Used at ﬁrst for military

purposes, the ARPANET became the ﬁrst

functional major electronic-mail network

right after the National Science Foundation

connected universities and non-military
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research sites to it. By 1981, around 200

computers were connected to ARPANET.

The military then divided the network

into two organizations – ARPANET and a

purely military network. During the 1980s,

the former was absorbed by NSFNET, a

more advanced network developed by the

National Science Foundation. It was that

system that came to be known simply as

the internet shortly after.

One of the main reasons for the slow

growth of the early internet was the difﬁculty of using the network. To access the

internet, users had to learn a complex series

of programming commands. The internet’s

breakthrough occurred in the late 1980s

with the arrival of the World Wide Web

(WWW), developed by Tim Berners-Lee, a

British computer scientist at the European

Organization for Nuclear Research (CERN).

The WWW is a system of computers and

ﬁles that users may view and with which

they can interact. The WWW provides access to a variety of information, including

magazine archives, public and university

library resources, current world and business news, computer programs, and so on.

It can be accessed by a computer connected

to the internet, which is itself a global

consortium of interconnected computer

networks. The WWW is organized so that

users can move easily between documents

called web pages. Users generally navigate

the WWW using an application known

as a browser, which presents text, images,

sound, or other programs. As the internet

incorporates new technologies that add

such features as spoken-word commands,

instantaneous translation, and increased

availability of material, it will continue its

rapid growth.

People can use computers to design

graphics and full-motion video, send electronic mail, make airline or hotel reservations, search for all kinds of information,

play games, listen to radio, watch television programs, and even visit ‘electronic

rooms’ to chat with other people over the

World Wide Web. In the history of human

communications, no other device has made
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it possible for so many people to interact

with each other, irrespective of the distance

between them. Moreover, it is no longer appropriate to talk about ‘competing’ media.

Advances in digital technologies and in

telecommunications networks have led to

a convergence of communications systems

alongside traditional ones. This has led, in

turn, to the emergence of new lifestyles and

careers, to the creation of new institutions,

and to radical changes in all domains of

mass communications.

As mentioned, the World Wide Web

was devised in 1989 by English computer

scientist Timothy Berners-Lee to aid communication between physicists working in

different parts of the world for the European Laboratory for Particle Physics. As it

grew, however, the WWW revolutionized

the use of the internet because, during the

early 1990s, increasingly large numbers of

users who were not part of the scientiﬁc

or academic communities began to use the

internet, due in large part to the WWW.

Until the early 1990s, most information

on the internet consisted only of printed

text. The introduction of the WWW made

it possible to include graphics, animation, video, and sound. Today, the WWW

contains tens of millions of documents,

databases, bulletin boards, and electronic

publications, such as newspapers, books,

and magazines in all media forms (print,

visual, etc.). The miasma of information it

contains made it immediately obvious to

internet users that appropriate technology

was needed for them to be able to locate

speciﬁc types of information. This led to

the development of uniform resource locator (URL) technology. Using software that

connects to the internet – called navigation

or browser software – a computer operator

can select a URL that contains information

he or she wishes to access. The computer

then contacts that address, making the information available to the operator. With

millions of separate URLs, classiﬁcation

and indexing have clearly become critical

internet functions. Indexing services – located on the internet itself – enable users to
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search for speciﬁc information by entering

the topic that interests them.

The transfer of large databases onto the

internet has created a new way of viewing

and organizing the classiﬁcation of information. People can post their own messages, opinions, commentaries, and ideas

on any subject imaginable on websites, on

personal blogs, and so forth. It has also become a primary reference tool with online

dictionaries and encyclopedias becoming

more and more common and acceptable to

scholars and researchers. Unlike printed

texts, internet pages can be updated constantly and, thus, are never out of date. Cyberspace is fast becoming a place for social

and intellectual interaction.

Email has made regular mail appear

cumbersome and inefﬁcient. And because

of listservs – electronic mailing lists that

make it possible to send email to specialinterest groups – it has truly created a

worldwide system of time-efﬁcient communications. With the arrival of instant

messaging (IM) technologies, this is being

enhanced further. IM is instantaneous, thus

bypassing the lag time inherent in sending

and receiving email. IM is a ‘visual walkietalkie’ system that is leading to the employment of a new ‘language code’ online that

is becoming increasingly compressed to

meet the needs of instant written communications.

Clearly, the advent of the internet has

had, and continues to have, enormous

implications for how we carry out interpersonal, group, and mass communications.

Email has largely replaced the written letter

in most areas of social communications.

Media and entertainment companies use

the internet to broadcast audio and video,

including live radio and television programs; to offer online chat rooms, in which

people carry on discussions using written text; and to provide online news and

weather programs. Scientists and scholars

use the internet to communicate with colleagues, to conduct research, to distribute

lecture notes and course materials to students, and to publish papers and articles.



The internet galaxy is expanding literally at

the speed of light.

The internet has also become a highly

effective medium of advertising, making it

possible for all kinds of businesses around

the world to communicate effectively and

inexpensively. The feature of the internet

that makes it attractive to the advertiser is

the fact that the product or service can be

ordered directly from the web page. Not

only does an online ad about a speciﬁc

product or service reach millions of potential customers through the WWW, but its

users can acquire or request it on the spot,

by simply clicking the appropriate icons.

Computers can now be put on top of TV

sets so that people can interface with the

internet as well as the new digital TV services. More and more computer boxes are

being built into digital sets. Personal data

assistants (PDAs), pocket-sized information

devices that accept handwriting, keep people in contact with the internet and other

media as well. In the near future, computers will be in charge of most communication channels, turning the world into a true

digital global village.

Push technology, also known as webcasting or netcasting, is fast taking over

the previous forms of mass communications. Push technology programs have

no ﬁxed schedules. A producer can offer

audio or video presentations to anyone

who subscribes to them. The user might

either download the entire video for later

playback or play it in real time over the

internet. Real-time play is possible through

a technology called streaming. Many radio

stations stream their programming in real

time so that people throughout the world

may listen over the Web. Many also offer downloads of previous programming.

Television networks and movie producers

often use push technology to promote their

products and to present clips from programs and motion pictures. Some television producers have created programming

speciﬁcally for the Web. Such programs are

often called webisodes. Some television

news organizations use the Web to post
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additional stories, constantly updating the

news. They also offer extended versions

of interviews and other features. Popular

offerings include weather reports, global

ﬁnancial information, sports scores, and

breaking news.

Finally, the creation of personal web

pages is a particularly popular use of the

WWW. Some people use them to share personal information or to promote particular

ideas and theories. One type of page, called

a weblog or blog, is a personal journal of

thoughts and ideas for other users to read.

A blog may also contain links to an individual’s favourite websites. Most online services provide space on a resource computer

called a server, or host, for hosting (storing)

web pages and blogs for individuals. Never

before in the history of communications

have individuals had so much power of

control over the means of communications

as today. The alphabet brought about the

ﬁrst true paradigm shift in human culture;

the internet is bringing about the second

such shift.

The Study of Communication

The study of communication is conducted

through separate subﬁelds in universities

across the world – primarily in linguistics,

semiotics, psychology, anthropology, media studies, and communication studies.

Among the myriad research approaches

and ﬁndings accumulated over the last

century, three types shed light upon the

general nature of communication systems

and the role they play in human life: studies that examine the overall structure of

communication models; studies that investigate the effects of mass communications

on people; and studies that investigate how

communication systems change.
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Scholars who made contributions to the

ﬁrst area have always focused principally

on developing models that captured the

main components of all its forms. One

of these was the late Claude Shannon

(1916–2001), who devised a model intended originally to improve the efﬁciency of

telecommunication systems. Known as the

‘bull’s-eye model,’ it essentially depicted

communication as a system constituted by

three main components – a sender aiming a

message at a receiver as in a target range (see

Figure 1).

Shannon’s model included four other

main components: channel, noise, redundancy, and feedback. The channel is the physical

system carrying the transmitted signal. Vocally produced sound waves, for instance,

can be transmitted through the air or

through an electronic channel (for example,

the radio). Noise refers to some interfering

element (physical or psychological) in the

channel that distorts or partially effaces a

message. In radio and telephone transmissions, noise is equivalent to electronic static; in vocal linguistic transmissions, it can

vary from any interfering exterior sound

(physical noise) to lapses of memory (psychological noise). Communication systems

have redundancy features built into them

that allow for a message to be understood

even if noise is present. For instance, in verbal communication the high predictability

of certain words in many utterances (‘Roses

are red, violets are …’) is a redundant

feature of verbal communication. Finally,

Shannon used the term feedback to refer

to the fact that senders have the capacity

to monitor the messages they transmit and

modify them to enhance their decodability. A more detailed diagram of the model,

which also shows other components is

shown in Figure 2.
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The main components of this model are

the sender or source (S) of the communication; a message (M) and its information

content; a channel (C) through which the

message is transmitted from one place to

another; and a receiver (R) to whom the

message is directed. Logically, it has come

to be known as the source-message-channelreceiver model, or SMCR model for short.

The model was elaborated in 1954 by

American communication theorist Wilbur

Schramm (1907–87), who added two other

components to the original bull’s-eye

model: the encoder, the organism or mechanism which converts the message into a

form that can be transmitted through an

appropriate channel; and a decoder, which

reverses the encoding process so that the

message can be received successfully. The

SMCR model has been used extensively in

media studies because of its simplicity and

generalizability to all types of mass communications systems. It can, for instance,

be used to portray the physical components

of TV broadcasting simply, yet revealingly

(see Figure 3).

Feedback (Ratings)

A further elaboration of the SMCR model

was put forward by George Gerbner in

1956. In the case of oral verbal communication, the source and receiver are also

the encoder and decoder respectively. Encoding and decoding in this case involve

knowledge of the language used, as well as

facial expression, gesture, and other non-



verbal codes. The channel is the vocal apparatus that transmits the message through

the medium of air. The message is adjusted

according to the feedback behaviour observable in a receiver; noise in this case can

be of both a physical and psychological

nature.

The second type of research paradigm

is the one that investigates the effects of

mass communications and mass media on

audiences, deﬁned as the readers, spectators,

listeners, or viewers receiving a message

in print or electronic form. Early studies in

this area seemed to demonstrate that mass

communications media directly inﬂuenced

audiences of all types, especially children

and adolescents. Known as the media effects

studies, they appeared to suggest, moreover, that media content does not just mirror

cultural values but, rather, shapes them.

The relevant studies are now classiﬁed under the rubric of hypodermic needle theory

(HNT) because they claim that media are

capable of directly swaying minds with the

same kind of impact a hypodermic needle

has on the body. A moderate version of

HNT is called two-step ﬂow theory. This

asserts that media effects are indirect and

are mediated by group leaders. These are

people, such as clerics, media personalities, and so forth, who are identiﬁed within

communities as representing the views of

that community. This view is in fact partially veriﬁable, since people within different

social classes come up with very different

interpretations of media messages. They

tend to perceive them as interpretive com-
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munities, which are inclined to coincide

with real communities such as families,

unions, neighbourhoods, and churches.

Another theoretical stance, called cultivation and reception theory, claims that media

do not affect people – people use media for

their own uses and gratiﬁcations. Associated with the work of American sociologist

Elihu Katz, the basic claim of ‘uses and

gratiﬁcations’ theory is that people are not

passive consumers of media representations – they are opportunistic users of

the media. Another theory has been put

forward by British cultural theorist Stuart

Hall (1973), who argues that people do

not absorb texts passively, but rather read

them (interpret them) in one of three ways,

known as preferred, negotiated, and oppositional readings. The preferred reading is

the one that the makers of texts have built

into them and which, they hope, audiences

will take from them. The negotiated reading is the one that results when audiences

agree with, or respond in part, to the meanings built into texts. And an oppositional

reading is one that is in opposition to what

the maker of the text had intended. A

simple way to understand the difference

between the three types is to consider a

comedian who has just told a joke on stage.

If the audience laughs wholeheartedly, then

the joke has produced the preferred reading. If only some of the audience laughs



wholeheartedly, while others chuckle or

sneer, then the joke has brought about a

negotiated reading. Finally, if the audience

reacts negatively to the joke, with resentment, then it has produced an oppositional

reading.

A third set of models falls under the

general rubric of selective perception theory,

which claims that audiences select from

a media text what they are predisposed

to do. Anti-pornography individuals

who watch a TV debate on the relation

of pornography to freedom of expression

have been shown to take away from the

debate only the views that are consistent

with their particular viewpoint – namely,

to restrict pornography under any and all

circumstances. Libertarian individuals, on

the other hand, tend to take away from it a

sense of triumph by virtue of the fact that

the debate occurred in the ﬁrst place (thus

legitimizing the topic). This suggests that

the mass communications media have limited impacts on most individuals and that

the communities in which they are reared

have more of an inﬂuence on their world

view than do media messages and images.

The study of mass communications has

also been approached from political and

ideological angles. The ﬁrst to do this were

so-called Frankfurt School theoreticians

such as Theodor W. Adorno, Max Horkheimer, and Herbert Marcuse, who saw
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mass communications as serving a hidden

‘culture industry’ and obeying only the logic of consumer capitalism. Using Antonio

Gramsci’s concept of hegemony, the Frankfurt theorists claimed that the domination

of society by the group in power occurs in

large part by the group’s control of mass

communications. More recently, this view

has been developed by Noam Chomsky

and his followers. Known as the propaganda

model, it asserts that those in power use the

mass media to propagate their particular

political messages in subtle yet effective

ways. They do this by ‘manufacturing consent’ through the ways in which the news

are reported and which aspects of the news

are emphasized.

Another main type of research focus

is the one that investigates questions of

how communication systems change over

time and how the changes correlate with

larger social forces. One of the best-known

scholars to consider these questions was

the late Canadian communications theorist

Marshall McLuhan. McLuhan (1951, 1962,

1964) claimed that the form of mass communication used is tied to technological

innovations, affecting people’s ways of

thinking as well as the constitution and

evolution of their social institutions. Each

major period in history takes its character

from the medium of communication used

most widely at the time. McLuhan called

the period from 1700 to the mid-1900s the

‘age of print,’ because in that era massproduced printed materials were the chief

means through which people gained and

shared knowledge. Books encouraged

reﬂection and individualism of thought,

bringing about movements such as the

Protestan Reformation and the Enlightenment. Changes in electronics technology

brought forth the ‘electronic age’ starting in

the early twentieth century. Because electronic communication speeds communication greatly, people in all parts of the world

gradually became deeply immersed in the

lives of everyone else through electronic

media such as radio, television, and the internet. As a result, individualism and even



traditional notions of nationalism changed

and continue to change. New international

communities surfaced forming part of

what McLuhan called the ‘electronic global

village.’

A related question that arises with regard to change in communication systems

is the following: Are there any inherent

biological or psychological principles or

laws governing such change? This question was examined by the Harvard linguist

George Kingsley Zipf for the ﬁrst time in

the early 1930s. Zipf (1949) claimed that

many phenomena in language could be explained as the result of an inborn tendency

in the human species to make the most of

its communicative resources with the least

expenditure of effort (physical, cognitive,

and social). This tendency, he claimed, is

independent of social and cultural factors.

It is the product of a ‘principle of least effort’ (PLE) in the constitution of human

communicative intent. The PLE is the reason why speakers minimize articulatory

effort by ‘compressing’ the length of words

and utterances. At the same time, people

want to be able to interpret the meaning of

words and utterances unambiguously and

with least effort. Zipf demonstrated that

there exists a constant correlation between

the length of a speciﬁc word (in number of

phonemes) and its rank order in the language (its position in order of its frequency

of occurrence in texts of all kinds). The

higher the rank order of a word (the more

frequent it is in actual usage), the more it

tends to be ‘shorter’ (made up with fewer

phonemes). For example, articles (a, the),

conjunctions (and, or), and other function

words (to, it), which have a high rank order

in English (and in any other language for

that matter), are typically monosyllabic,

consisting of one to three phonemes. Interestingly, this ‘compression’ force does

not stop at the level of function words, as

Zipf and others subsequently found. It can

be seen to manifest itself, above all else,

in the tendency for phrases that come into

popular use to become abbreviated (FYI,

UNESCO, Hi, Bye, ad, photo, Mr, Mrs, Dr,
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24/7, etc.) or changed into acronyms (aka,

VCR, DNA, laser, GNP, IQ, VIP, etc.).

Communication is constantly evolving.

McLuhan’s basic claim was that communication systems inﬂuence not only the way

people exchange ideas but ultimately how

they will evolve socially and culturally.

Electronic gadgets, internet communications, and the like are creating new jobs,

new ways of making contact, and new

ways of storing and using information, as

well as affecting the evolution of language,

discourse, and the arts. In the human species, communication systems, knowledge,

culture, society, cognition, and human behaviour are intrinsically linked.

Marcel Danesi
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COMMUNICATION THEORY

[See also: Communication; Discourse; Interactivity;

Internet; Media Studies]



The development of theories of communication in the human sciences has been

variously shaped by divergent traditions

in media and communication studies in

Europe, North America, and Asia. ‘Communications research,’ which succeeded

the study of rhetoric and linguistic communication in the early twentieth century,

was interested in the relationship between

a range of communicative technologies and

the content of the messages they conveyed.

What became the primary focus of such research in North America from the 1930s to

the 1960s was the power of mass media, exempliﬁed by ‘effects analysis’ and the ‘uses

and gratiﬁcations’ approach. In the UK and

Australia, media studies largely turned to

the cultural analysis of texts and audiences,

while Canadian scholarship became known

for the political economy of mass media

and the study of media environments. But

the transformations in the telecommunica-
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tions, information technology, and media

industries in the decades either side of the

millennia has given rise to several dramatic

changes in communication theory.

First, these latter changes have broadened the ﬁeld in which communication and

media studies applies itself in both its theoretical and empirical pursuits. The ﬁrst notable change is that ‘mass communication’

or ‘media studies’ is frequently resolved

into the generic ‘communication studies’ to

denote a more general ﬁeld of study which

can examine information, communication,

and media and the convergence between

them. This is reﬂected in the restructuring

of university departments in the 1990s. In

the United States, ‘mass communication’

has often been exchanged for ‘communication’ or ‘communications,’ while in the UK

and Australia many older ‘media studies’

departments have added ‘communication.’

Second, the above changes can be attributed to the fact that the study of centralized

broadcast media, which includes the mass

circulation of newsprint, radio, television,

and cinema, has been joined by research

into distributed networks of communication, made possible by the internet and

the enhanced interactivity made possible

by mobile telephony. These distributed

networks formalized as ‘new media’ or

‘cyberspace’ have become distinct ﬁelds in

their own right but have also spawned a

revision of traditional analysis of mass media. Thus, for example, these changes have

been accompanied by a renewed interest in

architectures of communication and how

new media have usurped the technological

aspects of mass media.

But new media have had far less impact

on the production of content as they have

on the means of distribution of content.

Being able to receive television on a mobile

phone or download videos on the internet

are two such examples.

Traditional media studies continue to

offer core analysis of texts, audiences, and

industry. The object of study with which

it ﬁrst emerged in Britain in the 1960s was



overwhelmingly the semiotic study of

media texts, which coincided with new

methods for studying texts (print, ﬁlm,

television, radio) – structuralism (Roman

Jakobson, Claude Lévi-Strauss, Roland Barthes) and the emerging ‘post-structuralism’

(Jacques Derrida, Michel Foucault, Jean

Baudrillard, and the later Barthes). At the

same time, the emergence of ‘cultural studies’ went on to explore the interrelationship

between these texts and subcultures as well

as practices of consumption.

In the United States, communication

studies have largely been occupied with

more empirical studies, which concentrate

on the relationship between media forms

and the messages they convey. The study

of media and processes of communication

should be further distinguished from ‘mass

communication theory,’ which, like media

studies of the 1970s onwards, was interested in the role of the audience in broadcast communication (or what was coming

to be called ‘mass media’). However, the

relationship between the producers and

receivers of messages in the mass communication model was predominantly one of

‘effects analysis,’ where the audience was

conceived of as passive.

The effects tradition itself derives from

transmission models of communication,

which could be found in the information

theory of 1950s America. Transmission

models take communication events and

intersubjectivity as their building blocks.

Successful communication occurs when information is understood by sender and receiver in exact duplication. In the late 1940s

this deﬁnition was advanced by Claude E.

Shannon and Warren Weaver before it was

successively revised by George Gerbner

and applied to mass communication by

Harold Lasswell. Lasswell insisted that

mass communication needed a different

methodological approach from personal

communication, making his work useful for analysing broadcast. Lasswell was

interested in the inﬂuence of communication structures on society as a whole. His
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most general set of questions were: Who

says what, in which channel, to whom and with

what effect? Lasswell’s framing up of communication theory in this way proliferated

into an array of sub-branches that looked at

content, control, audience, and impact.

However, by the 1970s the application of

transmission models to the study of audiences was challenged by members of the

Centre for Contemporary Cultural Studies

at the University of Birmingham. In a key

essay, ‘Encoding/Decoding,’ Stuart Hall

examined how every media text offered

oppositional, negotiated, and dominant

readings at the same time. Later, this analysis of negotiated meaning was taken up

in the work of Dave Morley, Ien Ang, and

Virginia Nightingale.

Notwithstanding, the transmission

model of communication survives today

in much of the literature on computermediated communication, but it is further

challenged by the analysis of interactivity

made possible by new media.

Leading this challenge is the work of

‘second-media-age’ thinkers like Howard

Rheingold, George Gilder, and Mark Poster,

who argue for the emancipatory qualities

of new ‘interactive’ media. For them, traditional media of newspapers, radio, television, and cinema are viewed as repressive

and controlling, whereas new media are

seen to place the control of meaning making back into the hands of the individual to

the extent that they enable interactivity. For

some theorists, like Castells in The Internet

Galaxy (2001: 374), these new media have

inaugurated the ‘interactive society,’ ‘a

digitized, networked integration of multiple communication modes.’ For the second

media age thinkers, only computer-mediated or tele-mediated interaction is signiﬁcant,

and communication outside such networks,

be it broadcast or face-to-face, becomes

marginalized.

Holmes (2005) has argued that the

second-media-age perspective has become

an orthodoxy in contemporary communication theory, an alternative to which is
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provided by John B. Thompson’s typology

of ‘interaction’ (Thompson 1995). Thompson distinguishes between three types of

interaction: face-to-face, mediated interaction, and mediated quasi-interaction, which

are analytically distinguishable by their

spatio-temporal potential. The face-to-face

occurs in a context of mutual presence

and is interpersonal and dialogical. Mediated interaction (writing, telephoning) is

also dialogical but is extended rather than

mutual. Lastly, mediated quasi-interaction

(books, radio, newspapers) is also extended

in space and time, but is monological or

‘one-way.’ However, Thompson points out

that senders and receivers within this kind

of interaction nevertheless form bonds

which transcend the fact of interaction.

What runs through all of these formtypes is the progressive ﬁltering-out of

communication cues, where the face-to-face

provides a high degree of contextual information (like body language and gestures),

while the mediated forms substitute such

information with narrower contexts (letterhead, signature, time announcement on the

radio, station promotion, and so on).

Thompson’s insights about ‘interaction’

provide some restraint to the fortunes of

‘interactivity’ in recent literature on the internet. In Thompson’s model it follows that

broadcast media are as capable of ‘interactivity’ as the internet and that its various

sub-media are also capable of broadcast

communication, such as bulk email and

bulletin board postings. In turn, it needs

to be asked why technologically extended

‘interactivity’ is so closely associated with

the internet but not with, say, the entire history of telephony. In fact, the internet is not

an appropriate model for such a blanket

characterization, as it provides a platform

for an array of communication functions:

information retrieval, advertising, browsing, commerce, and many forms of anonymous communication. The only sub-media

of the internet which uniquely provides a

communication form that cannot be found

in other media is Usenet or WWW-hosted
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discussion groups, which are capable of

scales of participation that are not possible

in embodied forums. But even with these,

interactivity cannot be so easily heralded as

some kind of special property.

An alternative approach to studying

interactivity is to turn to sociological accounts of communicative integration. Interaction is still important but also needs to be

viewed in terms of the fact that all concrete

interactions occur in the context of dominant frames of communicative integration.

The integration thesis rejects the idea that

the study of communication is reducible

to documenting empirically observable

kinds of interaction, be these interpersonal

or extended (Calhoun 1986, 1992). A person

formed within a level of integration – for

example, face-to-face or media-extended

– does not have to engage in constant interactions within that frame (i.e., embodied

dialogue or watching television) in order to

be enveloped by the set of relations that are

bound up in it. The integration thesis has

also found continuation in the recent turn

to ritual theories of communication (Carey

1989; Couldry 2003; Holmes 2005). Media

provide us not only with important information about the world, but also, argue the

ritual theorists, with conﬁrmation of our

relationship to the world. Seen in this way,

tuning in or logging on are in fact a ceremony by which we renew this relationship.

Couldry (2003: 7) argues: ‘The exceptional

sense of togetherness we may feel in media

events is just a more explicit (ritualised)

concentration of togetherness, which in a

routine way, we act out when we switch

on the television or radio, or check a news

website, to ﬁnd out what’s going on.’ It

matters little from which kind of media

individuals draw their sense of connection;

what is signiﬁcant is the extraordinary intimacy with which they engage with media,

whether this involves ‘curling up’ in front

of our favourite television program, or

enjoying the personalized privacy of SMS

communication with a friend. We become

very attached to media, old and new. It is

necessary to look beyond the functional



explanations of media as ‘entertainment’

or ‘information’ and see media as central to

modern identity.

David Holmes
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CONCEPTUAL METAPHOR

THEORY

[See also: Chomsky, Noam; Cognitive Language

Studies; Generativism]



The approach to language as a system of

concepts grounded in ﬁgurative language

is known as conceptual metaphor theory

(CMT). Although the term surfaced in the

early 1980s, the theoretical notions that it

embodies have a long history behind them,

starting in the ancient world and elaborated more concretely throughout the twenti-
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eth century in psychology, semiotics, and

linguistics. The theory has also had signiﬁcant implications for the study of popular

media, such as TV programs, pulp ﬁction

literature, and the like (Danesi 2002).

Background

It was Aristotle (1952a, 1952b) who coined

the term metaphor – itself as a metaphor

(from Greek meta ‘beyond’ and pherein ‘to

carry’) – in order to explain how people

conceptualized abstractions in concrete

ways. Unlike concepts referring to visible

things, such as animals (cat), objects (table),

and plants (tree), an abstract concept such

as life cannot be perceived or shown concretely. However, by comparing it to something concrete, such as a stage, Aristotle

suggested, we gain a good understanding

of what this concept entails (at least in an

imaginary way). With its characters, settings, and plots, the stage is felt to be an

appropriate analogue for life. The theatre

remains, to this day, an overarching metaphor for life. This is why we commonly

use theatre terms to talk about life. For

instance, if we ask someone What is your

life like? we might get a response such as

My life is a comedy or My life is a farce, from

which we can draw real inferences about

that person’s life.

Although he recognized the knowledgemaking power of metaphor, Aristotle

ultimately dismissed it as a ﬂight of fancy,

a device of poets and orators, not a cognitive system for understanding the world.

It was exceptional or idiomatic language,

not systematic language. CMT has shown,

however, that metaphor is the backbone

of semantics. Take the metaphorical statement Your friend is a snake. Clearly, we

know that a human being is not a reptile.

So, why do we extract a meaning from a

statement that links human personality to

the perceived characteristics of snakes as

dangerous animals? The answer is that we

sense that humans and animals are interconnected in the natural scheme of things.

It is this intuitive ‘sense’ that underlies how
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we understand such statements. The late

seventeenth- and early eighteenth-century

Neapolitan philosopher Giambattista Vico

emphasized that metaphor was evidence

of how knowledge of the world originates

from this such ‘sense-making.’ He called

the capacity for such sense-making poetic

logic: ‘It is another property of the human

mind that whenever men can form no idea

of distant and unknown things, they judge

them by what is familiar and at hand’ (in

Bergin and Fisch 1984: 122). The two parts

of the metaphor suggest each other in speciﬁc, concrete ways. By saying that life is

a stage we are also implying that stages are

life. They imply each other – what happens

on a stage is indicative of what happens

in real life and what happens in real life is

easily representable in theatrical ways.

Vico’s view of metaphor was largely

ignored by philosophers of his era, such as

G.W.F. Hegel and John Stuart Mill, who,

like Aristotle, insisted that metaphor was

no more than a decorative accessory to

literal language. Exceptions to this pattern

were Immanuel Kant and Friedrich Nietzsche. Nietzsche divided human thought

into two domains – perception, consisting

of impressions and sensations, and conception, consisting of the ideas that the

mind makes from perception. Conception

results by linking impressions together.

This linkage is imprinted in metaphor,

which, however, has the effect of distorting

the true perception of things. Metaphor is,

thus, the source of our superstitions and

of our illusory belief systems. Nietzsche

saw it as a kind of self-fulﬁlling prophecy.

Any attempt to create a universal system of

knowledge based on language, therefore,

would be a vacuous enterprise. Kant saw

language as a modelling system of sensory

experience. His approach led to the emergence ‘phenomenology’ in philosophy and

psychology, or the view that thought is

based in experiential phenomena.

Early psychologists, such as Gustav

Theodor Fechner and Wilhelm Wundt, conducted the ﬁrst experiments on how people

processed ﬁgurative language (Wundt
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1901). The linguist Karl Bühler (1908), too,

collected data on how subjects paraphrased

and recalled proverbs. He found that the

recall of a given proverb was excellent if it

was linked to a second proverb; otherwise

it was easily forgotten. Bühler concluded

that metaphorical thinking was based on

associative memory and was, therefore,

something to be investigated further. In

a groundbreaking 1936 book, The Philosophy of Rhetoric, Ivor A. Richards then

argued that metaphor created new sense,

which was an amalgam of the two parts

of a metapor. He called this amalgam the

‘ground’ of the metapor, and the other

two parts the ‘tenor’ and the ‘vehicle.’ In

the 1950s, the gestalt psychologists started

to investiage the cognitive and emotional

properties of metaphorical language (Osgood and Suci 1953; Brown, Leiter, and

Hildum 1957; Asch 1950, 1958; Werner and

Kaplan 1963). The philosopher Max Black

(1962) then introduced a distinction that

was to become fundamental in subsequent

work, namely that a speciﬁc metaphor,

such as Your friend is a snake, is really an

exemplar of the more general conceptual

category that links people and animals. The

former is now called a linguistic metaphor

and the latter a conceptual metaphor. A

watershed 1977 study then showed that

conceptual metaphors pervaded common

everyday speech. Titled Psychology and the

Poetics of Growth: Figurative Language in

Psychology, Psychotherapy, and Education,

it found that speakers of English uttered,

on average, a surprising 3,000 novel metaphors and 7,000 idioms per week (Pollio,

Barlow, Fine, and Pollio 1977). It became

saliently obvious that metaphorical discourse could hardly be characterized as a

deviation from literal semantics, or a mere

stylistic accessory to literal conversation.

Two collections of studies published shortly thereafter, Metaphor and Thought (Ortony

1979) and Cognition and Figurative Language

(Honeck and Hoffman 1980), and a groundbreaking book by George Lakoff and Mark

Johnson, Metaphors We Live By (1980), set

the stage for CMT.



Among the many pivotal things about

language and thought that subsequent research in CMT has uncovered, perhaps the

most important one is that metaphor can

no longer be construed as a stylistic option

to literal meaning. Two studies (Pollio and

Burns 1977; Pollio and Smith 1979) showed

that even anomalous strings, as Chomsky

(1957) called them, are not resistant to

metaphorical interpretation. These are sentences made up of legitimate words that

have syntactic structure but no meaning.

Chomsky’s example was Colourless green

ideas sleep furiously. When subjects were

asked simply if the words in such strings

meant anything, they invariably came up

with metaphorical meanings for them. The

ﬁndings suggested, therefore, that literal

meaning may be a limiting form of meaning, required for speciﬁc cognitive and

communicative tasks, whereas metaphorical meaning may be the default form of

abstract cognition.

Conceptual versus Linguistic Metaphors

Lakoff and Johnson’s Metaphors We Live

By is now considered to be the pivotal text

of CMT, since it laid out the notions upon

which the theory was subsequently elaborated, researched, expanded, and applied.

Recall the example above of Your friend is a

snake. The friend could have been conceptualized as any other animal or insect, such

as a gorilla, a pig, a puppy, and so forth. The

result would have been a different evaluation of his or her personality. In other

words, each linguistic metaphor instantiates

a more general concept: people are animals.

People is termed the target domain and animals the source domain. The source domain

is the lexical ﬁeld of concrete animal concepts that allow us to grasp the target domain of human personality. The source for

understanding the latter is not, however,

limited to our experience of animals; it can

be anything from a substance (Your friend

is a softie) to electricity (Your friend is always

wired). Each linguistic metaphor implies a

different ‘psychology’ behind our evalu-
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ation of human personality. Portraying a

friend as a monkey, for instance, forces us to

imagine a human person in simian terms.

The gist of CMT is, thus, that the mind

grasps abstract concepts in sense-based

ways. This suggests that language itself is

a product of basic sense-making or bodily

based experiences.

The Psychology of Metaphor

The bulk of the research in CMT has shown

that metaphorical language is a product of

systematic associative thinking. Consider

the following sample of conceptual metaphors and the linguistic metaphors they

permit in everyday discourse:

happiness is up/sadness is down

(1) After the wonderful news, I am feeling

really up.

(2) My friend is always down after the

weekend.

knowledge is light/ignorance is darkness

(3) It is not quite clear to me what you

mean by that.

(4) Her comment left me in the dark.

ideas are food

(5) There were a lot of ideas to swallow

from his lecture.

(6) I am trying to digest all that information.

ideas are people

(7) Ancient ideas live on to this day.

(8) That theory is still in its infancy.

ideas are fashion

(9) That way of thinking is old fashioned.

(10) Aristotle’s ideas are back in style.

Lakoff and Johnson trace the source of

such concepts to what they call image schemas (Lakoff 1987; Johnson 1987; Lakoff and

Johnson 1999). These are ‘mental outlines’

that convert our concrete experiences (like

perceived animal behaviours) into source

domains for understanding abstractions
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(like human personality). Whatever their

neural substrate, they are capacities of the

human brain that not only permit people

to recognize experiential patterns, but also

to anticipate new ones and to draw inferences from them. These are all imprinted

in metaphor. For example, the experience

of orientation – up vs. down, back vs. front,

near vs. far, and so on – underlies how we

conceptualize such concepts as happiness

(‘Lately my spirits are up’), responsibility

(‘You have to face up to your problems’),

among many others. The common experience of how containers work and what they

allow us to do, on the other hand, underlies

such concepts as mind (‘My mind is full of

good memories’), emotions (‘My heart is

ﬁlled with hope’), and so on.

Conceptual metaphors also reveal a

process that can be called sense implication (Danesi 2004). This is the ability of the

brain to transform sensory, affective, or

bodily experiences into conceptual forms.

Traditionally, the results of this process are

called root metaphors. The number of root

metaphors in the core vocabularies of languages throughout the world is immense.

Here are a few examples in English:

• Vision metaphors: ﬂash of insight, spark

of genius, a bright mind, a brilliant idea, a

ﬂicker of intelligence, a luminous achievement, a shining mind, a bright ﬁre in his

eyes, sparking interest in a subject, words

glowing with meaning

• Touch metaphors: seize the opportunity,

grasp an idea, touch a raw nerve, pick

through those thoughts, take my advice,

give me a hand

• Taste metaphors: I can taste victory, savor

the moment, a bitter thought, sweet love,

their spicy affair, a palatable proposition

• Hearing metaphors: to hear one out, to be

all ears, to keep one’s ears open, to be deaf

to advice, out of earshot

• Olfactory metaphors: to smell a rat, that

idea stinks, your proposal reeks

Edie (1976: 165) offers the following explanation of how these arise in the mind:
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A word which primarily designates a

perceptual phenomenon – for example

the perception of light – once constituted

is available for a new purpose and can

be used with a new intention – for example to denote the process of intellectual

understanding, and we speak of (mental) illumination. Once established, the

metaphorical use of the original word is

no longer noticed; its essential ambiguity

tends to fall below the level of awareness

from the moment that it is taken as designating another, now distinguishable,

experience.

Idealized Cognitive Models

The systematicity of metaphorical thinking

unfolds not only through the creation of

conceptual metaphors, but also by a kind

of higher-order metaphorical thinking. As

abstract target domains are linked to source

domains, the concepts become increasingly

more interrelated and abstract, leading

to what Lakoff and Johnson call idealized

cognitive models (ICMs). Consider the target

domain of ideas and theories. The source

domains below, among others, reveal how

we conceptualize that domain in Englishspeaking culture:

sight

(1) Do you see what I am saying?

(2) Seeing is believing.

geometry

(3) The philosophies of Plato and

Descartes are parallel in many

ways.

(4) Your theory is diametrically opposite

to the one we learned last year.

plants

(5) The concept of dualism has deep roots

in philosophy.

(6) The theory of quantum physics is a

budding new one.

buildings

(7) That argument is well constructed.



(8) That is the cornerstone of relativity

theory.

food

(9) I cannot digest everything you said

easily.

(10) That is an appetizing idea.

fashion

(11) That theory went out of style years

ago.

(12) Dualism is back in fashion these days.

commodities

(13) I don’t quite buy those new ideas.

(14) You must package your ideas differently.

The constant ‘mental navigation’

through such source domains in common

conversations and in cultural texts of all

kinds produces an ICM of the target domain. The following utterances contain

various combinations of the above source

domains, showing how mental navigation

might occur:

I can’t see what you want to do with that

idea, even though it has deep roots in philosophy. Today, you will never be able

to sell it to anyone. It is diametrically opposed to mainstream ideology.

An ICM can be deﬁned as the sum of

the source domains that a culture makes

available for understanding, and thus talking about, a particular abstract concept.

Research has shown that source domains

overlap, intersect, and constantly piggyback on each other in the production of

concepts. Before CMT, the study of metaphor fell within the ﬁeld of rhetoric, where

it was viewed as one of several ﬁgures of

speech. But in cognitive linguistics today,

the practice is to consider most as particular kinds of metaphor – for example,

personiﬁcation (‘My cat speaks Italian’) is

seen as a particular kind of metaphor, one

in which the target domain is an animal or

inanimate object and the source domain a
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set of vehicles that are normally associated

with human beings.
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(6) The Yankees need a stronger arm in

centre ﬁeld.

(7) We don’t like wagging tongues.



Metonymy and Irony

There are two other ﬁgures of speech that

are considered to be cognitively different

from metaphor in CMT – metonymy and

irony. Metonymy is the process of representing a concept with something that is

associated with it. In CMT no distinction is

usually made between metonymy and synecdoche. Here are some examples:

(1) She loves Hemingway (= the writings of

Hemingway).

(2) I saw many new faces in class today

(= students).

(3) They always buy a Saab (= the car

named Saab).

(4) The buses seem to be always on strike

(= bus drivers).

(5) The Church does not condone that behaviour (= theologians, priests, and so

on).

(6) The White House must lead by example

(= the president, the American government).

(7) The automobile is destroying our health

(= the collection of automobiles).

(8) He just got a new set of wheels (= car).

(9) We need new blood in this company

(= new people).

In parallel with the notion of conceptual

metaphor, the term conceptual metonym can

be adopted to refer to generalized concepts

based on metonymy rather than metaphor

(Danesi 2004). Here are some examples:

the face for the person

(1) He’s nothing more than another pretty

face.

(2) Look at all those happy faces in the

audience.

(3) We sure need new faces around here.

(4) Let’s discuss this face to face.

a body part for the person

(5) Get your butt over here!



the producer for the product

(8) I’ll have a Miller Light.

(9) We bought a Cadillac.

(10) He’s got a Picasso in his ofﬁce.

the object used for the user

(11) My violin is squeaky today.

(12) The ﬁlet mignon is a lousy tipper.

(13) The schools are on strike.

the institution for the people in it

(14) Shell has lowered its prices.

(15) The Church must lead by example.

(16) I don’t approve of government’s

policies.

Conceptual metonyms reveal that we

evaluate certain things as representative of

larger things or processes. There are various reasons for this, but their discussion is

beyond the purposes of this entry. Sufﬁce

it to say that experience, context, and other

factors play a role. For example, the use of

speciﬁc brand names such as Kleenex and

Xerox to represent all similar products is an

example of how it is much more efﬁcient,

or cognitively easier, to use metonymy in

such cases than the literal terms (sanitary

napkins, photocopies, and so on). The use

of butt in ‘Get your butt over here’ reveals,

instead, an indirect assessment of the person as being lazy, since the butt is the part

of the anatomy involved in sitting down.

Irony is constrained in CMT to designate a strategy whereby words are used to

convey a meaning contrary to their literal

sense – for example ‘I love being tortured’

would be interpreted as ironic if it were uttered by someone experiencing unwelcome

pain. The intent of the speaker, including

his or her prosody (tone of voice, accent,

and so on), the speaker’s relation to the

listener, and the context are all factors that

establish the ironic meaning of an utterance. If the above sentence were uttered

by a masochist, then it would hardly have
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an ironic meaning. Irony is often used as a

means of criticizing human habits, ideas,

and vacuous rituals. It is the basis for satire

and parody.

Cultural Symbolism

Another important discovery of CMT is

that a large portion of cultural symbolism

and ritual is interconnected with metaphor,

metonymy, and irony. Take, for instance,

the love is a sweet taste conceptual metaphor,

which is imprinted in expressions such as

‘She’s my sweetheart,’ ‘They went on a honeymoon,’ and so on. The same imprint can

be seen in the giving of sweets to a loved

one on St Valentine’s Day, the eating of

cake at a wedding ceremony. These are all

symbolic-ritualistic manifestations of the

same concept. In effect, CMT has shown

how language and culture are intrinsically

intertwined. Take, as another example,

the justice is blind conceptual metaphor

in English. Its cultural crystallization is

evidenced, for example, in the practice of

using images of justice as a woman with

a blindfold on. The justice is a balance scale

conceptual metaphor is symbolized instead

by images of a woman holding scales.

Scientiﬁc reasoning too is based on metaphor. Phenomena such as atoms, gravitational forces, or magnetic ﬁelds cannot be

seen with the eyes. So, scientists use metaphor to take a look, so to speak, at them

(Black 1962; Leatherdale 1974; MacCormac

1976; Gentner 1982). This is why atoms

are described as leaping from one quantum

state to another, electrons as travelling in

circles around an atomic nucleus, and so on.

Physicist Robert Jones (1982: 4) points out

that for the scientist metaphor serves as ‘an

evocation of the inner connection among

things.’ Science is a search for connections,

linkages, associations of some kind or

other, and when these are established they

are encoded in metaphorical models. The

physicist K.C. Cole (1984: 156) puts it eloquently as follows:

The words we use are metaphors; they



are models fashioned from familiar ingredients and nurtured with the help of

fertile imaginations. ‘When a physicist

says an electron is like a particle,’ writes

physics professor Douglas Giancoli, ‘he

is making a metaphorical comparison

like the poet who says love is like a rose.’

In both images a concrete object, a rose

or a particle, is used to illuminate an abstract idea, love or electron.

Overall, CMT has shown that language

is not separable from sensory and other

corporeal processes, suggesting that it

arises from neural networks or circuits that

link many areas of the brain, not languagespeciﬁc ones. In effect, language cannot

be studied separately from the brain,

the body, and culture. This is now called

‘blending theory’ – a theory articulated

in a detailed way by Lakoff and Nuñez

in their 2000 study of how mathematics

originates in the mind. Basically, blending

is the neural process which amalgamates

experiences with cognition, producing

largely metaphors and other blended phenomena such as diagrams, analogies, and

the like.

As a ﬁnal word, it should be mentioned

that CMT has also been applied to media

studies. For instance, the narrative content

of TV programs can best be examined in

terms of speciﬁc conceptual metaphors.

The 1950s TV sitcoms The Adventures of

Ozzie and Harriet and Father Knows Best

were based on the metaphorical model of

the family as a patriarchal institution. As a

consequence, the father was portrayed as

being an ‘all-knowing’ and reliable ‘provider.’ On the other hand, the main theme

of the 1980s–1990s sitcom Married with

Children was based on a different metaphorical model of fatherhood. The father was

portrayed as a ‘selﬁsh boor’ and a ‘moronic

adolescent.’ In effect, CMT has revealed its

usefulness in uncovering the conceptual

systems on which programs and other media texts are based.

Marcel Danesi



Conceptual Metaphor Theory

Bibliography

Aristotle. Rhetoric. In The Works of Aristotle. Vol.

11. Ed. W.D. Ross. Oxford: Clarendon Press,

1952a.

– Poetics. In The Works of Aristotle. Vol. 11. Ed.

W.D. Ross. Oxford: Clarendon Press, 1952b.

Asch, Solomon. On the Use of Metaphor in the

Description of Persons. In On Expressive Language, ed. H. Werner, 86–94. Worcester: Clark

University Press, 1950.

– The Metaphor: A Psychological Inquiry. In

Person Perception and Interpersonal Behavior,

ed. R. Tagiuri and L. Petrullo, 28–42. Stanford:

Stanford University Press, 1958.

Bergin, Thomas G., and Max Fisch. The New Science of Giambattista Vico. Ithaca, NY: Cornell

University Press, 1984.

Black, Max. Models and Metaphors. Ithaca, NY:

Cornell University Press, 1962.

Brown, Roger W., Raymond A. Leiter, and Donald C. Hildum. Metaphors from Music Criticism. Journal of Abnormal and Social Psychology

54 (1957): 347–52.

Bühler, Karl. On Thought Connection. In Organization and Pathology of Thought, ed. D. Rapaport, 81–92. New York: Columbia University

Press, 1951 [1908].

Chomsky, Noam. Syntactic Structures. The

Hague: Mouton, 1957.

Cole, K.C. Sympathetic Vibrations. New York: Bantam, 1984.

Danesi, Marcel. Understanding Media Semiotics.

London: Arnold, 2002.

– Poetic Logic: The Role of Metaphor in Thought,

Language, and Culture. Madison: Atwood,

2004.

Dirven, Rene, and Marina Verspoor. Cognitive

Exploration of Language and Linguistics. Amsterdam: John Benjamins.

Edie, James M. Speaking and Meaning: The Phenomenology of Language. Bloomington: Indiana

University Press, 1976.

Geeraerts, Dirk, ed. Cognitive Linguistics. Berlin:

Mouton de Gruyter.

Gentner, Dedre. Are Scientiﬁc Analogies Metaphors? In Metaphor: Problems and Perspectives,

ed. D.S. Miall, 106–32. Atlantic Highlands, NJ:

Humanities Press, 1982.

Gibbs, Raymond W. The Poetics of Mind: Figura-



195



tive Thought, Language, and Understanding.

Cambridge: Cambridge University Press,

1994.

Gill, Ann. Rhetoric and Human Understanding.

Prospect Heights, IL: Waveland, 1994.

Honeck, Richard P., and Robert R. Hoffman, eds.

Cognition and Figurative Language. Hillsdale,

NJ: Lawrence Erlbaum Associates, 1980.

Johnson, Mark. The Body in the Mind: The Bodily

Basis of Meaning, Imagination and Reason. Chicago: University of Chicago Press, 1987.

Jones, Robert. Physics as Metaphor. New York:

New American Library, 1982.

Kövecses. Zoltan. Metaphor: A Practical Introduction. Oxford: Oxford University Press, 2002.

Lakoff, George. Women, Fire, and Dangerous

Things: What Categories Reveal about the Mind.

Chicago: University of Chicago Press, 1987.

Lakoff, George, and Mark Johnson. Metaphors We

Live By. Chicago: Chicago University Press,

1980.

– Philosophy in the Flesh: The Embodied Mind and

Its Challenge to Western Thought. New York:

Basic, 1999.

Lakoff, George, and Rafael Núñez. Where Mathematics Comes From: How the Embodied Mind

Brings Mathematics into Being. New York: Basic

Books, 2000.

Leatherdale, W.H. The Role of Analogy, Model and

Metaphor in Science. New York: New Holland,

1974.

Lee, David. Cognitive Linguistics: An Introduction.

Oxford: Oxford University Press, 2001.

MacCormac, E. Metaphor and Myth in Science and

Religion. Durham, NC: Duke University Press,

1976.

Ortony, Anthony, ed. Metaphor and Thought. Cambridge: Cambridge University Press, 1979.

Osgood, Charles E., and George J. Suci. Factor

Analysis of Meaning. Journal of Experimental

Psychology 49 (1953): 325–8.

Pollio, Howard R., and Barbara C. Burns. The

Anomaly of Anomaly. Journal of Psycholinguistic Research 6 (1977): 247–60.

Pollio, Howard R., and Michael K. Smith. Sense

and Nonsense in Thinking about Anomaly

and Metaphor. Bulletin of the Psychonomic Society 13 (1979): 323–6.

Pollio, Howard R., Jack M. Barlow, Harold J.

Fine, and Marilyn R. Pollio. The Poetics of



196



Conceptual Metaphor Theory



Growth: Figurative Language in Psychology,

Psychotherapy, and Education. Hillsdale, NJ:

Lawrence Erlbaum, 1977.

Richards, Ivor A. The Philosophy of Rhetoric. Oxford: Oxford University Press, 1936.

Tilley, Christopher. Metaphor and Material Culture.

Oxford: Blackwell, 1999.

Werner, Heinz, and Bernard Kaplan. Symbol Formation: An Organismic-Developmental Approach

to the Psychology of Language and the Expression

of Thought. New York: John Wiley, 1963.

Wundt, Wilhelm. Sprachgeschichte und Sprachpsychologie. Leipzig: Eugelmann, 1901.



CONSTRUCTIVISM

[See also: Deconstruction; Functionalist Theories]



Constructivism is a theory of knowledge

that draws from a wide variety of disciplinary domains, such as philosophy, education, psychology, and the physical sciences.

According to Ernst von Glaserﬁeld (1995),

constructivism pivots on the notion that

knowledge is not passively acquired

through sensorial transmission, or through

communication, but is actively constructed

by the knowing subject. Moreover, rather

than assisting the subject on a quest to

discover an objective ontological reality,

the role of cognition is adaptive and assists the subject as he/she organizes the

data of his/her own experiential world.

We ﬁnd the essential tenets of constructivism in a philosopher such as Giambattista

Vico (1688–1744), according to whom the

only possible knowledge we can achieve

is about what we construe. The general

constructive view is that knowledge and

reality do not possess or share an objective or absolute value. Traditional realists

counter this idea by claiming that there is

a reality that we can discover as a form of

knowledge; moreover, what we know and

external reality are in a relation of coherent

correspondence. On the other hand, constructivists argue that knowledge emerges

from the dynamics and interplay of personally adapted reality.



Michael J. Mahoney (2003) identiﬁes four

central notions that are shared by the different paradigms of knowledge expressing

constructivism: (1) the experiential domain

of humans is characterized by an ongoing

active agency, and thus humans are passive

ﬁgures dominated by greater forces; (2)

humans dedicate a considerable amount of

energy to ordering and organizing the data

that result from world experience; (3) the

ordering of personal activity pivots on the

idea of self-reference, thus the centrality of

the body in the organization of knowledge;

(4) individuals can only be understood

from within the context of the social and

symbolic networks to which they belong.

The constructivist paradigm has produced a considerable body of research in

the area of education. Some important ﬁgures here include John Dewey, Lev Vygotsky, and Jerome Bruner. The emphasis is on

the learner more than on the teacher, and

the key notion is that learning is the consequence of individual mental constructions,

whereby the subject acquires knowledge

by correlating newly acquired information

with given data and thus producing decisive connections. Learning is conditioned

by the context, values, and attitudes of the

subject.

Constructivism is not a monolithic epistemology; it unfolds within a large variety

of theories and approaches. The leading

ﬁgure behind the philosophical and epistemological approach to constructivism is

von Glasersfeld. Heinz von Foerster is well

known for having developed the notion

of a ‘cybernetics of observing systems.’ In

the ﬁeld of cognitive sciences, the fundamental works include those of Jean Piaget,

according to whom we order and organize

our world as we organize ourselves. In the

area of biology, Humberto R. Maturana and

Francisco J. Varela formulated the notion of

the organizational closure of the nervous

system. As well, there is also the constructivist theory of literature (also referred to as

the empirical science of literature), which

was cultivated in Germany during the

1980s. The basis for this theoretical frame-
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work and methodology is to be found in

the sociology of literature, communication

theories, and philosophical constructivism.

And, of course, much use of the notion of

constructivism has been made within media studies. The main claim in this domain

is that the media construct, not just mirror,

reality through representation and simulation. The dynamism between the media

and reality is often called the ‘simulacrum’

in media studies.

Constructivism also refers to a literary

movement established in Russia in 1923,

where culture was perceived as encompassing all constellations of human life

and production. Some of the key ﬁgures

included Ilia Sel’vinski, Kornelii Zelinski,

and Valentin Asmus.

Paul Colilli
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CONSUMER CULTURE

[See also: British Cultural Theory; Centre for

Contemporary Cultural Studies; Culture Jamming;

Frankfurt School; Mass Communication]



The term consumer culture comes up frequently in studies of the mass media, being associated closely with capitalism and

the spread of a purported banal form of

popular culture. The term is almost invariably used in this negative way in critical

theories of the mass media, starting with

the writings of economist Thorstein Veblen

(1899), who excoriated against the tendency

of capitalist cultures to promote marketplace values and solutions to everything,

including ethical and moral dilemmas.

The term abounds in the ﬁrst systematic critiques of capitalist culture from the
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scholars at the so-called Frankfurt School,

a department of social theory established

at the University of Frankfurt right after

the First World War. In one way or another,

the members of the School took a highly

negative view of the culture produced in

consumerist societies such as that of the

United States. They maintained that culture

in such societies was made to conform to

the same economic laws as those associated with goods and services; essentially, it

was designed to be ephemeral and without

lasting value, being sold and consumed

in the marketplace. The Frankfurt School

theorists were highly pessimistic about the

possibility of genuine art and high culture

under modern capitalism, condemning

most forms of popular culture as vulgar,

repetitive, formulaic, and concerned about

making a proﬁt (Bottomore 1984). A similar

view was adopted a few decades later by

semiotician Roland Barthes (1957), who

called consumer culture a ‘bastard’ culture

that induced ‘neomania,’ or the desire to

consume new products incessantly. A little

later, the Centre for Contemporary Cultural

Studies at the University of Birmingham

furthered the anti-consumerist cause by

investigating how bourgeois interests were

served by ‘cultural products’ such as pop

music trends. They held the view that

capitalist culture had debased all forms of

culture by turning art into a ‘commodity’

controlled by proﬁt-making enterprises.

See Turner (1992) for an overview of the

theories expounded by the Centre.

As early as the nineteenth century, British social critic Matthew Arnold (1822–83)

saw the forms of mass culture that had

emerged in industrialist society as tasteless

and homogenized. He considered crass

materialism to be a threat to civilized society. His attack was taken up by F.R. Leavis

(1895–1978) in the 1930s and 1940s. Leavis

excoriated American pop culture even

more pungently, seeing in it evidence of the

decline of human civilization.

Recently, the attack on consumer culture

has taken various forms, such as the culture

jamming movement, whereby advertise-
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ments and various trends are critiqued and

satirized by turning them on their head, so

to speak, to reveal how crass and meaningless they are (Lasn 2000). However, there

has also been a growing reaction against

negative portrayals of consumer culture.

The main basis of the counter-attack is the

question: Who decides what is ‘good’ culture and what is ‘tasteless’ or ‘bastard’ culture? Those who claim to know (at least implicitly) are really elitists since they seem to

know exclusively what good culture is and

thus what is to be done about eliminating

bad culture. The masses are assumed to be

zombies, unaware of the vulgarity to which

they are subjected on a daily basis. Another

counterargument presented by defenders

of consumer culture is that it has brought

about more favourable changes to the happiness and overall well-being of common

folk than any other cultural experiment in

history, including (and especially) Marxism.

The emotional appeal of pop culture cannot be dismissed as a mere instrument of

paciﬁcation, since it has actually provided

the means for ordinary people to resist those

in power, giving them a voice to articulate

their resistance through marketplace democracy. Anyone can become a musician

or writer if the marketplace deems them to

be worthwhile. With the advent of websites

such as YouTube and Facebook this empowerment has become even more conspicuous.

Among the ﬁrst to endorse consumer

culture as it presented itself were the socalled pop artists, who emerged in the

1950s. Many of those artists’ works were

satirical or playful, but they also validated

the everyday experiences of ordinary people. The pop artists depicted scenes and

objects from mass culture, sometimes with

actual consumer products incorporated

into their works. Perhaps the best-known

exponent of the pop art movement was the

American artist Andy Warhol (1928–87),

whose depictions of Campbell’s soup cans,

Elvis Presley, and Marilyn Monroe embody

the essence of the pop art movement.

Marcel Danesi
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CONTENT ANALYSIS

[See also: Representation; Semiotics]



Content analysis (CA) is a term with multiple meanings, depending on the discipline

that employs it. It is used, for instance, to

refer to a research approach in psychology

and anthropology that aims to identify,

classify, and analyse the content (meaning

or interpretation) of media messages. It

is also used in social science generally to

indicate a quantitative approach to media

content based on counting the number of

times some item appears in a text and the

reasons for this. The term is also sometimes

used to indicate a technique for analysing

transcripts of interviews. And in literary

analysis, it refers to a study of the authorship and authenticity of texts, based on

their stylistic and other features.

In media studies, the basic idea of CA

is to discover the content of a text through

its form. One way to do so is by using opposition theory, a basic psychological and

semiotic method based on the assumption

that we understand content through the

relational (oppositional) features it encompasses. For example, we understand

the meaning of day through consideration its opposite, night, at the same time.

This allows us to compare and contrast

conceptual differences between the two
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notions. This simple technique ﬂeshes out

the hidden meanings built texts, codes,

and the like. For example, the white-black

opposition (indicating unconsciously a

good-evil dichotomy in Western conceptual

tradition) appears often in media representations. The colour white suggests ‘purity,’

‘goodness,’ and so on, while black suggests

‘impurity,’ ‘evil,’ and the like. In early Hollywood cowboy movies, this opposition

could be seen often in the fact that heroes

generally wore white hats and the villains

black ones. However, since black also suggests ‘mystery’ and ‘dauntlessness,’ the

opposition was sometimes reversed – the

Zorro character of narrative, television, and

movie fame, for instance, wore black, as

did other ﬁctional western heroes.

Another technique for determining content involves semiotic or semiological analysis. This is based in large part in ﬂeshing

out hidden or implicit meanings in texts.

This approach to CA was put forward in

the mid-1950s by the French semiotician

Roland Barthes (1915–80), who claimed

that the emotional allure of popular media

texts and spectacles was due to the recycling of unconscious mythic content. In

superhero comics, for instance, the heroes

are (or at least were) honest, attractive,

strong, albeit somewhat vulnerable. The

villains, on the other hand, are portrayed

as dishonest, cowardly, ugly, and cunning.

The comics were actually recycling ancient

mythic codes of the hero. Sports events,

too, suggest mythic dramas, with the home

team being ‘the good side’ and the visiting

team ‘the evil marauder.’ The game is thus

perceived to constitute a battle of mythic

proportions. It is the unconscious mythological structure of media texts that gives

them their appeal. A third technique of media-based CA involves representation theory,

which is based on the notion that any text

represents something in a particular way. In

1950s American TV sitcoms, the father was

represented typically as a sage man who

took charge of his family (as was the case

with the sitcom Father Knows Best). Beginning in the 1970s, representations of the
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father changed. He was depicted as a character who was losing control of the family

or who had lost interest in the traditional

family (as for example in the sitcoms All in

the Family or Married with Children). These

different representations of fatherhood on

television reﬂected changing views of the

family in society along with the deconstruction of patriarchy.

A common CA technique used in literary studies is analysing texts statistically.

Using frequency counts of words, syntactic

structures, and the like, one can infer what

emphases are present in text, what word

collocations signify, and so on. Such analysis can also be used to determine authorship, if one knows that a certain writer has

a predisposition for certain words, turns

of phrase, and so on. This technique can

also be extended to the study of non-verbal

texts. For example in the analysis of radio

and television programs, time counts, rather than word counts, are used.

Marcel Danesi
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CONTEXTUALISM

[See also: Discourse; Discourse Theory; Jakobson’s

Model of Communication; Meaning]



The term context is used in various disciplines, from psychology and linguistics
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to anthropology and media studies, to

indicate that the meaning of something – a

word, a text, and so on – can only be inferred or applied in a speciﬁc context. In

its most extreme form, contextualism is the

view that context (situation, place, culture,

interlocutors, time frame, and so on) is determinative of all meaning and, thus, that

there exist virtually no universals in how

humans create and understand meanings

through language, art, and all the other

expressive forms of behaviour. A founder

of the contextualist movement, Polishborn British anthropologist Bronislaw

Malinowski (1922, 1923, 1929), argued that

all cultures share the need to solve similar

physical and moral problems, but the speciﬁc kinds of solutions they develop are

determined by contextual factors — where

the culture is located, what experiences it

considers relevant, and so on. Similarly,

the British anthropologist Alfred RadcliffeBrown (1922) maintained that even a universal physical response like weeping had

a context-speciﬁc fnction and meaning.

Among the Andaman Islanders in the east

Bay of Bengal he discovered that weeping

was not primarily an expression of joy or

sorrow, as one would expect in Western

culture, but rather a ritualistic response to

social events such as peace-making, marriage, and the reunion of long-separated

intimates. In weeping together, the people

renewed their ties of solidarity.

The branch in linguistics that aims to

study the role of context on conversation

is called pragmatics, a term coined by the

American philosopher Charles S. Peirce

(1839–1914) and developed in the 1930s

by another American philosopher, Charles

Morris (1901–79). The term pragmatics

is now used to indicate the study of the

meanings of language forms in their contexts of use, as opposed to meanings that

can be established semantically by considering the linguistic forms in themselves (as

in a dictionary). Take a sentence such as

The pig is ready to eat. If uttered by a farmer

during feeding time, then the utterance has

literal meaning: ‘There is an animal called a



pig and that animal is ready to eat.’ If spoken by a cook announcing that pork meat

is available for consumption, then the utterance has a different interpretation: ‘The

cooked pig is ready for people to eat.’ Finally, if spoken by a person in a restaurant

to describe someone who looks gluttonous

and who shows a ravenous appetite, then

the statement has metaphorical meaning:

‘The person who appears to have the manners and appetite of a pig is ready to eat.’

As work on the pragmatics of conversation

has shown since the 1970s, it is virtually

impossible to separate traditionally established semantic meaning from knowledge

of how such meaning varies according to

context of use. Language is, in a phrase,

a context-sensitive instrument shaped by

situational forces that are largely external

to it. Language forms are not only intertwined with each other structurally, but

are also highly sensitive to the subtle inﬂuences that usage situations have on them.

The internal structures of language are pliable entities that are responsive to external

social situations.

Among the ﬁrst linguists to claim that

context was a critical component in language was Roman Jakobson (1960). Jakobson maintained that meaning cannot be

pinned down as in dictionaries because it is

susceptible to the inﬂuences of situational

factors. Consider how we interpret, say, a

discarded soup can. If we come across it

on the street, then we would interpret it

is as garbage. However, if we see it on a

pedestal in an art gallery, then the situation

changes. Psychologically, we are disposed

to interpret objects in an art gallery as artworks; the art gallery projects us into a social situation where this is a requirement. If

we label the can as garbage, we are literally

talking out of context.

In an era of ‘mobile communications,’

the notion of context will need to be expanded. The concept of ‘contextual mobility,’ for example, has emerged to capture

the idea of how, literally, entire sets of

social relations ‘move about’ during interaction on mobile devices. This leads to the



Convergence

notion of shifting contexts and their effects

on communicative and social processes. As

Bruhn Jensen (2010: 109) puts it: ‘Communication transports contexts of meaningful

interaction across space and time, and communicators bring contexts with them from

place to place, as virtually present in their

minds.’

Marcel Danesi

Bibliography

Bruhn Jensen, Klaus. Media Convergence. London:

Routledge, 2010.

Duranti, Alessandro, and Charles Goodwin, eds.

Rethinking Context: Language as an Interactive

Phenomenon. Cambridge: Cambridge University Press, 1992.

Jakobson, Roman. Linguistics and Poetics. In

Style and Language, ed. Thomas A. Sebeok,

34–45. Cambridge, MA: MIT Press, 1960.

Kay, Paul. Words and the Grammar of Context.

Cambridge: Cambridge University Press,

1997.

Malinowski, Bronislaw. Argonauts of the Western

Paciﬁc. New York: Dutton, 1922.

– The Problem of Meaning in Primitive Languages. In The Meaning of Meaning, ed.

Charles K. Ogden and Ivor A. Richards, 296–

336. New York: Harcourt, Brace and World,

1923.

– The Sexual Life of Savages in North-Western

Melanesia. New York: Harcourt, Brace, and

World, 1929.

Radcliffe-Brown, Alfred Reginald. The Andaman

Islanders. Cambridge: Cambridge University

Press, 1922.



CONVERGENCE

[See also: Globalization; Mass Communication;

Media Literacy]



The content of one medium is always another medium, or so Marshall McLuhan

famously quipped in the 1960s. In the

years since then – as we have increasingly

evolved into a Web 2.0 world – we have
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come to see that media interaction is a

two-way conversation. Old media capture

and transform new media and new media

adapt to speak with older media; this is a

process that Jay Bolter and Richard Grusin

have dubbed Remediation (1999). Other media historians theorize that the contact zone

between digital media and society is a site

of mutual convergence for technologies of

communication, a site where all interconnections are in a state of ﬂux and transformation (Briggs and Burke 2005). However,

as our world has increasingly become one

of media immersion, the distinctiveness of

different technological devices has begun

to blur. For some, this is an indicator that

technological convergence is at hand and

that all devices will eventually coalesce

into a single all-purpose device. To be sure,

there are what Mark Deuze calls ‘structural

trends’ towards ‘portable, customizable,

interconnected, and converged devices and

uses, which lends credence to the argument

that media are increasingly embedded in

(and recombinant with) all aspects of everyday life’ (Deuze 2010). But even the closest signs of such a physical convergence of

individual devices – for example, the iPod

– need to solve considerable bandwidth

and exorbitant user fee problems before

they become ubiquitous. So far, a variety

of devices proliferate and their uses overlap. On the upside, the barriers between

such devices conversing with each other are

slowly coming down.

But despite this embeddedness, or even

because of it, the process of media convergence is difﬁcult to map or to locate, remaining always a ﬂuid and uncontainable

event. Convergence is a complex mechanism that spans technologies, economics,

social organizations, cultural frameworks,

global networks, and property conﬁgurations. In ‘Convergence? I Diverge’ Henry

Jenkins (2001, 2006) categorized the ﬁrst

ﬁve of these states as follows:

• Technological convergence, or the shift

from analogue forms to the digitization

of all content. Crossing modal borders
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fertilizes relationships and helps generate new applications across new platforms. Digital technologies also allow a

single technology to perform multiple

functions, as in the much-celebrated

iPod (with myriad apps which includes

everything from a camera to GPS technologies) or the Crossover Camera. The

Crossover Camera is known as ‘Scarlet’

and is produced by Red Digital Cinema

Camera. It is celebrated as a ‘pocket professional’ camera that unites the video

and still features in super-high-deﬁnition

and that was initially heralded as the

end to the conventional camera (Borland

2008). More realistically, many devices

now contain a camera function, and

more and more devices take both still

and digital images; the end result of this

seems to be to make all kinds of cameras

more popular, not less so.

Economic convergence, or media conglomeration, where supermedia companies

buy up media from the whole spectrum

to proﬁt from multimodal merchandising, franchise economics, and property

violations.

Social convergence, which includes channel switching, multimodal navigation or

multitasking of all kinds.

Cultural convergence, or participatory

culture. Social networking and new levels of interactivity transform users into

co-creators and foster transmediality or

media that exist across multiple genres

and/or channels.

Global convergence, or hybrid cultural

products arising from global cross-pollinations and exchange.



To those ﬁve states could be added

property monopoly convergence, or the increasing trend among lawmakers to fail to

distinguish between legitimate ownership

or authorship (which builds on the past to

produce something new) and piracy (which

replicates or counterfeits media objects created by others for commercial or personal

gain). The end result is that existing corporate creators’ works are being privileged



above the new and control favoured over

the freedom to create.

Convergence also affects the different

states of media: media as artefact, mediagenerated activities, commons-based peer

production, and user-generated social

networking conﬁgurations in a world that

is increasingly wired (Deuze 2010). Even

President Barack Obama’s administration

– which wrought a revolution in government by using social networking strategies

to mobilize an army of Twitter-, YouTube-,

and Facebook-connected donors and supporters – has been making progress at integrating open-door, Web 2.0 approaches into

that previously closed and secretive ofﬁce.

Carolyn Guertin
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CONVERSATION ANALYSIS

[See also: Discourse; Discourse Theory]



Conversation analysis (CA) surfaced in the

1980s and 1990s out of a broad movement

in linguistics to bring more focus on study-
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ing how people talk and how this inﬂuences not only talking itself but also language

as a system of rules. Hutchby and Woofﬁtt

(1998: 14) deﬁne CA as follows:

CA is the study of recorded, naturally

occurring talk-in-interaction. Principally,

it is to discover how participants understand and respond to one another in

their turns at talk, with a central focus

being on how sequences of interaction

are generated. To put it another way, the

objective of CA is to uncover the tacit

reasoning procedures and sociolinguistic

competencies underlying the production

and interpretation of talk in organized

sequences of interaction.

The ‘tacit reasoning procedures,’ as

Hutchby and Woofﬁtt call them, are part

of what is known as communicative competence – a notion introduced into linguistics

by Dell Hymes in 1971, which implies that

knowing how to use language during conversation is as systematic as knowing the

grammar of the language. Generally, the

study of communicative competence falls

under the rubric of pragmatics, the branch

of linguistics that deals with how form and

meaning vary according to situational and

contextual factors. CA focuses speciﬁcally

on such phenomena as turn-taking (who

speaks at speciﬁc points in the conversation) and the kinds of strategies and tactics

used to initiate, continue, or end conversations. In CA, sentences are studied as units

within larger conversation or discourse

units. Personal pronouns, for instance, are

seen as trace and indentiﬁcation devices

serving conversational needs, not as pure

grammatical structures. When someone

uses ‘I’, he/she is the speaker; if he/she

uses ‘you,’ then he/she is referring to someone to whom the talk is directed; and so on.

One device that CA theorists especially look

for is called a gambit, a word or phrase used

to open a conversation (‘May I say something?’), to keep it going (the use of ‘like’ to

obviate interruption), to make it smooth, to

repair any anomaly within it, and so on.
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Although there is much leeway in the

grammatical and lexical choices that can

be made to carry out a conversation successfully, these choices are nonetheless constrained by factors such as situation, social

rules, and style. For example, the utterances below convey anger, but in different

socially-sensitive ways:

Don’t say that, idiot!

It is best that you not say that!

The ﬁrst one is uttered usually by someone

who is on close or intimate terms with an

interlocutor; the second one is uttered instead by someone who is on formal terms

with an interlocutor, or else is intended to

be ironic. The two choices are constrained

by situation and social relationship. Conversations can be aggressive or subdued,

competitive or cooperative, and so on,

depending on situation. Identifying the

linguistic features that make them so is the

primary objection of CA. Erving Goffman

(1959, 1978) referred to these phenomena

as part of the social framing of conversation,

whereby language is made to ﬁt a situation

strategically. Framing imparts a sense of

togetherness among interlocutors as well as

a sense of security. Politeness, for example,

is the result of framing. As Robin Lakoff

(1975) has discussed, speakers will refrain

from saying what they mean in some situations in the service of the higher goal of

politeness.

The works of sociologists Sacks, Jefferson, and Schegloff (for example, 1995)

have given CA many of the concepts and

techniques used for carrying out analyses.

A primary one is that of sequence – conversations are understood as a sequence

of actions and events. The occurrence of

certain signals in conversation, such as asking a questions, elicits matching utterances,

known as answers, in the follow-up turn in

a conversation. The two utterances are said

to form an adjacency pair in the sequence.

Today, CA research encompasses not only

purely verbal exchanges and what they

mean but also non-verbal cues used dur-
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ing conversations. Called ‘multimodality

research,’ the goal of this type of work is to

understand how gesture, facial expression,

posture, and the zones people keep during

conversation shape the language used in

conversation and vice versa.

Marcel Danesi
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CRIME GENRE

[See also: Adventure Stories; Detective Stories; Pulp

Fiction]



As their name suggests, crime stories, also

known as whodunits or mystery stories, deal

with crimes, usually murder, and how they

are solved by a detective (or detectives)

who puts together clues at a crime scene

and gradually develops a proﬁle of the

criminal. The distinction between crime

and detective stories is a thin one, but the

difference lies in the fact that the crime

story need not always involve detective heroes, nor do they have to be ﬁctional. Thus,

documentaries about crime are included

under the crime genre rubric. The appeal



of this genre is probably due to the fact

that it constitutes a kind of mystery jigsaw

puzzle, with the pieces being put together

little by little so that the reader or viewer

can participate intellectually in solving the

case.

Although crime has existed since time

immemorial, the origin of crime ﬁction is

traced generally to Edgar Allan Poe’s story

The Murders in the Rue Morgue (1841). That

story set the formula for crime stories in

general. The components of the formula

include: (1) clues needed to ﬁgure out who

committed the crime; (2) the use of human

logic and imagination to solve the crime;

(3) a subplot, often of an amorous nature,

that adds romantic or sexual interest to the

story; (4) an unexpected twist or turn of

events that lead to the denouement and the

solution. The crime story is a mystery that

is solved by human ingenuity. The great

ﬁctional detectives all excelled at deductive

and inferential reasoning. They have been

replaced today by crime scene investigation

teams who use technology to help them

logically ﬁgure out who committed the

crime. Edgar Allan Poe’s Auguste Dupin,

Sir Arthur Conan Doyle’s Sherlock Holmes, G.K. Chesterton’s Father Brown, and

Agatha Christie’s Hercule Poirot, are now

eclipsed by CSI teams on television and

in movies, but the basic formula has not

changed. By solving crimes, the audience

(readers, viewers, and so on) is engaging

in puzzle solving along with the ﬁctional

or real crimes solver(s), drawing inferences

from the available evidence, and reaching

a conclusion from the given facts. In most

stories, however, there is a twist that is

meant to lead the audience astray so that

the ﬁnal solution comes as a surprise. In

a fundamental way, the crime genre is the

ﬁrst truly interactive form of literature.

Stories and legends have been written

about criminals and villains throughout

history. In American lore, outlaws such as

Jesse James and Billy the Kid are as well

known as heroes such as Davy Crockett

and Jim Bowie. The fascination with crime

and criminals probably reveals an engage-
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ment with fear and the lure of the unusual

and the non-normal. Criminals evoke panic

and admiration at once. The spread of the

crime story as a genre started right after

Poe’s story in the nineteenth century with

the rise of pulp ﬁction, much of which dealt

with lurid crime plots and handsome heroes who solved them with a combination

of wit, brawn, and sexual appeal.

By the 1920s crime novels and magazines (both ﬁctional and factual) were

being produced in bulk for mass consumption. Many critics at the time pointed to this

garish fascination with crime as a result of

the rise of actual crime rates in large urban

centres and the belief that crime agencies

and police authorities were the unsung

heroes of society. The ﬁrst pulp magazine

is considered to be Frank Munsey’s Argosy

Magazine of 1896. The word pulp was used

to indicate that the texts were produced

with cheap paper. Fictional pulp detectives

and crime ﬁghters such as Doc Savage,

The Shadow, and the Phantom Detective

became instant household names. Crime

had become an obsession and a growing

cultural industry. Media effects scholars

started arguing in the late 1930s that the

increase in crime rates correlated with the

fascination with crime ﬁction. Copycats,

they claimed, wanted to enact in real life

what they read in stories or saw in movies. Fictional villains such as the Joker and

the Riddler of Batman comic fame became

celebrities and points of reference in actual

forensic science.

The popularity of the early crime novels

and movies was bolstered by the sensationalistic covers and movie posters that

emphasized garishness, with their scantily dressed ‘damsels in distress’ and virile

heroes shown in ﬁsticuffs with villains.

The original crime stories were made into

radio serials and movie serials (the latter by

Republic Pictures) in the 1930s and 1940s.

Audiences loved them because they were

designed to keep them in suspense as an

episode ended with the hero or heroine, or

his or her paramour, caught in a cliff-hanger situation. The audience would come
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back or tune in the next week to ﬁnd out

how the situation would be resolved. The

same cliffhanger formula is still evident in

the James Bond movies and the Raiders of

the Lost Ark ﬁlms, with the situation being

resolved within the same movie at various

‘cliffhanger points.’ Some of the ﬁctional

characters of the serials, from Fu Manchu,

Perry Mason, Nick Carter, and Secret Agent

X, to Dick Tracy and The Shadow, among

many others, have become an enduring

part of pop culture lore.

The crime genre continues to be highly

popular, from movies such as The Godfather

and The Untouchables to CSI (Crime Scene

Investigation) TV programs such as CSI:

Miami and CSI: NY. Two subgenres that

have shown themselves to be particularly

popular are ﬁlm noir and serial killer ﬁlms.

The former is a crime story where the action usually takes place at night and in

dingy settings, such as seedy hotels and

rundown buildings. The use of edgy music

and camera angles that focus on shadows

lurking in the dark bring out the suspenseful horror of the genre even more – hence

the term noir (French for ‘black’). The genre

ﬂourished during the 1940s and 1950s, but

it has recently made a comeback in movies

such as The Dark Knight (2008). Unlike other

crime ﬁghters, the ﬁlm noir protagonists

are likely to be disillusioned and cynical,

ending up destroyed themselves, at least

morally. The classic examples of early

ﬁlm noir were the crime novels written by

Dashiell Hammett, Raymond Chandler,

and James M. Cain and many of the early

movies directed by Alfred Hitchcock, of

which Psycho (1960) is perhaps the most

iconic example. Other movies in the ﬁlm

noir style include The Maltese Falcon (1941),

Double Indemnity (1944), The Naked City

(1948), The Asphalt Jungle (1950), Point Blank

(1967), Chinatown (1974), Taxi Driver (1976),

The Grifters (1990), L.A. Conﬁdential (1997),

Memento (2001), and The Dark Knight (2008).

The serial killer genre is a type of ﬁlm

noir. Although the genre can be traced to

Alfred Hitchcock’s silent 1926 ﬁlm The

Lodger, it did not reach widespread popu-
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larity until the 1970s when real serial killers

started proliferating in society. Fiction and

real life seemed to have become mirrors

of each other. For example, the case of the

Zodiac killer, as he was called in the 1960s,

spawned a series of ﬁctional portrayals.

One of these was Dirty Harry (1971), in

which a killer named Scorpio is captured

and killed by Dirty Harry Callaghan, a

cowboy-style cop played by Clint Eastwood. Another one is David Fincher’s 2007

Zodiac, with its unsettling subtext of serial

killers as symbols of the times, tapping into

our fear of the unknowable. By the 1980s,

the genre had become one of the most

popular of all crime genres when Hannibal

Lecter made his screen debut in Manhunter.

Silence of the Lambs hit the screen in 1991,

followed by Fincher’s Se7en in 1995. Since

then serial killers are everywhere, in movies and in documentaries, a fact that has

blurred the lines between fantasy and fact.

Channels such as the Discovery Channel

feature real serial killers in various programs. One of the key questions that this

genre raises is whether or not the proliferation of real serial killers is a result of pop

culture’s fascination with them. Serial killers have become celebrities, even admitting

in public to committing crimes because

they crave attention.

Media specialists have devoted considerable research to studying the crime genre.

One relevant theory, called cultivation

theory, developed by American theorists

George Gerbner and Larry Gross (1976)

provides a framework for understanding

the popularity of crime stories and their

effects on audiences. The theory asserts

that individuals who spend a lot of time

watching violent television programs, such

as crime dramas, develop a belief that the

world is a much more dangerous place

than it really is. This causes them to be

more anxious and mistrusting. This phenomenon has been termed the ‘mean world

syndrome.’ At the same time, such programs enforce existing norms. The reason is

that they generally communicate the theme

that crime does not pay, leading viewers



to have a greater respect for law and order

and thus to be more supportive of harsh

police measures.

Marcel Danesi
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CULTIVATION THEORY

[See also: Content Analysis; Gerbner, George; Media

Effects; Television]



Cultivation theory is a media and communications explanatory framework developed

by American theorists George Gerbner

and Larry Gross, who worked on it with

various colleagues. The theory posits two

interrelated things: (1) that certain media,

especially television, ‘cultivate’ people’s

perceptions of reality and (2) that the media

have a conservative social function – to cultivate existing norms.

Using comparisons of occasional to frequent television viewers, Gerbner and his

team found that those who spent more time

watching television (so-called ‘heavy television viewers’) tended to develop beliefs

and attitudes about reality that were consistent with the messages in television programs, rather than the real world. Heavy

television viewers ended up perceiving the

world as a much more dangerous, gloomy,
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and frightening place than it actually is,

which causes them to develop a greater

sense of anxiety, vulnerability, alienation,

and interpersonal mistrust. This phenomenon is termed the ‘mean world syndrome’

(Gerbner and Gross 1976).

Gerbner also found that television had

a hidden normative structure – namely to

enforce existing norms. Violence on TV and

in movies does not lead to more crime in

society, because the programs and movies usually show that violence does not

pay, having the same type of effect of a

morality play. TV violence is intended to

caution people about the dangers of such

violence and, consequently, to bring about

its condemnation. This is, of course, related

to the mean world syndrome, since those

who believe that the world is a dangerous place tend to have a greater respect

for law and order and to support drastic

police measures to bring such order about.

The syndrome thus concomitantly creates

a fascination with violence itself. This explains why sensationalistic news programs

dealing with real-life violence (such as the

O.J. Simpson case) are so popular. They are

seen symbolically as examples of ‘what the

world is coming to.’

Cultivation theory is an example of a

sociological theory of the media. It is a

view that takes into account the relation

between media, culture, and social values

and norms.

Alexandra Birk-Urovitz and Elizabeth

Birk-Urovitz
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CULTURE AND COMMUNICATION

[See also: Communication; Culture and Media]



The juxtaposition of the notions of culture

and communication requires a brief discussion and deﬁnition of both terms. The word

‘culture’ comes from the past participle

cultus of the Latin verb colere, which means

‘to till.’ In its broadest sense, the term refers

to recurrent patterns of human behaviour

and associated artefacts that reﬂect the

beliefs, customs, traditions, and values of a

particular society or group of people. This

behaviour includes oral and written symbols such as language (folk tales, proverbs)

as well as other traditions including dress,

religion, rituals (dance, music, and other

culture-speciﬁc rites), and so forth. Artefacts may include the representational arts

such as paintings, pottery, sculpture, written literature, architecture, and the tools

necessary to create them – all of which are

transmitted from one generation to another.

Communication (Latin communis ‘common’), on the other hand, refers to the

transmission of messages through diverse

means including language, gestures, writing, codes, and so forth. Communication

may be viewed as both a process and a

product. In the former case, communication involves the creation, transmission,

circulation, and reception of messages,

while in the latter it means the material

system employed to transmit the message,

for example, computer, telephone, various

types of mail including email.

The notions of culture and communication go hand in-hand because the various

manifestations of culture – that is, the

symbolic presentation of observable artefacts (costumes, dress, food, tools, housing,

representational art, and so forth) and the

reproducible linguistic aspects (oral history,

folk tales, and so forth) of a society – may

be communicated in a wide variety of print



208



Culture and Communication



and non-print means. In essence, culture

constitutes a set of meaning systems used

by the members of a speciﬁc community

for the purpose of signiﬁcant shared interactions and interchanges that reﬂect the

core values of that society.

Human communication most likely

originated ﬁrst through gestures and subsequently by means of primitive utterances

that signiﬁed basic information (location,

danger, and so forth) necessary for survival. The systematic graphic representation

of human language developed around the

ﬁfth millennium bce with pictographs, and,

subsequently, ideographs, syllabaries, and

ﬁnally alphabets.

The process of communication may be

individual-to-individual, or it may involve

larger audiences. The ability to communicate with larger audiences was facilitated

by the development of systems of writing (pictographs, ideograms, syllabaries,

alphabets) as well as the development of

the printing press in ﬁfteenth-century Europe by Johannes Gutenberg (ca 1400–68),

though a printing process, known as woodblock printing, had already been developed

in China in the sixth century ce.

The European development of the printing press with movable type facilitated

the dissemination of written culture, and

depictions of the representational arts. As a

result, various manifestations of literature

(novels, short stories, poetry, and so forth)

were made available to a burgeoning literate public. Subsequently, newspapers and

magazines provided additional venues for

the reading public.

The transmission of verbal culture (tales,

poetry, proverbs) through communication

may involve only personal contact with

individuals or groups of people in oral

cultures. Culture may be transmitted from

one individual to another through time by

means of cultural artefacts such as books,

paintings, sculpture, and other tangible

manifestations of culture.

A process for the communication of

culture exists. First, a society selects what

is signiﬁcant from its environment. Next,

those elements deemed to be meaningful



are consolidated into the signs of a culture

(language, icons, symbols, and so forth).

Third, these representations of expressive

behaviour are then categorized into social

codes (language, music, dance, painting,

and so forth) which allow individuals in a

society, or the entire community, to encode

and decode the texts (literature, music,

painting, and so forth) produced by that

population. Finally, context (anthropological, historical, psychological, social, and

so forth) determines the format of culture

and how it is communicated. As a speciﬁc

society develops, it chooses what is meaningful, and, over time, this becomes the

collective culture of that group.

In the nineteenth century, various electronic means became available for the transmission of messages (telegraph, telephone),

though these tended to involve ephemeral

personal communication rather than lasting

cultural artefacts. In the twentieth century,

various means for communicating cultural

knowledge became widespread, for example, ﬁlm, photography, radio, television,

recordings, and the internet. Each one of

these media provided diverse mechanisms

for the universal dissemination of culture in

all of its manifestations.

Frank Nuessel
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CULTURE AND MEDIA

[See also: Culture and Communication; Medium]



The relation of culture and media is intimate, necessarily, because culture, in many
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deﬁnitions, requires a medium. Yet, since

at least the nineteenth century, culture has

become one of the most difﬁcult, richly

connotative concepts to deﬁne. The most

deﬁnite assertion one can make of ‘culture’

is that it is widely accepted that its roots are

to be found in the Latin verb colere, among

whose associated meanings is ‘to cultivate’

– although in quotidian uses of culture this

root is all but forgotten. As a rich concept

in social life or a web of meaning in which

social life is suspended, culture is most

commonly unnoticed or, alternatively, to

be encountered as the object of what the

anthropologist Geertz (borrowing from the

philosopher, Ryle) calls ‘thick description.’

To explicate the matter, Geertz uses Ryle’s

example of two boys in a room, rapidly

contracting their right eyelids: is this a

wink, a twitch, a deliberate message, to

someone in particular, coded, without cognizance of the rest of the company? These

and other questions have to be addressed

before any analysis can reach an understanding of the ‘piled-up structures of inferences and implications’ (Geertz 1993: 7)

which characterize communications in any

culture.

Culture in this broad sense, then, consists of all structures of meaning in which

communication takes place. In the nineteenth century and in the early part of the

twentieth century, ethnography provided

a template and inspiration for understanding not only the speciﬁc cultures of

so-called primitive peoples but also the

broader concept of culture itself, especially

as experienced in the industrialized, communication-perfused West. In modernity,

the deﬁnition of culture is made more difﬁcult than in ‘primitive’ societies because

the global proliferation of media and messages has problematized the identiﬁcation

of a common core. Indeed, anthropology

in the second half of the twentieth century

had to transform its methodology: thick

description could only be achieved through

a melange of interpretive approaches from

the humanities rather than through the

methodological prescriptions of the social

sciences.
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Assessing culture from a perspective

which straddles the humanities and social

sciences, Jenks (2003: 8–9) offers a fourfold typology which cuts across many

conceptions of culture. First, he suggests

that culture is a ‘cerebral’ or cognitive

capacity. This carries with it the notion of

culture as a product of uniquely human

consciousness, the pinnacle of achievement

on Earth, and feeds into ideas of false consciousness (as found in some varieties of

Marxism), Romanticism, Matthew Arnold,

and the Frankfurt School. Culture is thus

an exempliﬁcation of humans’ status as

‘chosen.’ Second, he suggests that culture

is embodied and collective. This conception of culture sees it as evidence of moral

development, and an evolutionary feature

of humans that, ultimately, is instrumental

in the imperialist civilizing process foisted

onto ‘savage’ or so-called primitive societies in the late nineteenth century. Third,

Jenks outlines culture as descriptive: it

refers to a body of work, the best that has

been thought and written, special knowledge, training, and socialization whose

products are commemorated in museums

and archives. Fourth, Jenks argues that culture has been seen as a social category. This

is the idea that culture is to be considered,

in fact, as the whole way of life of humans

generally and in speciﬁc cultures.

Where, in previous epochs, culture may

have evinced a limited number of coordinates and may have indeed been allocated

to speciﬁc kinds of communications, it has

become increasingly difﬁcult to suggest

where the boundaries of culture lie. Mass

communication has meant not just the proliferation of the texts of culture but also, in

the process of extending the availability of

texts, a blurring of the boundaries between

those texts intended for the elite and those

for the ‘masses.’ Jenks (2005), proceeding

from reports of the collapse of the high

culture/low culture distinction, suggests

that modern understandings of culture take

place within the tension of absolutist and

relativist tendencies. In the former, attempts

are made to establish and maintain a given

culture while eschewing traces of other
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cultures; in the latter, there is an inclination

towards seeing cultures and cultural artefacts as equivalent and even, sometimes,

equal. Similarly, one could argue that culture is played out across a slightly different

tension which is related to the previous one

without mapping onto it directly. This is

the tension between elitism and egalitarianism, where culture is either considered to

be the preserve of a few or is, alternatively,

posited as the possession of all. Within each

tension the fate of culture can be played out

in a number of different ways.

Within the parameters of absolutism/

relativism and elitism/egalitarianism,

culture presupposes a series of connotations derived from the conceptual root of

culture in ‘cultivation’ and, especially, the

extended metaphor of ‘horticulture.’ In use

as early as 1837, when it was employed by

Coleridge, the notion of culture as ‘horticulture,’ the enhancement of gardens or

natural environments, can be seen to be

absolutist (in that it suggests that there is

the category of cultivation against one of

non-cultivation); relativist (there are different kinds of cultivation); elitist (only some

should have the power of cultivation);

egalitarian (everyone can, potentially,

cultivate).

Most frequently, culture is seen as opposite to ‘nature.’ The root of the latter in

the Latin verb ‘to be born’ suggests that

the contrast lies in qualities of innateness

distinct from the process of cultivation.

Elitist understandings of culture, in particular, have utilized this distinction in the

attempt to delineate culture as a pinnacle of

achievement. Such an elitist/absolutist conception of culture appears, in some ways

curiously, in the work of the neo-Marxist

analysis of media conducted by the Frankfurt School from the 1920s to the 1970s (see

Swingewood 1977). Here, culture is given

an elitist deﬁnition in order that it might

exclude popularly consumed artefacts

produced by the industries of mass communication. In general, much Marxist work

on deﬁning culture, and especially associated concepts regarding ‘high culture,’ has



tended to adopt an elitist stance despite the

expectation that it might support egalitarianism (the culture of the proletariat).

The most signiﬁcant work on the elitist complicity with culture’s role in social

stratiﬁcation has come from outside the

Marxist tradition and has been largely

focused on media. Pierre Bourdieu (1986)

equates culture with a speciﬁc ‘habitus’

accruing to groups in societies. The habitus

is a social space which comprises ‘both

the generative principle of objectively

classiﬁable judgments and the system of

classiﬁcation … of these practices’ (1986:

170). The relationship of these practices and

products of culture, argues Bourdieu, generates ‘taste’ in a range of cultural spheres

such that culture can be redeﬁned as a

social space for groups pursuing different

versions of language, art, and style. The

difference, of course, will be determined

by stratiﬁcation, including such obvious

sociological factors as income, occupation,

and education in a given habitus. The other

key concept in Bourdieu’s contribution to

understanding culture is taken directly

from Marx. It demonstrates that culture

relies on its own form of capital in the same

manner as the economy does, allowing and

preventing group members to traverse the

spaces of different stratiﬁcations according

to the amount of ‘cultural capital’ that they

accumulate and the kinds of media they

use. Above all, Bourdieu’s work shows

how even supposedly egalitarian conceptions of culture, such as making museums

accessible to all classes, nevertheless have

the tendency to reproduce the elitism inherent in social stratiﬁcation.

The idea of culture as a whole way of life,

beyond the media relation, is associated primarily with the work of Raymond Williams,

but it has also been taken up by sociologists

and anthropologists as the most appropriate

means of investigating the bewildering variegation of communications in modernity.

Indeed, Williams (1981) envisaged culture

as precisely an object of sociology rather

than, say, art theory, in his understanding of

culture as a product of formations, institu-
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tions, forms, means of production, reproduction, organizations, and ideology. Williams’s work (see, especially 1985), stresses

that culture is a process whose continual

movement is checked only by the vicissitudes and conﬂicts between those factors of

which it is a product. As such, Williams posits a radically egalitarian way of conceiving

the matter: unlike those egalitarian conceptions of culture with an absolutist tinge that

suggest ﬁne art should be a province of all,

regardless of habitus, Williams’s conception

proceeds from the assumption that the practices of all people in society are eligible to be

considered as parts of culture. Any relativist

overtones in this understanding are vitiated by the fact that Williams repeatedly

attempts to erase the line between elite and

popular culture, stressing not their relativity

but their commonality.

The pinnacle of attempts to dismantle

cultural hierarchies and to analyse media

in a cultural frame has been the ‘semiotics

of culture.’ Semiotics, commonly concerned

with interpersonal and, sometimes, interspecies or ‘interorganism’ communication,

recognizes that culture must be sought in

a conception derived from the manifold

nature of communicative acts. Principally,

this conception is based on a reorientation

of the putative culture/nature division.

Thomas A. Sebeok sums up the matter

succinctly when he refers to culture as that

‘minuscule part of nature compartmentalized by some anthropologists’ (Sebeok

1986: 60). Contemporary semiotics is concerned with communication across nature

and culture, comprising both the verbal

and the non-verbal, and sees the action of

signs as continuous across both realms.

That is, the signs that occur in the known

universe are predominantly non-verbal,

but a small number of them are verbal

(based on language). Culture, however,

the preserve of humans (which, in turn,

are natural phenomena, animals), is based

predominantly on the uniquely human

capacity for language. Contemporary

semiotics investigates language as a ‘modelling system’ characterized by verbal and
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non-verbal signs and, following the work

of the Moscow-Tartu school and Sebeok,

understands culture as the product of three

distinct processes of modelling in humans.

The primary modelling system is language

as a cognitive capacity for differentiation,

ontologenetically and phylogenetically

manifested in non-verbal communication.

The secondary modelling system is the

capacity for verbal communication, manifested in speech and writing. The tertiary

modelling system is the realm of culture

in which complex connective and metaphorical manifestations of the primary and

secondary modelling systems are circulated

(see Sebeok and Danesi 2000).

The beneﬁts of the semiotic understanding of culture are to be found in its

avoidance, in consonance with Williams’s

conception, of many of the pratfalls of

egalitarianism/elitism and absolutism/

relativism, as well as in its renegotiation of

the fallacious culture/nature dichotomy

which has impeded the investigation of

culture and which, in 1959, famously, led

C.P. Snow to lament the seemingly unstoppable divergence of the humanities and the

sciences. For media and communications,

the semiotic understanding of culture offers

the opportunity to rethink the ways and

means by which culture is ‘mediated.’

Paul Cobley
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CULTURE INDUSTRY THEORY

[See also: Adorno, Theodor; British Cultural Theory,

Frankfurt School, Hegemony Theory, Marcuse, Herbert; Marxism; Media Studies]



Culture industry theory is associated with

the Frankfurt School (Germany), where a

cadre of critical theorists was afﬁliated with

the Institut für Sozialforschung (Institute

for Social Research). It was originally located at the University of Frankfurt (1923–33).

However, due to the rise of the Nazi party,

it relocated ﬁrst to Geneva, Switzerland

(1933–5), and then to New York (Columbia

University, 1935–49), before returning to

the University of Frankfurt in 1949. The

inﬂuential members of the Frankfurt School

included Max Horkheimer (1895–1973),

Theodor Adorno (Wiesengrund, 1903–69),

Herbert Marcuse (1898–1979), Walter Benjamin (1892–1940), Erich Fromm (1900–80),

Lee Lowenthal (1900–93), and Friedrich

Pollock (1894–1970). The members of this

school were primarily Marxist (Karl Marx,

1818–83) in their interpretation of economic

and social issues.

Because of the rise of Hitler and the Nazi

party in Germany, Theodor Adorno lost his

academic position in Germany, and was

forced to leave that country for the United

Kingdom (1934–8). Ultimately, he moved to

the United States to work on the Princeton

Radio Research Project. For Adorno, mass



cultural products were a debasement of the

original work. While in the United States,

Adorno became shocked at the degree of

commercialization of culture in his new

country. Ultimately, Max Horkheimer and

then Adorno moved to California, where

they co-authored an important treatise

in 1947 entitled Dialektik der Aufklärung:

Philosophische Fragmente, and subsequently

translated into English in 1972, and again

in 2002, as Dialectic of Enlightenment:

Philosophical Fragments. This work is signiﬁcant because one part of this volume

dealt with what the authors labelled the

‘culture industry.’ According to them, the

corporations that produce popular culture

(‘pop culture’) function as factories of

popular cultural products. At the time of

the original publication of this classic work

(1947), radio and ﬁlm were the prevailing

exemplars of mass culture. These cultural

products became formulaic and consumers

were said to crave such entertainment with

an ever-increasing fervour. In general, it

was asserted, the public failed to question

the ideological purposes of these cultural

creations. In fact, communal consumption

of these products had the effect of diverting

attention from real economic, political, and

social problems. Because of the overwhelming controlling effect of the cultural industry, those under its spell were unaware of

its manipulative power.

The very use of the term ‘industry’ in

the phrase ‘culture industry’ is pejorative.

It suggests that it is a capitalist enterprise

designed to employ formulaic procedures

with the intention of manipulating the public. The use of mechanical reproduction of

cultural products ensures that the systemic

hierarchy and centralization will endure. It

is this mechanization of culture that guarantees that culture will be reduced to its

lowest possible common denominator. It

should be noted that at least one member

of the Frankfurt School, Walter Benjamin,

held less pessimistic views about the effects

of mass culture.

Predating the Frankfurt School, English

writer Matthew Arnold (1822–83) was crit-
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ical of the mass popularization of culture

when he advanced his culture versus civilization viewpoint. Subsequently, Frank R.

Leavis (1895–1978) also condemned popular culture, especially U.S. popular culture,

as a clear indication of the degradation of

civilization. In 1964, Richard Hoggart

(b. 1918) established the Centre for Contemporary Cultural Studies at the University of Birmingham, where he was

its director until 1973. The theoretical

underpinnings of the Centre were essentially Marxist. The faculty studied popular

culture and took the position that it had

become ‘commoditized’ – that is, its mass

production had debased an essentially

pristine culture.

Culture industry theory is not without

its critics. Even Herbert Marcuse, a member of the Frankfurt School, pointed out

that certain African-American and ‘hippie’ popular cultural manifestations had

demonstrated a certain Romantic idealism.

Furthermore, Danesi (2008) argues that

popular culture has been a means by which

the people have engaged in resistance to

the power elite rather than being controlled

by it. Likewise, Edward Palmer Thomson

(1924–93) espoused a similar view. Peter

Hohendahl has taken a similar position.

These criticisms include the fact that ‘high

culture’ may also be used as a justiﬁcation

for capitalism.

Frank Nuessel
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CULTURE JAMMING

[See also: Advertising; Branding; Consumer

Culture]



Culture jamming (CJ) is a technique by

which a group or individual subverts a

commercial or advertising message, either

by altering it (such as defacing a poster)

or by creating new texts that publicly

challenge well-acknowledged concepts

that exist in society, most commonly, the

marketplace. The medium in which CJ is

supposed to take place is not ﬁxed, but predominantly culture jammers have preferred

print, especially billboards, which are in the

public realm, such as those advertising for

cigarettes, women’s clothing, and political

parties, and are common and easily accessible to the jammers and easily viewable

by the public. CJ may be achieved by simply changing the text of an advertisement

to say something shocking to alarm the

public, or by painting or creating a new

image so that it sends an entirely different

message that will catch the public eye. In

this sense, CJ can be considered ﬁrst and

foremost an act of anti-consumerism. However, with the powerful works of art by individuals such as Banksy (a pseudonymous

London-based artist and activist), whose

messages of subversion take the form of

thoughtfully executed images ranging from

comments on consumerism, to his more

abstract comments on war, peace, and the

nature of humanity, it is readily turning

into a stand-alone art that is not necessarily dependent on some existing text. Essentially, CJ has become a kind of public

‘tagging art,’ based on creating images and

messages using spray paint on a build-
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ing, street, or sidewalk, regardless of the

intended purpose of CJ. Whatever the case,

the public will recognize it as a culture jam

and thus be affected by it as a reminder of

the kinds of manipulative messages that

bombard us in daily life.

Accordingly, it is very easy to take this

highly malleable and polarized concept

and turn it into a vehicle for consumerism.

If Banksy appears to express the ebb and

ﬂow of everyday life, with a highly satirical twist, then Adbusters, under the editorship of Estonian-born activist Kalle Lasn,

might be considered the highest form of

CJ. The once highly esteemed and controversial magazine offered ‘subvertisements’

(ads making fun of ads) for the masses in

large colour print accompanied by witty

articles, but has now turned into what

many less affectionately call a ‘sell-out’

magazine.

Impressive global events that originated

with Adbusters, such as the ‘Buy Nothing

Day,’ have had some effect. For instance,

their promotion of so-called eco-friendly

‘Blackspot’ shoes sold quite well, leading

The New York Times Magazine’s special ‘Year

in Ideas’ to remark unabashedly that it is

was one of the ‘best ideas of 2003.’ Even

though CJ emerged in the hope of challenging marketplace capitalism by using simple

techniques, such as blacking out the logo of

a Nike shoe in an ad or poster, it has unwittingly become itself a part of the same consumerist universe. Advertising companies

seeking to gain the same amount of success

can now appeal to the consumers of Adbusters with similar shock tactics. The line

between real subversion and put-on style is

a thin one indeed.

While the culture and mindset of CJ

are constantly changing, its supporters

continue to use small-scale acts of culture

jamming. Today, CJ is not conﬁned solely

to consumer advertising; it covers public

relations ploys and political propaganda. It

also has taken up social causes.

Siobhan MacLean
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CURRAN, JAMES (b. 1945)

[See also: Media Literacy; Media Products]



James Curran, professor of communications at Goldsmiths College, University

of London, since 1989, is a distinguished

academic and a proliﬁc author and editor

whose works on media and communication have been translated in many languages – works that probe a vast range of

theoretical and empirical issues, including

media history, the political economy of media, media and politics, media policy, and

journalism. Curran has shown why various

cultural issues are intertwined with, and

reﬂected in, conceptualizations of media

theory in general. It is this dialectic that

runs through his work.

In media history, Curran’s reappraisal of

the conventional interpretation of the emergence of a ‘free’ press in Britain (the Whig

thesis) and his further critical account of

its development around the middle of the

nineteenth century onwards has become

a pivotal one. Curran re-examines press

history by challenging the exclusive evaluation of press independence of the mainstream commercial newspapers, bringing

to the foreground the crucial role played by

the largely neglected radical press, which

in the late eighteenth century emblema-
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tized press autonomy (Curran 1977). The

‘low publishing costs’ at that time, as well

as the ‘self-sufﬁcient’ nature of the radical

press, established a link between workingclass movements and press-based radical

consciousness. The increasing retreat of the

committed radical press in the second half

of the nineteenth century followed soon

after the repeal of the ‘taxes on knowledge’

(Boyce, Curran, and Wingate 1978a). As

Curran argues, this cannot be fully explained without considering the structural

changes in the press industry itself, including the dominant role of advertising in the

emergence of the modern press system,

along with its economic and political repercussions, and the industrialization of

the press (Curran 1978b), which resulted

in the loss of control of the radical press by

working-class interests, subsequently transforming the nature of ideological ‘struggles’ from conﬂict to consensus.

The interpretation of ‘media making’

from a ‘historical political economy perspective’ is the subject of an in-depth sociological analysis of the role of the press

by Curran in collaboration with J. Seaton

(Curran and Seaton 2003). From their perspective, the emergence of press barons

and the creation of press empires in the late

nineteenth and early twentieth centuries

marked a paradigm shift away from the

dependence of the press on political structures to its dependence on market factors.

This led to the press becoming more and

more interested in covering entertainment

news rather than constituting a source of

critique of political and other socially important matters. State regulation and economic control of the press during wartime,

however, unintentionally rekindled radical

journalism, ‘liberating’ the press from the

pressures exerted by the advertising industry. This was followed by the ‘revival of

proprietary control,’ caused by the increasing concentration of media ownership and

its ‘integration into core sectors of ﬁnancial

and industrial capital’ (conglomerates).

Curran identiﬁes numerous inﬂuences,
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pressures, and constraints on press and

broadcasting organizational structure –

including media concentration, corporate

ownership, mass market pressures, state

censorship, and the growing role of advertising (Curran 1986) – as inﬂuencing the

media to support dominant power interests. However, it is not a predetermined

process in support of the status quo; on

the contrary, there are several countervailing inﬂuences – political, cultural, and so

on – to which media are subjected that

need to be investigated (Collins, Curran,

Garnham, and Scannell 1996). Thus, Curran

acknowledges the fact that media content is

shaped by pressures from above and below,

being present in the very context in which

the content operates. He demonstrates this

by examining the crisis of public service

broadcasting in a British setting (Liebes

and Curran 1998), pointing out the relevant

forces that rendered it under attack – i.e.,

political changes (the right-wing shift in

British politics and the rise of liberal corporatism), social changes (the growing

pluralization of British society along with

the cultural revolution of the 1960s), which,

through the conﬂict between traditionalists and liberals, resulted in the challenge

to established values (Curran, Gaber, and

Petley 2005), and subsequent challenges

to the institutional legitimacy and revenue

base (the emergence of lobbies opposed to

public service broadcasting, and of new

communications technologies [cable and

satellite television]).

Within this framework, Curran looks

at diverse aspects of media policy in relation to different conceptualizations of the

democratic role of the media. He critically

reviews different approaches and proposals that have been put forward to reform

media, focusing on two rival ideologies

regarding the organization of the press

(market competition) and of the control

of broadcasting (state intervention). His

critique of the neoliberal and socialist approaches to the media consists in showing

that the choice of the political values that
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legitimatize the organization of media are

at stake here. At a time when the underlying rationale of free market competition

seems to prevail as a principle for broadcasting organization, Curran stresses instead that both the press and broadcasting

media gain social accountability through

the public forum. In this regard, the media should always, by default, serve the

interests of the public rather than of those

in power. By probing alternative strategies

of reforming the media, Curran actually

provides a framework for liberal theories

to gain a concrete form; if this does not

occur, Curran claims, ‘the New Right will

continue to dominate – partly by default’

(Curran 1986).

Accordingly, from a radical democratic

approach, articulated in the context of a

pluralistic conceptualization of the public

sphere that acknowledges the collective,

self-organized tradition of civil society,

Curran (Curran and Gurevitch 2005) goes

on to sketch the relevant principles behind

a ‘democratic media system.’ One of these

concerns the equitable representation of

different social groups both within and

through the media. Namely, a democratic

media system should provide a locus for

the voices of all groups in society to be

heard, not just the voices of the dominant

group. This not only gives space to different interests, promoting competing

deﬁnitions of the common good; it also encompasses the possibility of engendering a

mutual understanding of others that facilitates the attainment of the collective good.

Such a conception of democracy reveals an

attempt to establish a functional relation

between the individual and the common

good that will be able to maintain equilibrium between conﬂict and conciliation, and

between fragmentation and unity. From

this perspective, by re-evaluating the media as major forces in democratic functioning, Curran suggests that any meaningful

media model should be as representative as

possible of the society it serves with respect

to structure and organization. The model

consists of: ‘core public sector’ media (pub-



lic service television channels that reach a

mass audience); ‘civic sector’ media (media

linked to organized groups and social networks); ‘professional sector’ media (media

through which professional communicators

relate to the public on their own terms); ‘social market sector’ media (minority media,

operating within the market, supported

by the state); and ‘private enterprise sector’ media (media related to the public as

consumers). In this way, the overall media

system will gain independence from both

state and market control.

By taking into account a vast range of

media production activity which is realized

in the realm of everyday life, Curran then

looks at the constitution of media power,

since media power is part of what is at

stake. From this point of view, Curran pays

attention to new media practices, drawing speciﬁcally on the internet’s potential

of opening new and powerful spaces for

democratic engagement, and assessing the

challenges and limits of the possible new

ways of doing journalism (as is the case of

the net magazine openDemocracy). In regards to the actual realm of the communication process, Curran consistently locates

media in the wider social context of their

implementation, evaluating the interplay of

diverse forces that determine the character

and the course of media inﬂuence in different situations: whether deconstructively,

undermining the provision of information

(as in the case of the prevalence of human interest stories over public affairs in

the coverage of British press in late 1970s)

(Curran, Douglas, and Whannel 1980), or

reactively, setting constraints on the media’s ability to generate moral panic in society at large (Curran 1987).

Overall, Curran’s work runs extensively

and intensively through diverse aspects of

the interplay between media and power –

the relationship of the mass media to power in society, how control is exercised over

media, and the nature of the power exerted

by the media. These concerns are reﬂected

in his various works directed at revitalizing

media study in various disciplines. By criti-
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cally reviewing competing approaches to

media history (liberal, feminist, populist,

libertarian, anthropological, and radical), in

the framework of the development of British media with respect to wider trends in

society in different periods, Curran (2002)

points out the need to look at media in

broader non-partisan ways. He constructs a

new synthesis of media history by ‘folding

the history of the British media into a narrative of British society,’ and revealing that

how media shape – and are shaped by – the

development of modern society. Besides,

Curran’s contextualization of media history (in national terms) weaves together

the various approaches, including the

technological deterministic view of media,

which, though highly polemical, nevertheless sheds light on the kinds of challenges

new media practices encompass for the

established patterns of communication and

power.

Curran’s work has gradually advanced

the need to interconnect cultural and media/communication studies, addressing in

this way the entire system from production

to consumption. In a reappraisal of the

new revisionism in mass communication

research of the 1980s and early 1990s (Curran 1990), Curran traces the main developments in media research and theory, from

the initial polarization between liberal and

Marxist perspectives of the media and revisionist accounts of power, to revisionist

assessments of audience reception, media

inﬂuence, and cultural value. Correspondingly, when considering ‘media-making’

itself, Curran has identiﬁed basic issues

related to both media production (internal

organization, ownership and control, the

functioning of the market, and public policy issues) and media-based cultural products, including discursive spaces in media

content, intertextual and multiple interpretations of media content, and the representation of fragmented identities. Curran’s

interest in transcending the boundaries

of the dichotomy between media-centred

approaches, which view media primarily

as organizations, and socio-centric ap-
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proaches, which explain media according

to audience patterns, promotes what he

calls a widescreen approach to the study of

media (Curran 2000a).

Curran has also analysed revisionist attempts undertaken during the 1990s which

have focused on the role of globalization.

This has taken away from the hegemony

of the Western media, bringing about a

‘decentred process’ that is transforming

and interconnecting the whole world, diversifying communications systems as well

as the social spaces of identity formation.

However, Curran points out, such a view

says little about the redistribution of power

in the new global context. It fails especially

to acknowledge the central role of nations

as deﬁners of power structures and what

he calls markers of the difference (Park and

Curran 2000b). Curran makes one more call

for a critical response to new challenges

for media theory and research, by turning

to radical history, economics, and political

studies.

Pantelis Vatikiotis
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CYBERCULTURE

[See also: Castells, Manuel; Cyberspace; Global Village; Gutenberg Galaxy; Haraway, Donna; Online

Culture]



Cyberculture refers to the interrelationship

between culture and the new technologies. The study of cyberculture involves

investigating how culture is shaped by

technology, but also how culture affects

technology. In a ‘tech-savvy’ era, with sophisticated computer-based devices and

tools such as the cellphone, the BlackBerry,

and the internet, the concept of a ‘physical

humanity’ that lives in a material culture is



being reassessed in terms of the concept of

a ‘post-humanity’ that now lives (at least in

part) in cyberculture. Anthropologist Arturo Escobar (1994: 212–13) appropriately

notes that ‘the spread of the written word,

the preeminence of the machine, the control

of time and space, and the biological and

biochemical revolutions of the past 100

years produced unprecedented biotechnical arrangements which today ﬁnd new

forms of expression in cybercultural terms.’

Escobar further remarks that ‘new technologies in two areas: artiﬁcial intelligence

(particularly computer and information

technologies) and biotechnology … embody the realization that we increasingly

live and make ourselves in techno-biocultural environments structured by novel

forms of science and technology.’ This is

why the modern world is often referred to

as a ‘wired world.’

The idea of a cyberculture existing in cyberspace can be traced back to science-ﬁction writer William Gibson (b. 1948), who,

in his ﬁrst novel Neuromancer (1984), coined

the term cyberspace to describe the beginnings of a dehumanized, high-tech world.

For Gibson cyberspace constituted a computer-simulated world that appears more

real to people (or at least more interesting)

because they can interact with it through

devices. The concept of cyberspace was

Gibson’s reaction to the advent of technologies and sciences such as cybernetics, computer science, and informatics that were

starting at that time to bring about a true

paradigm shift in human social evolution,

leading eventually to the notion of modern

humans as cyborgs living in a cyberculture

(Macek 2005). Intel’s invention of the microprocessor and developments by Apple

Computer set the stage for computers to

move permanently into everyone’s daily

life. This led to an ever-burgeoning popular

interest in technology, computers, and electronic communications among the general

population From the 1990s to today, cyberculture has become an unconscious pattern

of life, radically changing institutions and

even human cognition.



Cybernetics

Perhaps one of the best-known works

in popular culture which ﬁrst dealt with

the theme of cyberculture was Stanley Kubrick’s 1968 movie 2001: A Space Odyssey,

based on the novel by science-ﬁction writer

Arthur C. Clarke. The power of artiﬁcial

intelligence, represented by HAL in the

movie, made it a prophetic movie.

Today, the term cyberculture is often

synonymous with online culture, since a

signiﬁcant part of cyberculture emerges on

the internet. However, cyberculture is not

just limited to the internet. In fact, with devices such as the BlackBerry, text messaging on mobile phones, computer or video

games, and the like have coalesced with the

internet to produce contemporary versions

of cyberculture. Together, these devices are

now used routinely for communication,

information-gathering, learning, and so on.

Perhaps the two scholars best known for

theorizing about cyberculture are Manuel

Castells and Donna Haraway. Among

the key topics they helped introduce into

cyberculture study are ‘life on the screen,’

meaning how people project their identities onto cyberspace; ‘network society,’ or

the idea that the world is no longer a linear

bidirectional one of senders and receivers,

but a ‘networked’ one of multiple senders

and receivers located on a diverse platform

of information sources; ‘space of ﬂows,’

which describes the fact that in cyberspace

the relation between interlocutors is in a

constant ﬂow; and ‘cyborg theory,’ or the

idea that with technology humans can now

enhance their abilities mechanically and

that this is having a profound inﬂuence on

how we view ourselves.

Alexander Lim
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CYBERNETICS

[See also: Communication; Feedback; Information;

Shannon, Claude E.]



Cybernetics is the science aiming to study

regulation and control in humans, animals,

organizations, and machines. It was conceived by mathematician Norbert Wiener

(1894–1964), who coined the term in 1948 in

his book Cybernetics, or Control and Communication in the Animal and Machine. Wiener

may not have been aware at the time that

the same word was used in 1834 by the

physicist André-Marie Ampère to denote

the study of government in his classiﬁcation system of human knowledge. Ampère,

in turn, had probably taken it from Plato,

who used it to signify the governance of

people. Wiener popularized the social implications of cybernetics, drawing analogies

between machines (robots and computers)

and humans in his best-selling 1950 book

The Human Use of Human Beings: Cybernetics

and Society.

Cybernetics views communication in all

self-contained complex systems as analogous. It is not interested in the material

forms of such systems, but in the ways in

which such forms are organized to constitute the system. Because of the increasing

sophistication of computers and the efforts

to make them behave in humanlike ways,

cybernetics today is closely allied with artiﬁcial intelligence and robotics, drawing

as well on ideas developed in information

theory.

As used in communication studies, the

term applies primarily to the analysis of

systems in which the feedback and errorcorrection signals control the operation

of the systems. Such signals (or signal

systems) are called servomechanisms. Servomechanisms were ﬁrst used in military

and marine navigation equipment. Today
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they are used in automatic machine tools,

satellite-tracking antennas, celestial-tracking systems, automatic navigation systems,

and anti-aircraft control systems. A primary

task of cybernetics is to understand the

guidance and control servomechanisms

that govern the operation of social interaction and then to devise better ways of harnessing them.

The cybernetic approach to communication involves developing a taxonomy of

notions, principles, and procedures for

understanding the phenomenon of communication. In many ways, the late Canadian

communication theorist Marshall McLuhan

(1911–80) could be characterized as an ersatz cybernetician, since he shared many

of the same interests of the early cyberneticians. For example, McLuhan believed that

the type of technology developed to record

and transmit messages determines how

people process and remember them. The

term information invariably comes up in any

cybernetic discussion of communication.

Cyberneticians deﬁne it simply as any form

of data that can be received by humans, animals, or machines. In one cybernetic model,

information is seen as something probabilistic – a ringing alarm signal carries more

information than one that is silent, because

the latter is the ‘expected state’ of the alarm

system and the former its ‘alerting state.’

The mathematical aspects of information

theory were developed by the American

telecommunications engineer Claude Shannon (1916–2001). He showed, essentially,

that the information contained in a signal

is inversely proportional to its probability.

The more probable a signal, the less information ‘load’ it carries with it; the less likely

it is, the more load it carries.

Shannon devised his mathematical

model in order to improve the efﬁciency

of telecommunications systems. His model

essentially depicted information ﬂow as

a unidirectional process dependent on

probability factors, that is, on the degree to

which a message is to be expected or not in

a given situation. It is called the ‘bull’s-eye

model’ because a sender of information is



deﬁned as someone or something aiming

a message at a receiver of the information

as if he, she, or it were in a bull’s-eye target

range. Shannon also introduced several key

terms into the general study of communication: channel, noise, redundancy, and feedback. Shannon’s model has, over the years,

been useful in providing a terminology for

describing cybernetic aspects of communication systems.

Marcel Danesi
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CYBERSPACE

[See also: Castells, Manuel; Cyberculture; Global

Village; Gutenberg Galaxy; Haraway, Donna; Online

Culture]



Cyberspace is the term coined by American

novelist William Gibson in his 1984 novel

Neuromancer, a novel that was the inspiration for the emergence of cyberpunk science ﬁction writing. Cyberpunk narratives

take place typically in a bleak, dehumanized future world dominated by technology and robotic humans. Gibson’s description of cyberspace is worth repeating here

(Gibson 1984: 67):

Cyberspace. A consensual hallucination

experienced daily by millions of legitimate operators. A graphic representation

of data abstracted from the banks of

every computer in the human system.

Unthinkable complexity. Lines of Light

ranged in the nonspace of the mind,

clusters of constellations of data. Like

city lights, receding.



Cyberspace

Cyberspace is an interactive and immersive virtual electronic space. The internet

is its primary environment. Cyberspace

now has its own communities (Facebook

communities, Second Life, Multiple User

Domains, and so on) and its own set of

conventions for communicating and interacting. Movement and interaction in cyberspace are, of course, virtual. This makes it

‘hyperreal,’ to use Jean Baudrillard’s (1983)

widely used term. Hyperreality exists on

or through the screen. As Mikael Benedikt

(1991: 1) notes, in cyberspace ‘the tablet becomes a page becomes a screen becomes a

world, a virtual world. Everywhere and nowhere, a place where nothing is forgotten

yet everything changes.’ The modern human lives in two universes, that of physical

reality and that of hyperreality, blurring the

distinction between biological humanity

and technological humanity. Feminist critic

Donna Haraway (1991) introduced the

term cyborg to characterize this new form of

consciousness. In cyborg theory boundaries

such as human and non-human, organism

and machine, and physical and non-physical are obliterated.

The advent of cyberspace has led to

many reassessments of, and debates on,

traditional notions of life itself. The internet

promises a type of immortality that only

religions in the past could have ensured.

Although the form of immortality is devoid

of consciousness (which religions pledge),

it is nonetheless a real possibility that

most people would never have been able

to contemplate previously. What is online

about ourselves will deﬁne us well beyond

our mortal lives. In the past, only artists,

writers, musicians, and other ‘important’

individuals would have been able to leave

behind their ‘selves’ for posterity through

their work; now virtually anyone can do

something similar. Our Facebook pages

and our tweets deﬁne us, remaining in

cyberspace well beyond our physical lives.

In cyberspace we can leave a record of ourselves for future generations to read. This

is affecting not only how we remember and

grieve, but also how we view mortality.
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There are now cases of people grieving

for those whom they have met only online.

Websites now reveal outpourings of grief,

memorial-making, and the like on the part

of people who made contact with the deceased only online. The digital afterlife is

something tangible, something that people

can grasp in a practical way. A group of

online businesses have sprung up to allow

people to control their afterlife selves and

to manage the details of one’s real and digital death. Cyberspace, as Gibson claimed,

is indeed an inﬁnite one, in both the physical and spiritual senses – it is a virtual universe without physical boundaries and

provides a bizarre sense of reassurance that

life will go on even after we are dead in the

real world.

Marcel Danesi
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DATA MINING

[See also: Information; Information Society]



Data mining is the term used by computer

scientists to refer to the techniques of extracting relevant information from a set of

raw data. The techniques include the automatic grouping of documents or ﬁles, categorizing them into directories, and analysing patterns and interrelationships within

them. One particular technique, called ﬁltering, involves making proﬁles of people’s

interests and then comparing these against

related information from various sources.

Marketers can then use the proﬁles for producing ads or service alerts to those identiﬁed as having an interest in something

speciﬁc. Data mining has had many other

important applications in diverse ﬁelds,

from marketing to psychology.

Data mining using computers started in

the 1960s, but manual data mining systems

can be traced back to antiquity. The Greek

scholar Callimachus devised a catalogue

for the library in Alexandria, Egypt, in the

200s bce, subdividing the library’s holdings

into ﬁelds such as jurisprudence, poetry,

philosophy, history, oratory, and miscellaneous. In the early medieval period, monks

developed concordances for the Bible – alphabetical lists of the principal words in

the Bible with references to the passages in

which they occur. And the American librarian Melvil Dewey developed his widely

used ‘Dewey Decimal Classiﬁcation Sys-



tem’ in 1876 for organizing materials in a

library. Dewey divided books into ten main

categories, each represented by numbers,

and each of these into more specialized

ﬁelds. For example, the category of Technology is numbered with the digits from 600–

699; it is then broken up into ten subclasses:

630–639 represents works in agriculture,

which are then further subdivided into

ﬁeld crops, garden crops, and so on.

Today, data mining software extracts

patterns and relationships from all kinds

of digitally-produced data. The process is

called Discovery in Databases. A number

of World Wide Web search engines, such

as Google, use data mining techniques to

analyse information across the billions of

links connecting Web pages in order to determine which pages are the most popular

or what relevance they have to various

ﬁelds. This information is then used to rank

search results.

Given the widespread use of data mining by marketers, government agencies,

and others, some social critics have charged

that it is leading to an information society in which personal data can be used

nefariously. This might, as Bell (2007: 13)

observes, eventually transform human

beings ‘into data and lodged in databases

thanks to the manifold technologies of

data collection that monitor our habits and

routines (from our shopping practices to

our workplace productivity.’ The answer to

stopping the mining of personal information is, according to some, to ‘stay ofﬂine.’



Decoding versus Encoding

But even those who do not go online leave

‘data trails’ through the use of credit cards,

social security numbers, and so forth. The

world of Big Brother seems to have arrived, claim many. As Landow (2006: 376)

puts it, the greatest danger today is that

‘the newest versions of data-mining and

computer-based surveillance will permit

those with control of the machines total

control over all information and the people

who read, write, and exchange it. Manuel

Castells (1996) calls the social process of

turning everything and everyone into data

sets ‘informationalism.’ The debate brought

about by informationalism is taking various forms, from post-humanism, the philosophy that humans are no longer at the

centre of things, just more advanced forms

of biological information, to cyborg theory,

which claims that humans will be merging

with technologies to enhance their biological and psychological abilities.

Clearly, the advent of data mining has

had social and psychological consequences.

Every detail of our lives (what we buy,

where we go, what romantic interests we

have, and so on) is now extractable from

the internet, and the personal information

can be bundled and bartered by data-mining companies. Needless to say, data-mining media and techniques of the past, from

telemarketing to phone surveys, posed the

same dangers. But the breadth and scope of

the data-mining techniques available with

the new technologies are mind-boggling,

since it is now possible to collate disparate facts about individuals and generate

proﬁles of various kinds about them (psychographic, sociographic, and so on) in a

matter of seconds.

The psychologist Carl Jung feared that

modern societies were losing the view of

the individual as a unique human being,

turning the person into a convenient ‘unit’

that can be easily categorized, manipulated, and exploited. Some now see data

mining as a panopticon, the circular prison

envisaged by philosopher Jeremy Bentham

in the eighteenth century in which the prisoners cannot tell if they are being observed,
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so they must assume that they always are.

In the panopticon, as in cyberspace, there

is a loss of control of one’s identity. It is in

the hands of others. Together with social

media, such as Facebook, where people

post intimate details about their lives, it is

becoming obvious that the new world of

computer-mediated-communications is

drastically changing traditional concepts of

identity, privacy, and individualism as we

become more and more inured to practices

such as data mining.
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DECODING VERSUS ENCODING

[See also: Bull’s-Eye Model; Code; Code, Types of;

Communication Theory]



The terms decoding and encoding refer

respectively to the construction and deciphering of signals in a communication

system on the basis of a code – a set of

signs (such as alphabet characters) which

are used for messaging making. The two

terms were introduced into communication

theory in 1954 by the American theorist

Wilbur Schramm (1907–87), who added

them to the emerging technical lexicon

developed by Claude Shannon, a contemporary theorist of communication systems.

The encoder is the organism or machine

that converts elements in a code into a

message in such a way that it can be transmitted through an appropriate channel;

the decoder reverses the process so that the
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message can be received and deciphered

successfully. Schramm’s model has come to

be known as the sender (or source)-messagechannel-receiver model, or SMCR for short.

The SMCR continues to be used to this

day in the study of mass communications

systems. The model was further reﬁned

in 1956 by George Gerbner (1919–2005),

who expanded the concept of codes to

encompass social codes such as those that

deﬁne relations such as gender and class. A

similar use of the terms was employed by

Roman Jakobson in his classic 1960 essay

on communication.

Culture theorist Stuart Hall (1973) utilized the terms in reference to discourse

practices and the decoding processes they

revealed. In theory, those who control the

levers of the media have power over those

who receive media messages. But, Hall noted, this does not mean that the encoder’s

message will necessarily be interpreted as

desired. He argued that decoders do not

absorb media messages passively, but decode them in one of three ways, which he

termed preferred, negotiated, and oppositional.

The preferred reading is the message that

media encoders hope audiences will take

from their communications. The negotiated

reading results when audiences accept only

part of the intended message. And an oppositional reading is one that is in opposition to the intended message. A concrete

way to understand the difference between

the three types is to consider a comedian

who has just told a joke before an audience.

If most audience members laugh, then the

joke has produced the preferred reading. If

only half of the audience laughs, then the

joke has triggered a negotiated reading.

Finally, if most of the audience reacts negatively to the joke, then it has produced an

oppositional reading.

Marcel Danesi
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DECONSTRUCTION

[See also: Derrida, Jacques; Post-Structuralism;

Semiotics; Structuralism]



Deconstruction is an approach to textual

analysis introduced by the late French

philosopher Jacques Derrida (1930–2004).

The fundamental idea in deconstruction is

the contention that the meaning of a text

cannot be determined in any absolute way

because it shifts according to who analyses

it, when it is analysed, how it is analysed,

and so on. Moreover, every text has inbuilt

world views that come from historical traditions; these are imprinted in the words

and themes used. Deconstruction challenges traditional assumptions about texts as

mirrors of reality because words, Derrida

claimed, refer only to other words. And

they carry with them historically based

biases and prejudices. He rejected the traditional way scholars interpreted literary

ﬁction as a means of portraying life and the

view that the author of a work is the source

of its meaning. A narrative text has no

unchanging, uniﬁed meaning, because the

author’s intentions cannot be unconditionally accepted or even identiﬁed. There are

an inﬁnite number of legitimate interpretations of a text that are beyond what the author intends. Hence, the text deconstructs

itself over time.

Deconstruction can be located as a textual analytic technique under the more general rubric of post-structuralism, associated

not only with Derrida but also with another

French philosopher Michel Foucault (1926–
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84) (Derrida 1976; Foucault 1972). The main

intent of the movement was to show that

signs (such as words) do not encode reality,

but rather construct it and even obfuscate

it. By their very nature, sign systems are

self-referential – signs refer to other signs,

which refer to still other signs, and so on.

Thus, what appears logical and real in a

text turns out to be mere verbal invention

when deconstructed. Derrida was ﬁxated

with logocentrism –the view that knowledge

is constructed by linguistic categories,

rendering even science virtually useless

because it requires language. Language

encodes ‘ideologies,’ not ‘reality,’ and because language is the indispensable tool of

knowledge-producing enterprises such as

science, these end up communicating nothing more than the self-referential meanings of the words themselves. For Derrida,

words are empty structures, devoid of true

reference to the world and, thus, can stand

on their own for virtually anything. They

can also become dangerous if they encode

prejudices.

Although not a deconstructionist, Roland Barthes (1957) also saw texts in a similar way. He divided their meaning structure into two levels: the linguistic and the

mythical. The former has informational or

referential meaning. For example, a word

such as lion, at this level, refers to ‘a large,

carnivorous, feline mammal of Africa.’ But,

the instant the word is used in a text, it invariably triggers a mythical sense – namely,

a ‘very brave person, generally regarded

as ﬁerce or ferocious.’ The meaning of texts

thus oscillates back and forth between the

linguistic and mythic levels.

Deconstruction is today one of the options available to the literary critic. In the

end, the deconstruction movement envisioned by Derrida was, arguably, nothing

more than an overreaction to structuralism

in its most radical forms. One of its most

fruitful applications was (and perhaps continues to be) in the domain of media studies, anticipating reader-response theory,

or the view that audiences play a role in

shaping the experience of texts. Feminist
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deconstructionists, for instance, examine

the ways in which the gender of the writer

or the reader affects the textual experience.
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DEFAMATION

[See also: Freedom of Speech; Internet]



This entry provides an analysis based primarily on United States law with some reference

being made to Canadian law and the law in

other common law jurisdictions. The following

should not be interpreted as providing legal

advice in any manner whatsoever.

Libel refers to the publication of a defamatory written statement, whereas slander refers to defamatory statements that are spoken. Traditionally the distinction was probably made because of the fact that written

statements were potentially more persistent

and likely to be more widely circulated

than spoken statements. However, with the

advent of, ﬁrst, radio then television and

now the internet such distinctions are less

clear cut. The initial response in many jurisdictions to new broadcast media was to

consider that potentially defamatory statements made on radio or television should

be classiﬁed as libel. More recently we have

seen some jurisdictions essentially do away

with the distinction between slander and

libel, seeking to determine the potential

seriousness of the defamatory statements in
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the light of a variety of factors such as the

potential number of individuals who have

access to the statements in question, the

length of time that the statements are likely

to be accessible, and so on.

A defamatory statement is one which

is likely to have a negative impact on an

individual’s reputation. Clearly this covers

a very wide range of possible statements

and recognizes, as the common law, that an

individual’s reputation clearly has value.

Under common law the publication of a

false statement concerning an individual

is the deﬁning fact underlying an action

with respect to libel or slander. The onus

is generally on the defendant to prove the

truth of the statement rather than on the

plaintiff to provide proof that it is false.

Further, in common law there is no need

for the plaintiff to prove that the defendant

had any intention of harming the plaintiff’s

reputation – proving that the statement in

question had been published – that it is

overheard or accessible by a third party or

third parties is sufﬁcient.

In order to win a libel case generally

speaking the plaintiff has to prove each of

the following: (1) defamation; (2) identiﬁcation; (3) publication; (4) in cases relating to

issues of public interest, fault on the part of

the publisher or broadcaster. Identiﬁcation

requires that the statement is sufﬁciently

speciﬁc as to be understood as referring

to a single individual or a small group of

individuals. Publication generally has been

taken to mean that the statement in question is made known to a third party – that

is, a party other than the source of the

defamatory statement and the individual

allegedly defamed.

If judgment in a libel or slander action

favours the plaintiff then a remedy is likely

to include the assessment of damages, in

some instances the publication of a retraction of the relevant statements and, in

certain circumstances, the granting of an

injunction barring any further publication

of the defamatory statements.

The treatment of the legal actions relating to libel, in particular, has become more



nuanced than the traditional approach

based on the common law. In the ﬁrst

place, in the United States, a distinction has

evolved concerning the status of the plaintiff. If the plaintiff is a ‘public ﬁgure’ then

the plaintiff has to demonstrate that the

defendant acted with malice or with reckless disregard for the truth of the statement.

There is some conﬂict between the courts

as to the deﬁning characteristics of a ‘public

ﬁgure.’ Further, in the United States, the

plaintiff has to prove malice on the part

of the defendant in making the defamatory statement. ‘Actual malice’ has been

explained by Justice Kennedy of the United

States Supreme Court in the court’s opinion rendered in Masson (Masson v. New

Yorker Magazine, 85 F.3rd 1394) as a ‘falsehood knowingly published or published

with reckless disregard for the truth.’ It is

worth noting that United States courts are

often inﬂuenced by concerns relating to the

upholding of the First Amendment when

considering defamation suits particularly

when they involve issues of public interest or involve individuals who have catapulted themselves into the vortex of public

concern. Canadian law has generally not

recognized such a clear distinction between

libel actions brought by public individuals

and private individuals. However, a recent

ruling by the Supreme Court of Canada in

the case of WIC Radio Ltd. and Raif Mair v.

Kari Simpson (WIC Radio Ltd. v. Simpson,

2008 SCC 40) has begun to tread this path.

A British case which came before the House

of Lords under appeal in 2006 also established a fairly strong defence for the media

in defamation suits when the allegedly defamatory statement(s) concern issues in the

public interest.

A variety of potential defences are available to a defendant when a libel or slander

action is brought against them. The ﬁrst,

and perhaps most obvious, is that the allegedly defamatory statements were true.

As we have noted, under common law, the

onus is on the defendant to prove that the

statements are true. However, it should be

noted that there may be a cause of action
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even when true statements are published

about an individual, but the cause of action

will not be libel or slander but may relate to

such causes of action as invasion of privacy.

If a statement is defamatory, common

law has also historically recognized that

on a limited number of occasions such

statements are privileged even if they are

motivated by malice. In these cases complete immunity from being subject to a

lawsuit is provided. Absolute privilege is

provided to members of parliament with

respect to statements made on the ﬂoor of

the relevant debating chamber and to statements, whether written or oral, made during judicial or quasi-judicial proceedings.

It is important to note that it is often the

case that the scope of absolute privilege has

been extended by statute in many common

law jurisdictions. In addition to absolute

privilege the defence of qualiﬁed privilege

has evolved allowing the media to report

on government proceedings as long as their

reporting is fair and accurate.

A distinctly different defence is the defence of fair comment. To the extent that

statements are expressions of opinion

rather than fact, they are not actionable. It

is important to note that courts have been

sensitive to situations where statements of

fact essentially masquerade as statements

of opinion. In a recent ruling of the Canadian Supreme Court (WIC Radio Ltd. v.

Simpson, 2008 SCC 40) it was noted that in

order to satisfy the fair comment defence

a defendant is only required to prove that:

(a) the statement at issue constituted comment; (b) it had a basis in true facts; and (c)

it concerned a matter of public interest. The

court further noted that the fair comment

defence may be trumped by the existence

of malice, which must be proved by the

plaintiff.

In the United States some defendants in

libel cases have sought the neutral reportage

defence. This defence has been recognized

by the second circuit Court of Appeals and

relates to situations where media attempt

to report neutrally both sides of a controversial issue. However, this defence has not
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been generally accepted by courts in the

United States.

Two technical defences which may be

available arise out of consent by the individual defamed or the operation of the statute of limitations. In this context consent

refers to a situation where it can be shown

that the plaintiff gave consent to the libellous publication.

If the plaintiff wins a libel case damages

are assessed by the court. The plaintiff does

not have to present evidence of actual damages. However, in the case of slander it is

typically necessary for the plaintiff to provide such evidence.

With respect to responsibility for a defamatory statement, and hence exposure

to potential libel or slander suits, it should

be noted that, in addition to the author of

the allegedly defamatory statements, any

individual or organization that republished

the allegedly defamatory statement may

ﬁnd themselves the target of a defamation

suit. However, distributors such as bookstores are not considered to be liable. As

noted below, in the United States internet

service providers (ISPs) may be able to seek

immunity from prosecution under the safe

harbour provisions of the Communications

Decency Act.

It is important to observe that differences

between countries with respect to the difﬁculty of winning a defamation suit may

result in what is termed ‘forum shopping.’

The term refers to the attempt to select a

forum for hearing a defamation suit which

will be most amenable to the plaintiff’s

case. It has often been considered that defamation suits are ‘easier’ to win before the

Canadian and British courts than before

the United States courts though the United

States courts often award far higher damages.

Defamation and New Media

As we have noted above the invention of

radio and television and, more recently, the

internet, has had a signiﬁcant impact on

the potential for media organizations and,
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indeed, individuals to be exposed to libel

suits. As material created by individuals

and organizations is more widely disseminated increased attention needs to be paid

to the statements that are made in podcasts,

internet radio and television, chat rooms,

websites, and so forth.

With respect to radio and television,

many jurisdictions have enacted laws to

extend and reﬁne the common law treatment of defamation. However, generally

speaking statutes have not been enacted to

reﬁne and extend common law, or, indeed

existing statutes, into the domain of defamation and the internet. It seems reasonably clear that making statement available

on the internet constitutes publication and

that providing access to the statements of

others available on the internet amounts to

republication. More problematic is whether

the same standards of reportage should

apply to all individuals and organizations

that make potentially defamatory statements concerning issues of public interest.

Indeed, the very notion of what constitutes

a reporter has become very ﬂuid with the

advent of the internet and such reportage

as that represented by blogs.

It is important to note that in the United

States, until recently, internet service providers considered that they could avail

themselves of safe harbour provisions in

the Communications Decency Act and thus

be immune to defamation suits relating to

websites maintained for customers as long

as they adopted a ‘hands-off’ policy with

respect to the contents of these websites.

However, some recent cases have led to the

suggestion that such ‘safe harbour’ provisions may not be as bulletproof as had been

assumed.

One particular area of concern with respect to defamation and the internet relates

to the exercise of jurisdiction by the courts.

In an earlier time considerable control

could be exercise over the distribution of

print and television, such that organizations could be fairly conﬁdent that they

would not face defamation suits brought

by individuals or organizations not resi-



dent in geographical areas where content

was distributed. The internet potentially allowed for the distribution of content to any

user having access to the internet wherever

in the world they might be located. This

leads to two notable cases. In Gutnick v.

Dow Jones & Jones Inc. a resident of the State

of Victoria, Australia, brought suit against

Dow Jones claiming that a defamatory

statement had been published in The Wall

Street Journal and also made available on

the Web to subscribers to an online news

service. Although the article containing the

statements was not directed towards the

residents of the State of Victoria and only

a trivially small number of individuals accessed the relevant website from Australia,

the High Court of Australia (Gutnick v.

Dow Jones & Co. Inc. [2001] VSC 305 (28

August 2001)) supported the exercise of jurisdiction by the State of Victoria. The case

was settled out of court. A more disturbing

case, reversed on appeal, was Bangoura v.

The Washington Post (Bangora v. Washington Post 2005, 202 O.A.C. 76), which was

heard in Ontario, Canada. The facts of the

case were that the Washington Post published and made available on the Web allegedly defamatory statements concerning

the plaintiff when he was resident in Kenya

in 1997. Bangora’s suit before the Ontario

court commenced in April 2003 when he

was resident in Ontario. The Ontario court

concluded that it had jurisdiction, raising

the possibility that media making use of

the internet might ﬁnd themselves facing

suits from anywhere in the world. The

potential assertion of jurisdiction by the

Ontario court sent a shiver through the media industry. However, the ruling was overturned by the Supreme Court of Ontario.

Recent Canadian Jurisprudence

In a recent judgment (Grant v. Torstar

Corp., 2009 SCC 61) the Supreme Court

of Canada recognized a new defence that

can potentially be available to plaintiffs in

defamation cases – namely ‘public interest

responsible communication.’ The Supreme
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Court indicated that the determination of

the public interest would be the responsibility of the judge in a particular proceeding whereas the determination of whether

the actions of the individual or media

organization constituted responsible communication would be the responsibility

of the jury. It is important to note that in

reaching this judgment the Supreme Court

of Canada essentially introduced a defence

that might otherwise be referred to as responsible journalism. Further, the Supreme

Court of Canada, in choosing the more

general term ‘communication’ rather than

‘journalism,’ explicitly recognized that the

defence was available to bloggers and other

new media communicators.

Anthony Wesley

Bibliography

Collins, Matthew. The Law of Defamation and the Internet. Oxford: Oxford University Press, 2001.

Davidson. Alan. The Law of Electronic Commerce.

Cambridge: Cambridge University Press,

2009.

Internet and Online Law. New York: Law Journal

Press, 2010.

Overbeck, Wayne. Major Principles of Media Law.

Boston: Wadsworth, 2009.



DENOTATION VERSUS

CONNOTATION

[See also: Meaning; Semiotics]



The terms denotation and connotation are

used in various disciplines, from semiotics and linguistics to media studies. The

former indicates a kind of ‘core’ meaning

that can be extracted from a sign (word,

symbol, etc.), the latter the additional

meanings that the same sign evokes. The

core meaning of the word cat, for example,

is ‘creature with four legs, whiskers, retractile claws,’ and so forth. This allows us to

distinguish a cat from some other mammal.

The word denotation is derived from the
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compound Latin verb de-noto, ‘to mark out,

point out, specify, indicate.’ The word nota

(‘mark, sign, note’) itself derives from the

verb nosco, ‘to come to know,’ ‘to become

acquainted with,’ ‘to recognize.’ The denotative meaning is called the denotatum

(plural denotata).

When we call a human being a ‘cool cat,’

or when we tell someone that his or her

statement has let ‘the cat out of the bag,’

the word is being used connotatively, that

is, with meanings that have been added

to it over time. A connotative meaning is

called the connotatum (plural connotata).

Consider the exclamation oh. In addition

to being a sign of surprise (denotatum), it

can have various other expressive senses

(connotata), depending on the tone of voice

with which it is uttered. If one says it with

a raised tone, as in a question (‘Oh?’), then

it would convey doubt or incredulity. If articulated emphatically, with a lowered tone

(‘Oh!’), then it would connote disappointment. Connotation, as its name implies, is

meaning that goes along with the nota.

There is a looping pattern between the

two modes of meaning. Take, for example,

the word house. Denotatively, the word

refers to a ‘structure for human habitation,’

no matter what its dimensions are, what

speciﬁc shape it has, and so on. Now, the

same word has acquired various connotata

over time, such as the following:

The house is not in session =

‘legislative assembly, quorum’

The house roared with laughter =

‘audience in a theatre’

He’s in one of the houses at Harvard =

‘dormitory’

Connotata are in theory inﬁnite, since

anything that assumes the basic denotatum

of ‘structure for human habitation’ which

‘humans’ can be seen to ‘inhabit’ in some

way is a candidate for connotation. This is

why that word can even be applied to new

technologies: ‘The internet houses a lot of

information,’ ‘It is a storehouse of knowledge,’ and so on.
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Connotation is the operative meaningmaking and meaning-extracting mode in

the production and decipherment of creative texts such as poems, novels, musical

compositions, artworks, advertising materials, and all kinds of media texts. It is not an

option in interpretation; it is something we

are inclined to extract from a text or form.

For example, the numbers 7 and 13 in Western culture invariably connote ‘fortune,’

‘destiny,’ ‘bad luck,’ and so on, in addition

to their denotata as signs for speciﬁc quantities. Connotata are hardly secondary and

dismissible interpretations. They have realworld consequences. This is evidenced, for

instance, by the fact that high-rise buildings in our society typically do not label the

‘thirteenth ﬂoor’ as such, but rather as the

‘fourteenth,’ in order to avoid the possibility of inviting the bad fortune associated

connotatively with the number 13 to the

building and its residents.

Abstract concepts are particularly high

in connotative content. In 1957, the psychologists Osgood, Suci, and Tannenbaum

showed this by developing an investigative

technique they called the semantic differential, which allowed them to ﬂesh out the

connotative (culture-speciﬁc) meanings

that abstract concepts elicit. Subjects are

posed a series of questions related to a particular concept – Is X good or bad? Should Y

be weak or strong? etc. – which they rate on

seven-point scales. Their ratings are then

analysed statistically. Suppose that subjects

are asked to rate the concept ‘ideal father’

in terms of the following: Should the ideal

father be ﬂexible or stern in raising his children? Should the ideal father be modern or traditional in his approach to the family? And so

on. A subject who feels that fathers should

be more ‘stern’ than ‘ﬂexible’ would place

a mark towards the stern end of the ﬂexiblestern scale; one who feels that a president

should be ‘traditional’ would place a mark

towards the traditional end of the moderntraditional scale; and so on. By asking a

large number of subjects to rate the father

ﬁgure in this way, we would get a ‘connotative proﬁle’ of fatherhood in terms of the



statistically signiﬁcant variations in actual

ratings that it evokes. Research utilizing

the semantic differential has shown that the

range of variations forms a culture-speciﬁc

pattern. For example, the word noise turns

out to be a highly emotional concept in

Japanese culture, since Japanese subjects

tend to rate it consistently at the ends of

the scales presented to them; on the other

hand, for Americans, who rate it in the

mid-ranges of the same scales, it is a fairly

neutral concept. Connotation is constrained

by a series of factors, including cultural

agreements as to what signs mean in certain situations. All signiﬁcation (whether it

is denotative or connotative) is a relational

and associative process – that is, signs acquire their meanings not in isolation, but in

relation to other signs and to the contexts in

which they occur.

The terms denotation and connotation

are somewhat analogous to philosopher

Gottlob Frege’s (1879) distinction between

reference and sense and philosopher Rudolf

Carnap’s (1942) terms intension and extension. While there are subtle differences

among these various terms, they are virtually synonymous:

reference = denotation = intension

sense

= connotation = extension

The ﬁrst use of the denotation vs. connotation dichotomy is often credited to

philosopher John Stuart Mill (1806–73),

but it can be dated back to the medieval

Scholastics, and in particular to William of

Ockham (ca 1284–1347). Such scholars use

the term connotation to mean the sum of

the referents that a word bears. The American linguist Leonard Bloomﬁeld introduced

the distinction in lingustics in his inﬂuential 1933 book called Language, a distinction elaborated a little later by the Danish

linguist Louis Hjelmslev (1961). Although

Hjelmslev’s elaboration is rather abstruse,

it nevertheless had the practical effect of

putting this basic distinction on the agenda

of linguists and semioticians once and for

all. Especially relevant is his characteriza-
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tion of connotation as a ‘secondary semiotic

system’ for expressing subjective meanings

and as an inbuilt feature of signs, not just a

matter of individual choice.

Marcel Danesi
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DERRIDA, JACQUES (1930–2004)

[See also: Deconstruction]



Jacques Derrida was a French philosopher,

born in Algiers, Algeria, known mainly as

the founder of the deconstruction movement, which has been inﬂuential in literary

criticism and media studies. For Derrida, traditional philosophy has always

been misguided in attempting to answer

profound existential questions by assuming that language encodes ideas without

distortion. Derrida saw philosophical discourse as entangled, circular, and serving

the particular interests of the philosopher.

It was hardly a tool for gaining truth about
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reality, which is elusive by its very nature.

Deconstruction was his way of showing

how actual words become entangled and

deconstruct themselves in the process, producing meaningless garble.

Derrida was also critical of the concept

of opposition in linguistics and semiotics,

termed différence by Saussure (1916). He

coined the term différance (spelled with

an ‘a’) to indicate that the whole process

of showing minimal differences between

signs in order to glean meaning from them

as itself a deconstructive process, because

différence was a logocentric theoretical concoction, which rendered it useless. In pairs

such as day/night, opposition theory would

posit that day as the default concept, called

‘unmarked,’ and night as the ’marked’ one,

or the one that is deﬁned in terms of day.

Thus, we can say that night is an absence of

day, but not vice versa. Problems emerge,

however, with oppositions such as male/

female and self/other, which encode biases,

not just neutral différences. But Derrida has

been criticized for missing, or ignoring, the

fact that the choice of one or the other as

the default concept would actually identify,

not construct, the bias. Derrida (1977: 237)

claimed that our oppositions deconstruct

themselves; that is, they fall apart, revealing their biased ’exigencies’ as he calls

them:

In idealization, to an origin or to a ‘priority’ seen as simple, intact, normal, pure,

standard, self-identical, in order then to

conceive of derivation, complication,

deterioration, accident, etc. All metaphysicians have proceeded thus: good before

evil, the positive before the negative, the

simple before the complex, the essential

before the accidental, the imitated before

the imitation, etc. This is not just one

metaphysical gesture among others; it is

the metaphysical exigency.

Derrida failed to see that oppositions

can be, and often are, reversed. This has

happened, for example, to the young/old

opposition in Western society. In the nine-
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teenth and early twentieth centuries, old

was seen as the unmarked form in terms

of social status. By the 1920s a marketplace

youth culture emerged to make young the

unmarked one. Today, being young and

staying young for longer and longer periods is the accepted norm (Danesi 2002).

Such reversals exist across the domain of

cultural oppositions. They certainly do deconstruct themselves, as Derrida claimed,

but in so doing they are reversing the social

factors that led to their emergence in the

ﬁrst place.

Marcel Danesi
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DETECTIVE STORIES

[See also: Adventure Stories; Crime Genre; Pulp

Fiction]



The detective story is an important ﬁction

genre that is formulaic and follows certain

conventions, though there are endless variations and permutations of the basic formula. There are two kinds of detectives: the

‘tough-guy’ detective, as exempliﬁed by

Sam Spade, the hero of Dashiell Hammet’s

The Maltese Falcon, and the ‘classical’ detective, as exempliﬁed by Sherlock Holmes

and more recently by Hercule Poirot, the

hero of Agatha Christie’s Murder on the Orient Express. In both kinds of detective sto-



ries, a ﬁctional detective solves a mystery,

usually involving one or more murders,

through the use of deductive and inductive

reasoning. According to the conventions

of the genre, readers of detective stories

are supposed to be given all the information needed to solve the crime but they do

not recognize important clues, which are

usually found in descriptions of characters

and events and dialogue. So it is up to the

detective, at the denouement of the story, to

identify the criminal and show how he or

she solved the crime.

Readers of mysteries usually compete

with the detective in attempting to solve

the mystery and ﬁgure out who the murderer is but usually are unable to do so,

in part because they are given false leads

(red herrings). That is why mysteries are

also called ‘whodunits.’ Once the detective

explains the solution, readers can then see

that they missed important clues or made

faulty inferences.

It is generally held that Edgar Allan Poe’s story ‘The Murders in the Rue

Morgue,’ featuring C. August Dupin, was

the ﬁrst ﬁctional mystery story. This story,

published in 1841, was followed by two

other stories by Poe, ‘The Mystery of Marie

Roget’ and ‘The Purloined Letter,’ which

set the stage for the development of the

modern detective story. Poe’s Dupin was

somewhat eccentric and following Poe’s

lead, many detectives, especially in the

classical genre, have had curious interests

and unusual personalities and lifestyles.

We see these characteristics to an extreme

in Arthur Conan Doyle’s detective Sherlock

Holmes, the ﬁrst consulting detective, who

is given a sidekick, Dr Watson, who lacks

Holmes’s brilliant mind and ability to unravel mysteries. It is usually Watson who

recounts the stories, describing in considerable detail how Holmes used his incredible

abilities of deduction and insight to understand the meaning of events that transpire

in the story and solve the mystery.

There are any number of subgenres of

the detective story, such as police procedurals and closed-door mysteries, and many
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other ﬁctional genres often involve detection such as spy stories and science ﬁction

stories. Another convention that mystery

writers follow is that the murderer has to

be one of the main characters, all of whom

must have a sufﬁcient motivation to kill

the victim and thus be suspect. The psychiatrist Martin Grotjahn has suggested,

in his book Beyond Laughter: Humor and

the Subconscious, that mystery readers are

reactivating repressed interest in matters

that preoccupied them when they were

children, such as sexual intercourse, menstruation, deﬂoration, pregnancy, and birth.

Mysteries, he adds, transform our earlier

interest in sexuality and transform it into

an interest in justice in the persona of the

great detective.

A trip to any public library reveals that

a relatively large percentage of its ﬁction

section is devoted to detective stories. The

detective story is also popular in other

countries; detective novels have been translated from Russian, German, Dutch, Italian,

Hebrew, and many other languages. The

detective story has also been adopted to

teach various subjects: Arthur Asa Berger’s

Durkheim Is Dead: Sherlock Holmes Is Introduced to Sociological Theory, about sociological theory, and Adrian Praetzellis’s Death by

Theory: A Tale of Mystery and Archaeological

Theory, on archaeological theory, are used

in courses on these subjects in colleges and

universities.

Arthur Asa Berger
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DIALECT

[See also: Language; Media and Communication]



The term dialect, as used in linguistics,

refers to any variant of a language as it

manifests itself in different regions where

the language is spoken or along social lines

or registers. If the variation is regional,

then the dialect is called geographical; if it is

social, then it is called social or sometimes

sociolectal. Many dialects develop because

of divisions within a society, such as those

related to economic class and religion.

For example, the inhabitants of Martha’s

Vineyard, in Massachusetts, adopted particular vowel pronunciations to distinguish

themselves from people vacationing on the

island.

The dividing line between dialect and

language is a thin one. The Romance languages – French, Spanish, Portuguese,

Romanian, Friulian, Sardinian, Rumansh

– were dialectal variants of Latin, spoken in

regions that gradually achieved nationhood

at some point after the demise of the Roman Empire. The dialects of Latin spoken

in the regions were raised to the status of

national languages, because they were used

in territories that achieved political autonomy. Subsequent variations within each new

speech community arose from geographic

factors, that is, from the physical separation of speakers from the centre or centres

where the ‘prestige dialect’ was spoken.

The term dialect derives from Greek dialektos meaning ‘speech,’ referring to the actual ways in which people commonly used

the Greek language for everyday communication. These typically varied from a linguistic ‘norm’ or ‘standard’ that was set up

for ofﬁcial use to variants forms that characterized certain situations or were used in

certain regions. So, in a fundamental way,

dialects are ‘natural’ forms of language,

while standard or national languages are
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forms that have been reﬁned to produce

communal usage norms. For example, the

French spoken in Paris is considered the

standard form of French. Those who do not

speak Parisian French are perceived to be

speaking a dialect. But originally, Parisian

French was itself a dialect of spoken Latin.

The reasons why it achieved ‘norm status’

have a long history behind them that has

nothing to do with any intrinsic quality

in the dialect. This is true of all other language situations. In Italy, the emergence of

Florentine Tuscan as the basis for the standard language was tied to its use by great

medieval writers (Dante, Petrarch, Boccaccio) who happened to live in Florence and

thus who used Florentine in their writings

because it was their native tongue. People from all over Italy wanted to read the

works of the Florentine writers. Tuscan was

thus guaranteed a wide reading audience

and, consequently, spread throughout the

peninsula, gradually becoming the norm

for developing a standard language.

Linguists determine if two languages are

related dialectally by using what they call,

loosely, mutual intelligibility. If the differential types of speech used by two speakers

are not intelligible to both, then the types

are classiﬁed as different languages; if they

are intelligible, then they are considered to

be dialects of the same language. As Chambers and Trudgill (1998: 3) aptly put it, this

‘has the beneﬁt of characterizing dialects

as subparts of a language and of providing

a criterion for distinguishing between one

language and another.’ There are, however,

problems with this criterion, because many

levels of mutual intelligibility exist (even

among unrelated languages), and linguists

must decide at what level speech differences are mutually intelligible or not. However, in practice most can tell whether or

not two speech forms are related.

To study dialects, linguists have developed a number of speciﬁc tools. One is the

dialect atlas. As its name indicates, it is a

collection of maps of speciﬁc regions, each

one showing the actual form a word or

phrase takes on in the regions surveyed.



The ﬁrst to construct such maps was a German schoolteacher named Georg Wenker in

1876. He mailed a list of sentences written

in standard German to other schoolteachers in northern Germany, asking them to

transcribe them into their local dialects.

In this way, Wenker compiled over 45,000

questionnaires, each containing 40 sentences, allowing him to produce two sets

of maps highlighting different linguistic

features. He bound the maps together under the title Sprachatlas des Deutschen Reichs.

Wenker’s questionnaire method remains

the basis for conducting dialect surveys

to this day, even though the technology

and sophistication for gathering the data

have, of course, evolved considerably. Dialectologists now send observers into the

designated region(s) to conduct and record

interviews, or else they conduct the interviews through online sites. This ﬁeldwork

approach started with the Swiss linguist

Jules Gilliéron (1854–1926) in the latter

part of the nineteenth century. Gilliéron

devised a questionnaire consisting of 1,500

common vocabulary items that his primary

ﬁeldworker, Edmond Edmont (1848–1926),

used to compile the relevant data from

various parts of France. From 1896 to 1900,

Edmont was able to collect and transcribe

700 interviews at 639 locations. The results

were published as the Atlas linguistique de la

France between 1902 and in 1910. Today, in

addition to questionnaire techniques, dialectologists have at their disposal software

that allows them to analyse large amounts

of data quickly and to produce linguistic

maps with a great degree of accuracy.

Not all linguistic variants are considered

to be dialects. The terms pidgin and creole,

for instance, refer to different kinds of

variant languages (Holm 1989). A pidgin

emerges to make communication possible

between two or more groups that speak

different languages, one of which is the

dominant language and thus the basis for

the pidgin. Pidgins, such as the Pidgin English of the Solomon Islands of New Guinea,

typically simplify the grammar of the

dominant language. This is evident in such
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patterns as the use of inﬁnitives in place

of conjugated verbs and the reduction or

elimination of various determiners (articles,

demonstratives, and so on). If the language

of a pidgin-using community spreads and

becomes part of the society, then it is called

a creole, from the Spanish word criollo,

meaning ‘native to the place.’ The children

of such people are then its ﬁrst true native

speakers. Creole speakers develop their

own identities and cultural forms, through

the new language. The creole music of

Louisiana, for instance, is now viewed as

an important artistic musical idiom. Creoles are testimony to the powerful instinct

in humans to create language on the basis

of need and then to use it creatively.

Dialects that encode social differentiation are called social dialects or sociolects.

If they are associated with educated and

high-class speakers, they are considered to

be part of ‘good language’; if not, they are

viewed as ‘slang.’ A slang expression may

be a new word, or it may be an old word

with a new meaning. People use slang

more often in speaking than in writing, and

more often with friends than with strangers. But this is changing in the world of

text messages and online communications,

where sociolectal differences are breaking

down. In fact, the use of ‘high’ language is

being restricted more and more to speciﬁc

registers and social domains. Many slang

expressions become colloquialisms, expressions used in everyday conversation, and

which quickly become part of the norm.

Words and expressions such as jock, cool,

loony, chick, dude, sloshed, chill out, 24/7,

among many others, originated as slang

forms.

Typically, social dialects reﬂect different

emphases and roles in diverse societies. In

traditional Japanese culture, for example,

the word for ‘stomach’ is hara among men,

but onaka among women, probably alluding to the fact that, biologically, the two

stomachs are different. Similarly, in Koasati

(an indigenous language spoken in Louisiana), men say lawawhol to refer to ‘lifting,’

while women say lakawhos, perhaps imply-
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ing that the lifting abilities of the two genders are different. People are highly sensitive to such differential details in speech. A

classic study by American linguist William

Labov (1967) brings this out. Labov made

tape recordings of the conversations of

New York City residents of different ethnic

backgrounds and social classes. One of

the features that stood out in the recordings was the use of /r/ after vowels in

such words as bird, tired, beer, and car. He

found that an ‘/r/-less’ pronunciation was

perceived to be old-fashioned and, thus, of

low prestige. The highest occurrence of the

pronunciation of /r/ was in young people

aged 8 to 19. In a subsequent study (1972),

he was able to link this pronunciation pattern of /r/ in New York City to social mobility. Simply put, those aspiring to move

from a lower class to a higher one attached

great prestige to the way (or style) in which

the /r/ was pronounced.

A decade before Labov’s work, John

Fischer interviewed a group of elementary schoolchildren in 1958, ﬁnding that

the children often alternated between two

pronunciations of the present participle

verb sufﬁx -ing: reading vs. readin’. The

choice was related to the gender, social

background, personality, and mood of the

children. If the girls came from families

with an above-average income, and had

dominating or assertive personalities, they

used the reading pronunciation. However,

as the children became more relaxed, all of

them, regardless of background, were more

likely to use the readin’ pronunciation.

Marcel Danesi
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DIALOGUE

[See also: Bakhtin, Mikhail Mikhailovich; Discourse;

Discourse Theory]



The term dialogue has a long history in several disciplines, from philosophy and education to modern-day cultural theory. Basically, it means an exchange of information,

ideas, or opinions in some structured and

object-oriented way between interlocutors.

The link between dialogue and knowledge was established in antiquity by teachers and philosophers. The dialogue format,

as a question-and-answer exchange, was

ﬁrst introduced into Western philosophy by

Socrates. He believed in the superiority of

the dialogue over writing, spending hours

in the public places of Athens, engaging

in dialogical exchanges with anyone who

would comply. The so-called ‘Socratic

method’ is still as valid today as it was

then. Socrates claimed that only through

dialogue do we come to understand our

own ignorance, because by its very nature

it entices us to investigate truth further.

Socrates inveigled his partner to consider

certain beliefs until a contradiction was

reached with the disputed belief indirectly.

In this way, the interlocutor was made to

accept the untenability of his or her initial

belief or hypothesis and to consider other

hypotheses, which are then, in turn, also

subjected to the same process of dispute.

Most of the dialogues, therefore, are not

resolved – as in real life.

Dialogue goes on all the time in human

life, manifesting itself in conversations,

chats, and even silently within ourselves.

The Russian psychologist Lev Vygotsky

(1962, 1978) showed that ‘internal dialogue’

surfaces early in life as a spontaneous



means for grasping the meaning of the

information in the world. When children

speak to themselves during play, they are

engaging in true investigative dialogue,

testing out ideas as they are imprinted in

the phonic substance of words.

It was Plato, Socrates’ pupil, who introduced the use of dialogue as a form

of philosophical inquiry. Except for the

Apology, all of Plato’s writings are constructed in dialogical form (to greater or

lesser degrees). After Plato, the dialogue

was relegated primarily to the literary

domain, although it is said that Aristotle

(Plato’s pupil) wrote several philosophical

dialogues in Plato’s style, none of which,

however, have survived. The dialogue was

revived by early Christian writers, such

as St Augustine, Boethius, and somewhat

later Peter Abelard. However, under the

powerful inﬂuence of Scholasticism, it was

replaced by the more formal and concise

genre of the summa, or synthetic treatise, of

which the most widely known is the one by

St Thomas Aquinas.

The dialogue was reintroduced into

philosophical inquiry by various European

philosophers in the late seventeenth century. For example, in 1688, the French philosopher Nicolas Malebranche published

his Dialogues on Metaphysics and Religion,

contributing to the genre’s revival. The

Irish prelate George Berkeley employed

it as well in his 1713 work Three Dialogues

between Hylas and Philonous. Perhaps the

most important use of the dialogue in

scientiﬁc writing was by Galileo in his Dialogue Concerning the Two Chief World Systems

of 1632. Such uses of the dialogue have

been abandoned since the Enlightenment.

The dialogue has given way in the sciences

to the treatise, the essay, and similar prose

forms of writing.

The modern-day intellectual who expanded the concept of dialogue to encompass social interaction was the late Russian

philosopher and literary scholar Mikhail

Bakhtin (1895–1975). For a long period of

time his ideas remained virtually unknown

outside of Russia. Through English transla-
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tions of his works in the 1980s and 1990s

(Bakhtin 1981, 1986, 1990, 1993a, 1993b),

Bakhtin’s ideas are now being applied to

all kinds of ﬁelds (for example, Clark and

Holquist 1984; Ponzio 1986, 1993, 2006;

Ponzio and Petrilli 2005; Holquist 1990;

Morson and Emerson 1990; Vice 1997;

Farmer 1998; Hirschkop 1999).

For Bakhtin the dialogue allows people to give voice to their consciousness

and to understand that there exist three

main forms of self-awareness and identity – ‘I-for-myself,’ ‘I-for-the-Other,’ and

‘Other-for-me.’ The ﬁrst one is an unreliable source of identity. It is through the

‘I-for-the-Other’ form that we develop a

true sense of who we are, because it incorporates the views of others into our models

of ourselves. Conversely, the ‘Other-forme’ perspective is the way in which others

construct their own self-identity. Identity,

in this Bakhtinian framework, is a shared

form of consciousness; it can never be ‘ﬁnalized,’ that is, completely understood,

known, or labelled, as is the tendency of

social scientists to do. People change and

never really fully reveal themselves as they

truly are.
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With the onset of the internet age beginning in the mid-1990s, many national governments and international organizations

started viewing the new information and

communication technology (ICT) as a vehicle for achieving wider socio-economic

development, believing that it could be

used to address problems in the ﬁelds of

education, health, rural development, poverty alleviation, and employment equity.

According to the G7/G8 Summit in 2000

(Okinawa): ‘ICT may be applied to almost

every problem in probably all sectors … the

highest social application of ICT is poverty

alleviation.’ Similarly, the Millennium Declaration, adopted by the United Nations

in 2000, stated: ‘ICTs can help alleviate

poverty, improve the delivery of education and health care, make government

services more accessible, and much more.’

The United Nations Development Program
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(UNDP), the World Bank, and the International Telecommunications Union (ITU)

have since been promoting the spread of

ICT, particularly in developing countries.

While acknowledging the beneﬁts of

ICT, governments and international organizations soon came to fear that ICT

could actually widen the gap between

‘information-rich’ and ‘information-poor’

peoples, creating a new division called the

‘digital divide.’ It is argued that this could

have serious consequences and result in

new forms of socio-economic inequalities if

governments fail to take appropriate policy

measures. Many nations in both the developing and developed world have since formulated ICT policies to inhibit this digital

divide from becoming a reality and to ensure that ICT beneﬁts one and all. Some examples are: Bermuda’s ‘Information Island

of the 21st century’; Singapore’s ‘Intelligent

Island’; the UK’s ‘IT for All’ and ‘Closing

the Digital Divide: Information and Communication Technology in Deprived Areas’;

India’s ‘Information Technology for Masses’; Denmark’s ‘dk21’ and ‘IT Universities’;

and South Africa’s ‘Electronic Government:

The Digital Future.’

The Digital Future of ICT for Development (ICT4D) has been used for e-governance to improve the quality of citizen

participation, accountability, and transparency. The IDRC- (International Development Research Centre) funded project on

local e-governance has undertaken work in

ten African countries and has found better

modalities for staff efﬁciency, user information, and rapid accommodation and service

delivery and provisions. ICT can promote

e-governance to rectify the inequities from

human governance, or h-governance. This

provides a compelling reason to bridge the

digital divide rather than retain or sustain it.

Angathevar Baskaran and Mammo Muchie
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DIGITAL MEDIA

[See also: Analogue Media; Medium; Transmission

Modes]



Digital media generally refers to developments in electronic technologies used for

the production, storage, distribution, and

reception of speciﬁc forms of mass communication. As an extension of computer technology that uses binary numeric codes to

operate programs and represent data, the

term digital refers to the numeric methods

of processing, representing, and transmitting numerical data that will be converted

to more accessible communication and

information.

To the extent that media consumers cannot directly receive and interpret the rapid

electronic processing of numerically coded

data, digital media depend on the technological conversion of digital data to physical or analogue media. The term analogue

refers to the physical nature of visible and

audible media representations. The notion

of analogue media then refers to a physical record of some form of communication

used to preserve or reproduce a representation that is similar to the original presence

of the perceptible source material such as

words, sounds, and images. Limited to

sense perceptions such as the capacities

to hear and see the actual physical world,

humans are dependent on technologies
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to convert digital media data back into an

analogue form in order to be effectively

usable. Examples of digital media include

the internet, World Wide Web, global positioning systems, compact discs, cellphones,

digital video, digital audio, and digital animation. Each of these digital technologies

functions as a communication medium.

Media (plural of the noun medium) generally refers to the necessary means of

representing thoughts or ideas originating in the mind of a message sender in a

physical form so that they can be perceived

and subsequently used to communicate

to a message receiver. The medium is the

material means of communicating that can

be used for storing or transmitting words,

sounds, images, and ideas to be received

through sense perception. The capacities

to hear, feel, smell, taste, and see are necessary for apprehending the world and

surviving, but media primarily exploit

sight and sound to create communicative

representations. Analogue media use the

actual physical nature of sound and images

to record, store, and transmit messages,

ideas, information, and entertainment. Digital media speciﬁcally involve electronic

media and have radically changed the

overall processes of recording, storing, and

transmitting communication data, but still

must deliver an audible or visible form of

communication.

Digital media have signiﬁcant advantages over analogue media because they

can be reproduced and transmitted with

coded data rather than masses of physical materials. Digital media are faster and

more economical to store, reproduce, and

transmit. An entire newspaper or musical

performance can be sent from one computer to another without cutting a tree to

make paper, or producing ink to print, or

producing plastic or vinyl polymer materials. Besides the expense of materials and

manufacturing, multiple generations of

copies of analogue media may lose quality while digital media are reproduced by

copying coded numerical data that are unaffected by the process.



239



Technologies continue to be developed

so that digital media can be transferred

extremely rapidly over great distances,

making global communication fast and

economically available to more people.

Cellphones, the internet and World Wide

Web, global positioning systems, digital radio and television, and other new developments are affecting business, politics, and

everyday life. Digital technologies have

helped countries that lacked traditional

analogue communication infrastructures

to modernize quickly and take advantage

of the newest innovations. Scientists, engineers, and business entrepreneurs are

motivated to explore new innovations and

encourage global use of digital communication systems. Digital media will continue

developing and exploiting the speed and

adaptability of electronic technologies using numerical codes for every kind of individual and mass communication.

Elliot Gaines
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DIGLOSSIA

[See also: Dialect]



Speakers of all languages perceive some

forms of speech as being ‘higher’ socially

and culturally, and others as being ‘lower.’

These entail differences in pronunciation,

grammar, and vocabulary which are perceived by people as differences in class,

upbringing, education, and the like. Language, like dress, is a conveyor of identity

and character. Different linguistic forms
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Table 1



Greek

Arabic

Swiss German



High



Low



Katharévousa

’al-fush (Classical)

Hochdeutsch (High German)



Dhimotiki (Demotic)

’al-‘ammiyah (Colloquial)

Schweizerdeutsch (Low German)



and registers are tied to social perceptions

and even to the ways in which some societies organize themselves. For example,

at the top of the social ladder in Javanese

society are the aristocrats, in the middle the

townsfolk, and at the bottom the farmers.

Appurtenance to any one of these levels

brings along with it a distinct style of

speech that identiﬁes the speaker’s location

on the ladder. The top, or highest, register

is used not only by aristocrats who do not

know one another very well, but also by

members of the townsfolk if they are addressing a high government ofﬁcial. The

middle register is used by townsfolk who

are strangers to each other (or who do not

know each other very well), and by peasants when addressing their social superiors. The lowest register, or style of speech,

is used by peasants, or by an aristocrat

or townsperson talking to peasants, and

among friends. The latter is also the form of

language used to speak to children.

The study of how language variation is

perceived socially and what it means in

terms of the speaker’s identity is one of the

central topics of modern-day dialectology.

Within this ﬁeld, the study of the relation

between the socially perceived higher and

lower forms of language comes under the

rubric of diglossia – a term introduced into

linguistics by the American linguist Charles

Ferguson in 1959. Ferguson observed

that societies tended to evaluate forms of

speech, like forms of culture, as being of

high or low prestige. The former is used for

ofﬁcial, formal, religious, and scholarly

purposes, and the latter for colloquial and

various vernacular purposes. Ferguson

noted, moreover, that the high form always

had a strong literary tradition and that it



was never acquired as a native dialect, but

introduced through formal education.

Ferguson studied situations in which

there existed two markedly divergent

varieties of a language, each employed in

speciﬁc social ways. One of the varieties

was the basis for ordinary conversations

and interactions; the other was the basis

for formal communication and writing. He

called the former Low (L) and the latter

High (H). Together, the two constitute a

diglossic system. Diglossia turns out to be

a widespread phenomenon. Some widely

known examples are found in modern

Greek, Arabic, and Swiss German as

shown in Table 1.

In these societies, the functional distinction between H and L forms of speech is

clear-cut and socially signiﬁcant; in others

it is not. H forms are used typically for

writing, sermons, lectures, newscasts on

television, poetry, science, and so on; these

are learned in school. L forms are used

instead in routine talk and communicative

behaviour and in various informal contexts

(including humour, cartoons, etc.). The H

and L forms of language reveal differences

in phonology, grammar, and vocabulary.

For instance, there is a marked difference in

the pronunciation of Hochdeutsch and Schweizerdeutsch, with each one evoking speciﬁc social perceptions associated with it.

Some communities actually use only the H

form, while others the L one, thus demarcating themselves linguistically and socially. There are three noun cases in classical

Arabic, whereas colloquial Arabic does not

have any. In Greece, there are many word

pairs marked as either H or L, such as ínos

(H) and krasí (L) for referring to ‘wine.’ In

restaurants, only the H form is written on



Discourse

menus, while diners would ask for wine

with the L word (see Trudgill 1983).

The H and L dichotomy is a functional

one even in areas where situations such

as those described above do not exist. It

constitutes an index of identity and social

solidarity. The H dialects are often believed

by their speakers (and others) to be more

beautiful and logical and thus more appropriate for aesthetic and various other social

purposes. But diglossic situations tend to

become unstable in the face of movements

towards the adoption of a single standard.

To quote Crystal (2010: 43):

In such circumstances, there are arguments in favour of either H or L varieties

becoming the standard. Supporters of

H stress its link with the past, and its

claimed excellence, and they contrast its

unifying function with the diversity of

local dialects. Supporters of L stress the

need to have a standard which is close

to the everyday thoughts and feelings

of the people, and which is a more effective tool of communication at all levels.

‘Mixed’ positions, setting up a modiﬁed H or L, are also supported; and the

steady emergence of L-based standards

has been noted in China, Haiti, and several other areas. In Greece, the diglossic

era came to an end in 1976, when the

government banned Katharévousa in

schools and promoted Dhimotiki in ofﬁcial texts.

Diglossia is found throughout the world.

Today, it is connected to identity and differentiation. In England, the pronunciation

of /h/, as in hat, conveys social information. Members of certain social groups

often adopt a particular pronunciation of

/h/ as a way of distinguishing themselves

from other social groups. Similarly, the

inhabitants of Martha’s Vineyard, in Massachusetts, have adopted particular vowel

pronunciations to distinguish themselves

from people vacationing on the island.

Sara Maida-Nicol
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DISCOURSE

[See also: Cognitive Language Studies; Conversation

Analysis; Discourse Theory; Narrative; Speech Act

Theory]



Discourse is the use of language for social

reasons. The study of discourse comes

under various rubrics, including pragmatics, discourse analysis, or discourse theory.

The basic idea in all of them is to study the

meanings of linguistic forms in their contexts of use, as opposed to the study of the

meanings contained within the linguistic

forms themselves. Although the informal

study of discourse existed already in late

nineteenth-century linguistics, its systematic study started in the 1970s, when British

philosopher Paul Grice (1975) introduced

the notion that interlocutors make the assumption that anything spoken in a speciﬁc

social context is intended to be relevant

(whether it is true or not), and the American

linguist Dell Hymes (1971, 1972) introduced

the notion of communicative competence to

describe a speaker’s ability to use language

meaningfully in communicative settings.

The notion of register is central in all

models of discourse. Register refers to
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language forms that relate to degree of

formality of usage. These identify the communicative purpose, the social context, and

the status of the speakers. As the linguist

Martin Joos argued in a 1967 book titled

The Five Clocks of English, we unconsciously

use different kinds of registers at speciﬁc

times because of the social conditions associated with them. For example, in the

morning our speech is informal when

interacting with family members, while at

work the register varies from formal (with

a superior) to informal (with a work companion), and so on.

Another common notion in discourse

analysis is that of speech act (Austin 1962). A

speech act is a verbal form (word, expression, etc.) that replaces or elicits a physical

(or other kind of) action in a socially appropriate fashion. ‘Be careful!’ for instance, has

the same kind of effect as putting a hand in

front of someone to block him or her from

doing something carelessly (among other

things). The statement ‘Get out of here!’ has

the same effect as marching someone out

the door. The central idea in speech act theory is that language structures are sensitive

to situational variables and entail agency

relations (actors, actions, and so on):

(1) Don’t do that, you clown!

(2) It is best that you not do that!

Generally, (1) would be spoken by

someone who is on intimate terms with an

interlocutor; while (2) would be uttered

by someone who is on formal terms – (1)

is abrasive and emotionally charged; (2) is

evasive and emotionally neutral. The act

inherent in both is the same one (not doing

something), but the speech form used also

provides social information. However, if (1)

involves conﬂict or emotional clash, then

it might occur in formal contexts; (2) could

also be construed ironically and thus be

used in informal contexts.

As Robin Lakoff (1975) has observed,

speakers regularly refrain from saying

what they mean in many situations in the

service of a hidden goal of politeness in its



broadest sense, that is, to fulﬁl what has

been called a phatic function. The following

snippet of conversation is typical of how

this function often manifests itself in English discourse:

Speaker A:

Speaker B:

Speaker A:



Hi, how are you?

Great. See ya’ later.

OK!



Speaker A’s question is not intended

literally. It is used as a formulaic mode of

contact, albeit with a well-wishing subtext

built into it. This is understood by B, whose

answer ignores the literal meaning. If B

had said something such as ‘I am not well,’

then the conversation would have taken a

completely different turn, since its structure

was not perceived as phatic by B or else B

wanted to provide information of a certain

kind.

As the foregoing discussion suggests, the

rules of language are intertwined with the

rules of discourse. In his ground-breaking

study of communicative competence, Dell

Hymes (1971) identiﬁed eight basic factors

that shape the language-communication

interface in discourse. He named each one

so that its initial letter would be a letter in

the word speaking:

S = setting and scene: the time, place,

and psychological setting

P = participants: the speaker, listener,

audience involved in a speech act

E = ends: the desired or expected outcome

A = act sequence: how form and content

are delivered

K = key: the mood or spirit (serious,

ironic, jocular, etc.) of the speech act

I = instrumentalities: the dialect or linguistic variety used by the speech

community

N = norms: conventions or expectations

about volume, tone, rate of delivery, etc.

G = genres: different types of performance (joke, formal speech, sermon,

etc.)



Discourse

Work on discourse has proliferated since

Hymes’s model. The list below includes

some of the main categories used today in

the study of discourse:

(1) Instrumental: discourse used to satisfy

various needs: ‘May I have some sugar

please?’

(2) Regulatory: discourse intended to control others: ‘Please shut the window!’

(3) Interactional: discourse with no actual

meanings as such, but aiming simply to

maintain social ties and relations, ﬁlling in blanks or gaps in a conversation,

making contact, and so on: ‘Hi, how’s it

going?’ This has also been termed phatic

(as discussed above).

(4) Personal: discourse used as a channel

of emotional release or intentionality:

‘Ouch!’ ‘Hey, what are you doing?’

(5) Heuristic: discourse intended to gain

information: ‘What’s that called?’ ‘Can

you explain that notion to me?’

(6) Imaginative: discourse intended to convey unique ideas creatively: ‘Time ﬂies

as they say.’

(7) Representational: language aiming to

represent or classify things – ’animals’

vs. ‘objects,’ ‘liquids’ vs. ‘solids,’ and so

on.

(8) Performative: discourse used in rituals

and performances (magic, prayers, etc.).

(9) Socialization: discourse used to indicate

connection to a society, community, or

group (jargon, slang, colloquialisms,

etc.). Speaking in certain ways, according to a certain style, etc. is intended to

provide access to groups or communities. Belonging implies knowledge of

how to utilize speciﬁc linguistic cues.

A particularly interesting example of discourse is oath taking. The judicial oath, for

instance, is taken by a witness in a court of

law who swears that all of his or her statements will be true. Often the witness must

lay a hand on a religious text while taking

the oath, connecting the linguistic function

to the sacred dimension. This means, in

effect, that the person is making a declara-



243



tion through God. Oaths reveal a deeply

entrenched belief that language has magical or sacred origins. Any infringement

of this belief is seen as a dishonest act. A

person who takes an oath in court and then

makes a dishonest statement while under

oath will be declared guilty of perjury, a

crime that is punishable by a ﬁne or a jail

sentence.

Marcel Danesi
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DISCOURSE THEORY

[See also: Bakhtin, Mikhail Mikhailovich; Discourse;

Speech Act Theory]



The term discourse, as used in discourse

theory, refers to language use in a social

context. There are, however, two different

ways of using the term. Both are important

in order to understand the nature of the

discourse theories that are developed and

applied in various areas of the communication sciences today. In its basic meaning discourse can refer to a speech or to a text, that

is, to an instance of language use spoken

or written. In linguistics, where the term

originates, discourse is used in particular



to refer to the organization of whole texts

or utterances as well as to intermediate,

relatively autonomous verbal communicative units larger than a sentence or clause.

Therefore the study of discourse is the

study of language beyond the sentence.

In linguistics, the importance of studying discourse was advocated as early

as the 1920s by the Russian linguist and

literary scholar Mikhail M. Bakhtin, who

anticipated many key concepts of current

discourse theories, in particular in the

works he wrote with his associate Valentin

N. Voloshinov. In contrast to Ferdinand de

Saussure’s focus on language as a stable

system of signs (Saussure being the founder of modern linguistic method), abstracted

from the concrete instances of language

use, Bakhtin saw the social event of verbal

interaction through dialogue as the essence

of language and how it has evolved. Bakhtin’s ideas remained all but forgotten for

several decades, and despite the work of

other important precursors, such as Phillip

Wegener (1885/1991), Leo Spitzer (1922),

Karl Bühler (1934), Emile Benveniste (1966),

Bronislaw Malinowski (1922), Zellig Harris

(1960), and Kenneth Pike (1971), the study

of discourse remained stagnant until the

late 1960s. In tandem with a ‘pragmatic

turn’ in linguistics, inspired by the work of

philosophers such as John L. Austin (1960),

Paul Grice (1975), and John R. Searle (1969),

discourse analysis emerged as a proper

subﬁeld of linguistics. Most discourse theories share with pragmatics the idea that the

use of language is a social action designed

to bring about changes in institutional

social realities as well as in interpersonal

relationships.

As used today, discourse can also refer

to the particular way in which language is

used by a certain social group, community,

institution, class, ethnic group, subculture,

ideology, age generation, and so on. This

is why one can refer to ‘the discourse of

economists,’ ‘the discourse of the liberals/

conservatives,’ ‘corporate discourse,’ or

the ‘discourse of baby boomers’ versus ‘the

discourse of generation X,’ and so forth.



Discourse Theory

Such uses of the word imply something

that is typical, recurrent, and characteristic

(both at the level of content and at the level

of form) in the speech of certain people

or communities. In turn, the various ‘discourses’ reveal the values, practices, and

social rules of the speakers. Such discourses

are typically characterized by keywords

(and key phrases) understood as words (and

phrases) that appear with signiﬁcant frequency in the speech acts of the discourse

users (Stubbs 2010). It is this meaning of

the term that has become popular in the

social sciences, a trend that started with the

work of French historian and philosopher

Michel Foucault (1971). But it was Bakhtin

who foreshadowed this trend, especially

with his notions of speech genre and intertextuality (see below). Following Scollon and

Scollon (2001), it is perhaps more appropriate to use the term discourse system rather

than just discourse in this case. According to

Scollon and Scollon (2001) discourse systems are characterized by a jargon shared

by the members of the group, by speciﬁc

ways of behaving, by the adoption of a particular ideology, and by peculiar forms of

interpersonal relationships.

Three kinds of discourse theories can now

be identiﬁed:

(1) theories that explain how discourse

works, focusing on how people use

language in social interaction, in general, or within speciﬁc social contexts

(families, schools, private corporations,

universities, the media);

(2) theories that use textual or conversational data to determine how the

discourse system is used in its social contexts, and how stable repeated instances

of language use contributes, maintains,

or deﬁnes the relevant social realities

(interpersonal relationships, behaviours

within enterprises and other organizations, media, cultural communities,

ethnic groups, etc.); and

(3) theories that use the notion of discourse

as a vehicle to get to the basis of social

forms, behaviours, ideologies, etc. –



245



gender as discourse, race as discourse,

corporate strategy as discourse, linguistic

theory as discourse, epidemiology as discourse, displacement as discourse, etc.

The recurring phrase ‘X as discourse’ is

meant to stress the fact that a certain

speech phenomenon is the product of

unconscious processes of social construction and ideological reproduction

inﬂuenced by power relations. Typically

these processes are ‘invisible’ (in part)

to the social actors involved, who tend

to perceive them as more ‘natural’ than

they really are.

Type (1) theories focus mostly on discourse as understood within pragmatic

linguistics; type (2) theories also focus on

this type of discourse but also look at the

broader uses of speech patterns within

groups; type (3) theories fall outside the

domain of linguistics proper, belonging

more to cultural analysis. The distinction

between types (1) and (2) is hard to establish at times, being mainly a matter of

degree. Both aim to provide an account of

the social characteristics of speech, rather

than giving an in-depth consideration to

the workings of discourse in any of its

meanings.

Core Concepts

While discourse studies today are extremely diverse, there are some concepts that

are shared by virtually all approaches to

the phenomenon. Interestingly, these were

all preﬁgured or originated in Bakhtin’s

work.

Context

The use of language in human interaction

depends crucially on contextual factors.

Bakhtin expresses this idea by saying that

each utterance is made of two parts: the

verbal part and a non-verbal, implicit,

part. The latter has to be ‘recovered’ inferentially – through an enthymeme, as

he calls it – starting from the non-verbal
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context of the utterance. This includes: (1)

a spatial purview common to the participants; (2) a common knowledge and understanding of the circumstances, and (3)

a shared evaluation of these circumstances

(Voloshinov 1983). In modern discourse

theory, the notion of common ground (Clark

1996) provides a sophisticated version

of Bakhtin’s idea of a shared context for

understanding. The common ground notably includes some representation of what

Grice (1975) calls the accepted common

purpose or direction of the communicative interaction. Such an assumption of a

shared purpose provides, in the Gricean

framework, an essential guidance in working out the implied meanings conveyed by

the non-verbal component of discourse. As

argued convincingly by Levinson (1992),

discourse is embedded in human activities

that belong to recurrent and recognizable

activity types, which assign precise roles to

participants and greatly constrain the kind

of utterances that may be exchanged. The

textual correlate of these activity types is

represented by discourse genres.

Discourse Genres

In Bakhtin’s (1986) original conception,

verbal communication cannot be explained

outside of its connection with the immediate speech situation and the broader social

context, and linguistics should consider the

forms of organization of whole utterances as its

primary object. This organization is based

on forms called genres. Genres are typical

patterns corresponding to recurring communication needs arising in a given sphere

of human activity. Discourse genres can be

written or spoken, dialogic or monologic.

Some randomly chosen examples of discourse genres are: the encyclopedia entry,

the research paper, the sermon, the news

interview, the job interview, the editorial,

the press conference, the university lecture, the medical consultation, the court

sentence, a personal advertisement in a

newspaper. All these have a compositional

structure of their own that speakers use to



guide their expectations. Different genres

are also characterized by speciﬁc stylistic

choices. The term register is sometimes used

to refer to these choices. Genre analysis is

currently an important and ﬂourishing area

of modern discourse studies.

Intertextuality/Interdiscursivity

Contemporary discourses derive from

previous ones. This means that discourses

are intertextual or interdiscursive, since they

invariably cite (directly or indirectly) previous speech through some strategy (mention, imitation, presupposition, rejoinder,

explanation, critique, parody, etc.). Some

texts, of religious, political, or aesthetic

signiﬁcance, can become canonical for a certain cultural community: the Bible, Shakespeare’s plays, the Declaration of Independence, and Martin Luther King’s ‘I have

a dream’ speech are canonical texts. At another level, the notion of intertextuality is

essential for understanding the functioning

of discursive production in the media and

popular culture in general, from television

to comics (think of the importance of seriality, or of phenomena such as the remake, the

cross-over or the cameo). The study of intertextuality is nowadays a burgeoning ﬁeld

of research within discourse studies in particular among anthropologically oriented

discourse scholars.

Dialogism

A third principle informing Bakhtin’s

(1982) view of discourse is the dialogical

principle (dialogism), which extends and

complements the notion of intertextuality.

According to this inﬂuential view, dialogue

is fundamental for understanding any form

of discourse. In fact, all kinds of discourse,

monologic or dialogic, are always oriented

towards an addressee and his/her explicit

and implicit response. This is particularly

apparent in rhetorical discourse, which is

aimed at securing the consent of an addressee and is constructed to anticipate the

addressee’s reactions and objections. In
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modern discourse studies dialogism ﬁnds a

counterpart in the principle of sequentiality,

which is at the base of conversation analysis

(CA) initiated by sociologists Sacks, Jefferson, and Schegloff (for example, 1995).

According to this principle, the occurrence

of certain actions in conversation (for

instance, questions) entails matching utterances (answers) in the subsequent turn in a

conversation. The two sequentially related

utterances are said to form an adjacency

pair. Dialogism is as important in the study

of mediated communication as it is for the

study of face-to-face dialogue. Traditional

mass media texts (from advertisements to

televised news) are essentially monological:

yet they are rife with dialogical pretence

and attempts to partially overcome this

limitation (for example, call-in shows). The

new electronic media, on the other hand,

exploit hypertext and other interactive

means, thus fostering novel forms of dialogue and leading to an even greater intertextuality.

Coherence

Besides strictly dialogical relations such as

question-answer, Bakhtin used the dialogical

principle also to explain how paragraphs

in a monological discourse are linked to

one another: a paragraph can be linked to

the preceding one by answering a question, by anticipating possible objections, by

clarifying seeming incongruencies, and so

on (Voloshinov 1986). This notion anticipated current theories of discourse coherence

which deal with the issue of how discourse

segments cohere into meaningful wholes.

A prominent approach to coherence, espoused by Mann and Thompson (1988),

describes the internal structure of discourse

in terms of rhetorical relations holding between sentences and between paragraphs.

A discourse is coherent when relations of

this kind can be congruously established

between its units. These are typically

pragmatic in nature and can be described

in terms of the effects they evoke in the

addressee by linking the discourse units
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involved. Argumentation is a paramount

example of such a rhetorical relation. It can

be described as a complex speech act presenting one statement (argument) as supporting the credibility or acceptability of

another statement (thesis or standpoint) in

front of a real or imagined discussant.

Discourse Analysis

Another important characteristic shared

by discourse theories is their close connection with the practice of discourse analysis,

which, in turn, is based on the analysis of

discourse data. It is particularly important

to stress the use of data, since discourse

theory is commonly seen as a highly abstract, ‘philosophical’ trend within the ﬁeld

of communication science. The role of data

in the evolution of discourse theory has

been enhanced by technological developments that have made it possible to access

and store new kinds of speech data. These

include the use of reliable and inexpensive

recording technologies, which have made

it possible to conduct in-depth analyses

of spoken discourse, and the availability

of digitally processed corpora of authentic spoken and written languages. This

has allowed discourse analysts to use the

quantitative techniques that help them determine the relationship between frequency

of usage of certain forms (for instance, keywords), and the types of notions and social

patterns these reveal.

Approaches to discourse also include

a theoretically motivated set of analytical

concepts dealing with the deﬁnitions of

the basic units of discourse and providing

theoretically based constraints on their sequencing and integration into higher-level

communicative units. In fact, the names of

major frameworks like conversation analysis

(Sacks, Jefferson, and Schegloff 1995), ethnography of communication (Hymes 1974), interactional socio-linguistics (Gumperz 1982),

and systemic functional linguistics (Halliday

1985; Martin 1992) indicate both a methodological approach to analysing discourse

and a theoretical view of language use
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that informs it. Notwithstanding the great

diversity of approaches, it seems that the

reliance on the analysis of samples of actual

discourse is a deﬁning feature of current

discourse analysis. At the same time, no

simple analysis that relies on samples of

actual discourse can count as true discourse

analysis. This should always be based on

theoretically valid categories.

Andrea Rocci
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e-BOOK

[See also: Book; Book, History of]



The term e-book (short for ‘electronic book’),

also known as a digital book, refers to an

electronic version of a book that can be

read on a screen, usually via a hand-held

device designed especially for this purpose.

Easy access to numerous books in online

venues, the facility with which e-books can

be downloaded, and the storage capacity of e-book are the main factors that are

catapulting e-books to the front of the line

in book production, formatting, and distribution. Although the printed (paper) book

still exists and continues to have a large audience, e-books are starting to garner more

and more of the book-reading market. A

reading device can store the same amount

of material that in the past would have

required signiﬁcant bookshelf space and

special classiﬁcation systems for accessing

the print materials.

E-books were made available in 1971

by the so-called Gutenberg Project, which

digitized books in libraries and made them

available electronically for special groups,

such as professionals and scientists. Various

formats for e-books have emerged since

then for a more general public, such as the

PDF version adopted by Adobe. There are

now numerous formats for acquiring and

reading e-books. Today, publishing houses

are increasingly moving to the e-book

format, as are authors, who can now publish themselves easily by simply making



their texts available on speciﬁc websites.

E-publishing has several advantages over

print publishing. An e-book can include

animations, videos, and sounds; it can also

be updated quickly and distributed instantaneously. In e-publishing, space is much

less limited than it is in print publishing.

A standard CD-ROM or e-reader can hold

the equivalent of hundreds of thousands of

pages of text. With internet distribution, the

length is a minor concern; more important

is the size of sound and visual ﬁles, which

can take considerable time to transmit to a

computer

E-books and e-publishing have their critics, who claim that the technology is opening up the ﬂoodgates to the production of

useless textual materials without gatekeepers (the traditional publishers) to guarantee

quality in book publication and to ensure

appropriate compensation to authors. Authorship became intertwined with publishing houses, as well as with the marketplace

itself, which ultimately decided which

books would rise above the chaff. The ‘indie’ movement, abetted by online technologies, has changed this situation drastically.

The ﬁrst e-books were put on CD-ROMS

between 1985 and 1992. In the latter year,

Charles Stack’s Book Unlimited began the

practice of selling downloadable books

online. By the mid-1990s digital books,

without previous print versions, started

appearing throughout the internet. By the

late 1990s the ﬁrst online publishers came

into existence, as e-book reader technologies started to emerge to meet the needs
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of the new world of e-publishing. In the

ﬁrst years of the twenty-ﬁrst century, print

publishers started offering online versions

of their books, and reference and school

textbooks became available in the e-book

format. In 2008, e-books were being made

available for use with iPhones and similar

mobile devices.

A Google search of the word e-book

generates millions of sites offering books

for downloading. This is evidence that the

internet galaxy has replaced the Gutenberg

galaxy – Marshall McLuhan’s term for

the social order brought into existence by

mass-production print (paper) technologies. However, as McLuhan (McLuhan

1962; McLuhan and Fiore 1967) warned,

this change in medium – from paper to

screen – is never without repercussions of a

psychological and social nature. Electronic

media are extensions of the human nervous

system, he claimed. The electronic book

mirrors brain processes much more simulatively than does the printed book. The

brain stores information and processes it

holistically (literally, in whole chunks). The

format of e-books simulates this process,

since it contains the information in one locale, as does the brain. The paper book, on

the other hand, fragments these processes

by separating them into different locales

and organizes them in a linear (non-holistic) fashion. It would seem, as McLuhan

suggested, that the objects we create are, in

the end, reproductions of ourselves.

The e-book has radically changed the

social meaning of books. The printed book,

with its cover, allowed others to ascertain

what we were reading and what kinds of

books we preferred. This information was

often used as part of one’s identity. With

an e-book this possibility is diminished,

unless someone looks over the shoulder

of the reader. The book can no longer be

construed as a sign of one’s intellectual or

aesthetic pursuits, since it is now easier to

keep one’s reading habits secret. Paralleling

the shift in music consumption from discs

to downloads, e-reading is disrupting the

world of print publishing in the same way.

This does not imply that reading printed



books is coming to an end. On the contrary,

the ready availability of e-books is likely

to lead to an increase in reading. But ‘book

culture’ is changing and evolving along a

different path.

Marcel Danesi
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ECO, UMBERTO (b. 1932)

[See also: Closed versus Open Text; Peircean Semiotics; Semiotics; Structuralism; Text Theory]



Umberto Eco was born in Alessandria (in

northern Italy) in 1932. Philosopher, media

critic, novelist, he is above all else a semiotician who introduced semiotics as an autonomous discipline into Italian academia.

His theory of signs, and especially of language, has had a number of implications

for the study of media. As a writer he

achieved fame for his ﬁrst novel The Name

of the Rose (1980), which became a worldwide bestseller and then a movie. The

novel was followed by Foucault’s Pendulum

(1988), The Island of the Day Before (1994),

Baudolino (2002), The Mysterious Flame of

Queen Loana (2004), and The Prague Cemetery (2010). The mind of the semiotician is

evident in all these works of ﬁction, which

involve the use of symbolism and its relation to cultural evolution.

Eco’s overall view of what the form of

semiotic theory should involve includes the

following three components:

• the nature of the constitution of signs

• the role of interpretation in understanding the meaning of signs
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• the role of inferential thinking in such

interpretation

Eco examines the epistemological nature

of signs in his 1975 book Trattato di semiotica

generale (Theory of Semiotics), then again in

1981 (in his entry on signs for an encyclopedia and now in Semiotics and the Philosophy of Language), and in 1997 in Kant and the

Platypus. In these works, Eco also argues

for the centrality of the science of semiotics, stressing the fact that signs should be

viewed independently from the limited

views of sign structure that linguists tend

to have.

He starts by observing the different

meanings of the term ‘sign’ (word, gesture, etc. ...), and faced with these multiple

meanings, he ﬁrst of all distinguishes the

theoretic questions that the issue of the sign

makes it necessary to deal with, such as:

• the relationship between the laws of sign

structure and the laws of thought

• the relationship between signs and concepts

• the relationship between enunciations

(forms such as utterances that utilize

signs) and facts

• the relationship between objects and

signs

• the relationship between denotation and

connotation in sign interpretation

Eco then re-examines the models of

sign constitution by great thinkers, such as

Plato, Aristotle, the Stoics, Augustine, the

Medieval Scholastics, to name but a few.

Through this ‘archaeology of sign study,’

Eco was among the ﬁrst to identify two

main models of the sign within semiotics: a

binary model and a triadic model. But he has

never seen these necessarily as contrastive.

Rather, all Eco’s semiotics is (also) an attempt to make these two models converge,

relating the lesson of linguistics to the second paradigm, which is more strictly philosophical. The former is useful as a template

for studying sign constitution in itself, and

the latter for relating sign structure to the

interpretative modalities of sign users.
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At the base of the sign’s linguistic conception lies the category of meaning and

value and the principle of binarism. The

sign is the result of a correlation of two

components: expression and content,

called technically signiﬁer and signiﬁed. The

linkage of these two components is seen

to be arbitrary. From this, it follows that

language has no motivated (sense-based)

relationship with reality. Thus, the same

object (say, paper) can be encoded by different signiﬁers according to language: papier

in French, carta in Italian, and so on. Such a

model plays down the role of subjectivity

in sign use, highlighting the conventional

and socially normative dimension of signs.

The creation and use of a sign occurs within a certain community, at a certain point

in time, and according to the conventions

of that community and its language. The

identity of the sign – its value – is, from this

perspective, differentiative; the sign paper

assumes a value based on the relationships

it has with other signs (paper is different

from tablets, for example).

As Eco points out (after Ferdinand de

Saussure, one of the modern-day founders

of semiotics), it was Louis Hjelmslev who

took up and developed these suppositions,

projecting the signiﬁer-signiﬁed structure

of the sign onto two distinct levels – expression and content respectively. These

two levels are concurrent (an expression is

such only in relationship to a certain content, and, likewise, a content is such only

with respect to a certain expression); they

subdivide the forms of meaning, cutting out

the ‘continuum’ of sense, thus categorizing

the world and rendering it discrete. In 1976,

Eco came to realize the value of Hjelmslev’s

contribution, as ‘de-materializing’ the sign

and transforming it into a function, that is,

into a relation between two interchangeable ‘functives’ (speciﬁc types of function).

The link between the form of expression

and the form of the content is always cultural and conventional, and the relationship between these two levels of the sign’s

function is never given once and for all on

the basis of a bond of logical implications

(like ‘if A then B’ or ‘if smoke, then ﬁre’),
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but is always to be deﬁned or re-deﬁnable

(depending on the culture, epoch, social

context). As Eco argues, it behooves semioticians to look more closely at the processes that produce signs and at the relationships that bind a certain expression (be it

a sequence of letters, a facial expression, a

gesture, or the colours of a ﬂag) to a certain

content. This linkage is, clearly, the outcome of a cultural and social process. Eco

(1976: 49) concludes by asserting that:

• a sign is not a physical entity, the physical entity being at most the concrete occurrence of a pertinent expressive form;

• a sign is not a ﬁxed semiotic entity, but

rather a variable entity where expression

and content converge.

The sign, therefore, cannot be described

as a simple binary structure (‘something

standing for something else’), but rather

as an inferential structure whose potential

for inﬁnite meaning is constrained only

by context, which requires that it be given

a speciﬁc interpretation only in a speciﬁc

context. This view is, clearly, in line with

that of the Stoics and with that of Charles

S. Peirce, another modern-day founder of

semiotics. According to Peirce, all thought

takes place through signs. And this process is potentially inﬁnite. One sign refers

to another one (as in a dictionary deﬁnition) in an unlimited chain of interpretations. But context restrains this process.

Interpretations in certain contexts morph

into interpretative habits, conventions, and

codes, which then re-enter the circle of sign

production, remaining potentially open to

new interpretations.

According to this conception, the sign is

essentially a renvoi (a referral) of something

to something else, and is interpreted every

time as something which stands for something else in some way or from some point

of view. In this perspective everything can

become a sign, under certain conditions.

So signs do not have deﬁnite referents or

ﬁxed meanings but procedural, contextual,

and interpretative functions. They model



the world through interpretants. The interpretant may be of various kinds. It can

have a dictionary-like form (similar to the

dictionary deﬁnition for a word such as

zebra). It can assume a visual form, such as

a drawing of a zebra. It can have the form

of a behaviour that, even without having a

direct connection with the sign from which

it started, is nevertheless the consequence

– the ‘effect’ – of it. There is no limited or

ﬁxed number of interpretants. They are inﬁnite, because every interpretant is, in turn,

a sign itself and may thus produce other

signs (if one draws a picture of a zebra, one

might have to explain it in words, for example). For Peirce, this process is limitless.

In Kant and the Platypus Eco goes further

into Peirce’s inferential model of the sign,

insisting on the contractual nature of signs.

The equivalences established by the codes

are in fact only sclerotizations of semiosis

where the ‘stands for’ of an expression is

negotiated every time through processes of

trial and error and perceptive judgments

that gradually adjust. Signs thus have three

dimensions for Eco. First, they involve

individual cognitive activity (the Cognitive Type) by which a sign user recognizes

something as a sign (for example a photo

of a certain type of dog). Then there is the

set of interpretants associated conventionally with the sign (the Nuclear Content)

by which its potential limitless content is

constrained by context and various conventions of usage. Finally, the complex knowledge associated with a speciﬁc occurrence

of the sign (the Molar Content) involves a

type of encyclopedic knowledge that comes

with sign utilization. As claimed by Peirce,

this whole process is inferential, proceeding by means of hunches, associations, adjustments, and the like.

The implications of this view are farreaching. First, there cannot be any speciﬁc

sign system that can adequately capture

reality, because the sign systems of every

culture are always partial and dynamic,

continuously in a state of reorganization.

Thus, any dictionary model of meaning is

useless because it aims for a-temporality
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and universality. Culture is not a dictionary

made up of equivalences, but a network

that can be crossed in different directions

according to different interpretative paths.

This is why an encyclopedic semantic

model is more useful, where meanings are

given not through decodiﬁcation but abduction. Thus, it is impossible to conceive

of a stable network of meanings encoded in

signs and sign systems. Every part or portion of the encyclopedia can be connected

to any portion of the network, on the basis

of a subjective inference. That means that

every entry of the encyclopedia is open and

can produce new contents, among the ones

authorized by the context; it is up to the

subject.

Eco has also been instrumental in developing text theory. In Opera aperta (1962),

he reﬂects on contemporary serial art

style, such as the music of Stockhausen

and abstract expressionist painting, both

of which can only be assigned a meaning

through the particular aesthetic responses

of individual listeners or viewers. In Lector in fabula (1979) Eco compares a text

to a ‘lazy machine,’ with gaps in it that

are ﬁlled in by the user or reader who

engages with it. Without the reader’s

input, there is no meaning. Every text,

thus, has an ‘ideal reader,’ because every

text, on account of its particular form

and function, demands particular competencies, dispositions, and choices on

the part of the reader. This is the ‘intentio

opera’ – namely, what the text requires of

its readers, and this is what semiotics has

to focus on as its proper object (studying

not the pragmatic reactions of readers but

the text’s strategy). But texts are not completely open-ended. Obviously, we can

interpret a text in any way we want, even

claiming that Dante’s Divine Comedy is an

adventure story. But this, Eco says, would

not be an honest interpretation of the text.

And such honesty is what we require in

the ﬁrst place for interpretation to occur.

Eco’s ideas of the ideal reader and the

strategy of texts have had various applications in media studies. He was probably
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the initiator of the concept of text as embracing anything that involves an interactive relationship between the author, the

reader, and the text itself.

Anna Maria Lorusso
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EDUCATIONAL TECHNOLOGY

[See also: Electronic Media; Multimedia]



Educational technology (ET) refers to the

use of technology (from overheads to

internet-assisted learning sites) to carry out

some educational process whose primary

purpose is to improve learning. Thus, educational technology covers a broad range

of meanings, from the use of audio-visual

media to the modelling of educational

processes via technological concepts (such

as hypertext) and the use of new technologies to deliver educational content. The

main question involving the use of modern

technologies (or any technologies for that

matter) for delivering educational content
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is whether it makes a substantive difference over more traditional methodologies

(Prendes 1998).

The ﬁrst uses of what today we call hypertext goes back to 1945, when the American engineer Vannevar Bush (1890–1974)

introduced it as a kind of proto-concept in

his article ‘As We May Think.’ The concept

of how things are interconnected (which is

what hypertextuality essentially implies)

was in line with the educational ideas of

John Dewey in the United States, Maria

Montessori in Italy, and Paolo Freire in Brazil. The concept of hypertextuality opens

the door to understanding the psychology

of concept formation in humans and the

role of the individual in autonomous learning. It is in this light that current forms of

educational technology have come to play

a potentially major role in education.

Words, arguments, tools, and software

are, as McLuhan and McLuhan wrote in

Laws of Media (1988), types of media that

are interconnected with different cultural

levels of understanding in different societies. They are also the media used to carry

out educational practices throughout the

world. Contemporary ET extends such

media, offering new interactive environments in which to work, teach, and learn,

at the same time that it breaks down the

traditional walls between people in different cultures by allowing people across

the globe to interrelate freely through the

World Wide Web. Although there are multiple culture-speciﬁc factors in how ET is

used, ultimately it is its capacity to connect

the world in a hypertextual fashion that

makes it a harbinger of the future. Its range

is truly remarkable. Since August 1995,

for example, sixty photographs of Yosuke

Yamahata can be seen on the server of the

Exploratorium, of the North American Museum of Sciences. It has become a site used

throughout the world for various educational purposes. Analogously, in France the

Ligue de l’Enseignement offers cinematic

productions made in small areas to schools

and secondary schools. And in Spain, ET

has made it possible for teacher-training



programs to take place virtually, becoming

the basis for such programs at, for example,

the Faculty of Education of the University

of Murcia.

The ﬁeld of ET is evolving along two

paths, as a complementary facet of traditional education – ET in education – and as

part of a process of the technologization of

education. An amalgamation of both these

paths is opening up a third one, namely

the possibility of researching educational

trends through digital technologies – a possibility that is line with an overall global

STS trend – involving the ever-growing

relationship between science (S), technology (T), and society (S).

The use of ET in education has always

had a practical objective – the use of technological media in the classroom to assist

the teacher in carrying out educational

tasks more efﬁciently and even more effectively. In the audio-visual era of the 1960s,

1970s, and 1980s, teachers would bring tape

recorders, overheads, slides, movie projectors, along with print media (newspapers,

magazines, etc.) to class in order to enhance

learning outcomes. It was already obvious

that the use of ET had a practical learning

objective. In a phrase, teachers have from

time immemorial been using all kinds of

devices and materials as supports for delivering education.

In the current age, the computer has

emerged to give teachers even more ﬂexibility and breadth for using technology as

a supportive teaching resource. Microsoft

makes a software program called Pint, for

example, in which the mouse is used like

an artiﬁcial pencil. But unlike a simple

pencil, the mouse and the screen interact

with the student to allow him/her to reﬂect

upon what the hands are capable of doing.

According with Gimeno (1995), critics of

ET tend to see such media forms as falling

outside the perimeter of true education.

However, the situation is not much different from past use of blackboards. All materials fall into the domain of ET. Given the

versatility of educational software today,

teachers are even more capable of using
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technologiy in personal and specialized

ways. And the new ET allows teachers to

reach a global audience, so that they can

share their pedagogy with people outside

their classrooms.

The traditional environment where

education has taken place is, of course, the

classroom, which is an actual room inside

a building. This traditional locus can now

easily be expanded and even transformed

with the addition of the new possibilities

of ET. These can bring the classroom to the

world, so to speak, since the classroom itself does not even have to be a real space; it

can even be an online (virtual) one. A classroom can be transformed into a medium itself through electronic devices. As a consequence the whole concept of classroom and

of teacher-learner interactions is changing.

ET can go beyond simply transforming a

classroom into a broadcast studio; it can

itself become an integral component of the

teaching process. The classroom is beginning to look more and more like an environment in which sophisticated electronic

media are gradually becoming the primary

ones through which educational content is

being delivered.

ET is evolving dynamically, keeping pace with overall shifts in the everchanging online world. One use of ET is

the so-called MOODLE (Modular ObjectOriented Dynamic Learning Environment)

project, which is an online repertoire of

materials that makes it possible for teachers and students to interact virtually. Like

any learning-mediated system (LMS),

MOODLE has the capacity to customize

interfaces with menus, links, and content

spaces. In 2004 MOODLE had more than

1,160 sites in 81 countries. It is now used

in schools, universities, training centres,

businesses, hospitals, and libraries. Contributing to the development of MOODLE,

and its derivatives, are the Open University

(United Kingdom), the Istituto Superiore

di Sanità (ISS) in Italy, Microsoft, Google,

and the Open Polytechnic (New Zealand),

which provides statistical information on

its results and PostgreSQL software. MOO-
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DLE has made possible a veritable global

learning community

MOODLE can deliver education in both

direct and mediated formats (De Kerckhove

1997; Prendes 1995). The power of such ET

was already recognized in 1969 by the National Council for Educational Technology

(NCET) and in 1970 by the Commission on

Instructional Technology (CIT). By the early

1980s, the use of ET in education became

a major theme in professional educational

circles. In 1977, the Council for Educational

Technology (CET, before NCET) in the

United Kingdom introduced the concept of

global knowledge made possible by emerging developments in ET. In the same year,

the AECT started to debate the idea that ET

could not only complement learning but

enhance it considerably, basing its premises

on the research of various educators at the

end of 1970s.

ET not only has facilitated the delivery of

education, both within traditional and new

online environments; it has also become a

medium itself for envisioning new forms of

education. SUPERCOMET-2, for example,

was a project sponsored by the European

Union in the 1990s, under the auspices of

its Leonardo da Vinci Program. It was designed to facilitate the connectivity among

sixteen countries by providing materials

for the teaching of high school physics that

can be easily customized to local interests.

Among its resources were a teacher’s

guide and a CD-ROM, which was tested by

educators to guarantee ﬂexibility for local

educational purposes. The teacher’s guide

and CD-ROM were used in various high

school classrooms via content modules and

computer simulations. More sophisticated

projects are now available throughout the

global village.

According to Cabero (2001) ET is becoming a major force in the delivery of education and is now shaping curriculm and

learning theories across the world. Among

the many advantages that it encompasses

are the following:

• ET makes the delivery of global forms
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of teacher training possible, at the same

time providing each teacher ample opportunities to develop his or her speciﬁc

talents.

Since it is not limited by locale and

teachers’ time limitations, it can go on 24

hours a day and all over the world and

make life-long learning a practical reality.

It is a source for imparting e-literacy

skills.

It makes it possible for educators across

the globe to interact.

Although it has a global reach, ET also

provides the software for local educational needs, making it adaptable to

culture-speciﬁc concerns.



Lucía Amorós-Poveda
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e-GOVERNMENT

[See also: Digital Divide; Internet]



The term e-government (also spelled as egovernment, eGovernment, eGov, e-Gov) refers to

‘the use of information and communication

technologies, and particularly the Internet,

as a tool to achieve better government’

(OECD 2003: 23). This deﬁnition integrates

the three main categories into which the

many deﬁnitions of e-government can be

grouped: as (1) the use of the internet for

public administration activities, (2) (more

generally) the use of information and communication technologies (ICT) in public

administration, and (3) a capacity to transform public administration itself through

the use of ICT and the internet. E-government activities can be distinguished – as it

is done for e-commerce – according to the

different entities involved, as follows: government to government (G2G), government

to businesses (G2B), and government to

citizens (G2C).

The use of ICT and the internet in public administration has various important

aspects, in addition to its impacts on different levels of government. In general, egovernment can be seen as a ‘solar system’

with four ‘planets’ revolving around it,

representing: (1) legal and political issues,

(2) technological issues, (3) stakeholders’

issues, and (4) economic issues. Many of

these overlap with the evolution of modern-day media, especially the internet.

First of all, every e-government activity

is likely to have an impact on rights and

duties, and must thus be structured to meet

all laws and regulations. In many cases,

new laws and regulations have had to be

implemented in order to cope with new

contexts, as, for instance, in e-voting, electronic signatures, and legal requirements

related to privacy and document archiving.

ICT and the internet are make a space pos-
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sible in which people expect to have a more

direct access to public administration, be it

through a higher transparency of its procedures (authorizations, certiﬁcations, tenders, evaluation procedures, and so on) or

a reduction of time needed to interact with

the administration itself: paying taxes, getting documents, reserving for health-care

services (part of e-health or other services).

A different view has also emerged in the

political arena, involving the relationships

between candidates and elected politicians

and citizens. There is a demand for more

interaction, and the internet – besides the

mass media – has started to play an important role during elections in maintaining

the reputation of politicians and public

organizations.

Technologies continue to evolve, challenging public administrations at different levels. One is the security and privacy

issue: Should governments adopt opensource pieces of software or proprietary

ones? A second relevant issue in this ﬁeld is

that of compatibility – many public administrations in the same country should be

able to dialogue (at the G2G level) so as to

ensure that businesses and citizens get the

maximum advantages from e-government.

Joining the technological sphere could

mean offering very advanced services, but

only to few people, hence producing or

enlarging a so-called digital divide, that is,

‘the inequalities that exist in Internet access

based on income, age, education, race/ethnicity, and … between rural and metropolitan areas, through such factors as pricing

and infrastructure’ (Hill 2004: 27).

E-government activities and services

require that people in the public administration and citizens/businesses acquire

new competencies and adopt new procedures. E-government must be accepted and

adopted (or possibly rejected) by the relevant stakeholders. Here again the issue of

the digital divide is a pivotal one and usually involves calls for maintaining different

procedures at the same time in order not

to bring any disadvantage to any citizen,

especially those who – due to economic,
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cultural, or physical reasons – could be left

behind.

The above situation applies as well to

G2C relationships, which means usually

an increase in costs. In addition, activities

needed to equip public administrations for

e-government (technologies, know-how,

a consistent legal framework, and related

procedures) are quite expensive and require major investments. Such investments

are made even more risky by the nature of

the technologies themselves, which change

all the time. It is worth mentioning that

public administration has been shaped for

millennia by writing processes, which for

centuries have given enormous power to

the printed word, whereby documents,

bulletins, requests, forms, authorizations, taxes, and so on have been, and are

still conceived as, occurring primarily in

printed form. In the digital age, there is

the promise of signiﬁcant reductions in the

use of paper, more efﬁcient writing styles,

higher system competitiveness (simpliﬁed procedures, which is attractive to new

business enterprises), and a reduction in

the number of public employees required.

All this will lead to lower administrative

costs.

According to the UN Global E-Government Readiness Index, ﬁve different stages

can be distinguished in e-government implementation: emerging presence, or basic information offered online; enhanced presence,

or information which is still one-way, but

with enhanced capabilities, such as search

functions; interactive presence, or the realization of basic interactions between government and people; transactional presence, the

enhancement of completing transactions,

such as paying taxes or getting certiﬁcates;

and networked presence, in which ‘the government is willing and able to involve the

society in a two-way dialogue. Through

employing the use of web comment forms,

and innovative online consultation mechanisms, the government actively solicits the

views of people acting in their capacities

as consumers of public services and as

citizens. Implicit in this stage of the model
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is the integration of consultation and collective decision making’ (UNDESA 2004: 14).

Lorenzo Cantoni
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ELECTRONIC MEDIA

[See also: McLuhan, Marshall; Media Studies; Medium; Multimedia]



Electronic media is a general term for technologies that require electricity in order to

function and transmit communication. A

more speciﬁc usage of the term refers to all

media that require electronics or electromechanical energy to access the content of

the communication. The primary electronic

media sources include radio, telephone,

television, fax, DVDs, CD-ROMs, the

internet, and kiosks. The term excludes

printed, paper-based media (such as books,

newspapers, magazines, catalogues, letters, or outdoor billboards), which may be

produced electronically but do not need

electricity to be accessed, as well as oral,

visual, and performance media that involve

sounds, images, gestures, or hand tools

(such as the human voice, theatre, painting,

or photography). In a world where technologies are increasingly converging, electronic media encompass an ever-widening

range of possibilities that herald a new era

in human communication. The signiﬁcance

of electronic media is that new technologies

make it possible for any human being in

the world to connect with any other human



being, producing one of the great transformations in the history of communication,

and holding the potential to transform human consciousness itself.

Marshall McLuhan, Electronic Technologies, and Media Theory

One of the more inﬂuential theories concerning the importance of the advent of

electronic (or electric) media was offered by

Marshall McLuhan (1911–80), who called

this transformation the electronic revolution.

The revolution in electric media began with

the invention of the telegraph in 1844, and

continued with radio, ﬁlms, telephone, and,

ﬁnally, the computer. The electronic revolution is an intensiﬁcation, acceleration, and

implosion of expansive forces unleashed in

two previous revolutions in communication media: the Gutenberg revolution that

came in the wake of the introduction of the

movable-type printing press in the ﬁfteenth

century, and the literate revolution, which

started with the adoption of the phonetic

alphabet by the ancient Greeks in the ﬁfth

century bce. The literate revolution was the

catalyst that shifted humans out of oral patterns of speech and thought and made way

for the ascendancy of rational and linear

thought processes associated with literate

forms of communication. The Gutenberg

revolution accelerated and intensiﬁed

these processes of change and reinforced

fragmentary and mechanistic modes of

mentality. The rise of electronic media,

McLuhan argued, represents a break with

fragmentary and mechanistic forms of

mentality produced by print technologies,

just as phonetic alphabetic literacy was a

break with the mythic and tribal mentality associated with orality. Along with a

change in mentality, the electronic revolution will reconﬁgure societies and cultures.

Whereas the force of change in the literate

and Gutenberg revolutions was directed

outward, the move from print to electric

media entails a reversal to implosion. The

contracting energies initiated by the arrival

of electronic media run counter to patterns

of organization characteristic of the two
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previous revolutions, producing tensions

and interactions that will ultimately reconﬁgure all aspects of mental, social, political,

economic, religious, and cultural life.

Electronic Media as Extensions of the

Human Central Nervous System

All technologies are extensions of the human physical body or psyche, argued

McLuhan, and electric circuitry is an extension of the central nervous system. With the

advent of electronic media, human beings

have been able to extend our physical and

mental capacities around the world, setting

ourselves outside of our bodies, creating

an external central nervous system. Under

electric conditions, the world is within our

grasp and perception achieves a global

reach. When communication moves around

the globe at the speed of nerve impulses

in the human body, human awareness is

not limited to a single level of information movement, but, rather, instantly takes

in the total situation or ﬁeld. Putting our

physical bodies inside our extended nervous systems by means of electric media

establishes a dynamic whereby previous

technologies that expand human capacities

are translated into information systems,

rewiring people into organisms that wear

our brains outside our skull and our nerves

outside our skin, creating total and inclusive awareness in a mediated extension of

consciousness. Through electronic media

in the age of global information, ‘we wear

all mankind as our skin’ (McLuhan 1964:

47). For McLuhan, electronic media have

the potential to unite all human beings in a

new form of collective and connected consciousness.

On the negative side, McLuhan argued,

in his Understanding Media, that extending

the human central nervous system around

the world under electronic media conditions creates a violent and hyper-stimulated experience that threatens to overwhelm

the exposed nerves. An effect of this intense

experience is profound anxiety, apathy, and

anomie. In order to bear the heightened

sensory experience, people have to anaes-
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thetize themselves, which leads to feelings

of numbness, alienation, and depersonalization. Like the body under conditions of

shock or the mind in a state of repression,

the nervous system under electronic conditions is susceptible to a numbing self-hypnosis that keeps us unaware of the mental

and social effects of new technology by rendering them invisible. Thus, electronic media have both positive and negative effects

and create problems of human involvement

and organization for which there is no

precedent in previous eras.

McLuhan’s arguments concerning the

import of electronic media provoked

sharply polarized reactions. While many

dismissed his views, others regarded

his vision as prescient. Though he wrote

his major works prior to the widespread

adoption of the computer and before the

introduction of the World Wide Web, a

growing number of scholars today maintain that his arguments concerning electronic media presaged the arrival of the

internet and the age of information, along

with their negative effects and repercussions. McLuhan’s views of electronic media are seen by many scholars as having

set the stage for the post-humanist turn

toward studies in communication, media,

and culture. Whether his views are rejected or accepted, no contemporary theory of

electronic media can be considered comprehensive if it fails to engage with McLuhan’s theses.

Twyla Gibson
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EMAIL

[See also: Instant Messaging; Internet; Mass Communication]



Email (otherwise known as electronic mail)

is a form of digital communication associated with the internet. In its most primitive

form, it involves the electronic transmission

of textual messages from one computer user

to another. With the increasing speed of the

internet, however, email today can often

contain ﬁle attachments and/or multimedia

content such as photos and graphics.

The beneﬁts of email are apparent – it

facilitates rapid information exchange, the

ability to communicate across vast distances, inexpensively and ﬂexibly in terms

of when and what one reads. According to

the Radicati Group’s Q3 2007 Market Numbers Update, the total number of email users

in 2007 was estimated at 1.2 billion (Tekrati

2007). Consequently, email has been adopted universally for personal and business

letter–based communication (known as

‘snail mail’). For the individual, email has

provided a quick and easy way for him/

her to keep in touch and correspond at his/

her convenience. For businesses, email has

bridged time and distance gaps, allowing

for a greater level of connectedness and collaboration between companies and clients.

Along with social media of various kinds,

email is one of the most common modes of

communication in the world today.

The beginnings of email can be traced

back to the mid-1960s with the compatible

time-sharing system (CTSS). Developments

with computer terminals such as the Q-32

or the IBM 7094 at the Massachusetts Institute of Technology allowed users to exchange text messages over the system (Van

Vleck 2004). As computers and computer

networks continued to develop, the concept of exchanging messages between users

soon expanded to allow for the sending of



messages between different computers. In

1971, Ray Tomlinson, who worked with

the programs SNDMSG and READMAIL,

developed a version of SNDMSG which

was compatible with ARPANET (an early

form of the internet) (Crocker 2000). Using

the ‘@’ symbol to separate the user name

and the host name, Tomlinson created the

standard email address notation which we

still use today. Over the course of the decade, improvements continued to be made

with regard to the technology of mail reading, transmission, and header capabilities

(allowing for sorting of messages by subject

and date).

During the 1980s, further technological

advancements with regard to the transmission of email continued to develop. The late

1980s saw the emergence of user-friendly

technology within the commercial realm,

and by the mid-1990s, such technology

made universal access to email a reality,

with companies such as America Online

linking their email systems to the internet.

Since then, email has become one of the

primary channels through which people

interact on a daily basis.

There are two main protocols used for

email retrieval: IMAP4 (Internet Message

Access Protocol) and POP3 (Post Ofﬁce

Protocol). The IMAP protocol allows users to access email on a server; emails are

stored remotely and synchronized with a

user’s local computer. This protocol is more

commonly used by large institutions such

as universities, and is more complex than

the POP protocol. POP3, which is more typically used by internet service providers,

facilitates message retrieval by downloading all emails to the user’s local computer.

While it is possible to leave messages on

the server in a POP environment, generally

users need not stay connected to the server

while working with their messages. This is

due to the fact that downloaded messages

are deleted remotely (unless otherwise

speciﬁed) and stored locally on the user’s

computer. Generally, most email retrieval

clients can support both these formats.

The SMTP protocol, otherwise known

as Simple Mail Transfer Protocol, is used
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for sending out emails. Typically, over an

unsecured connection, the SMTP protocol

uses the TCP/IP connection over port 25

to ‘push’ out messages. In institutional settings, proprietary email servers can be set

up for the purposes of sending and receiving email. Some of these include the Microsoft Exchange Server, Novell Groupwise,

Lotus Notes, and the Research in Motion’s

BlackBerry.

The format of an email can be divided

into two main parts: the header and the

body. Every email message contains a

header, which provides speciﬁc information such as sender, date, subject, and intended receiver:

From– the name and/or email address of

the sender;

To – the name and/or email address of

the recipient(s);

Subject – a user-deﬁned title pertaining

to the topic of the email;

Date – the date and time at which the

original message was written.

Email messages may sometimes contain

other information such as server and/or

routing information, carbon copy recipients, blind carbon copy recipients, content

type, reply-to address formats, and other

reference information. The body of the

email contains the content or text. This can

be in either plain text format, or HTML

format. With the HTML format, users can

customize an email’s layout and style by

deﬁning the font, adding embedded images and graphics, and utilizing other

functions associated with rich-text editors.

In addition to the main content, emails can

sometimes include a user-deﬁned signature

line with information about the sender,

such as name, title, and place of employment. Finally, emails may also contain ﬁle

attachments, allowing users to send ﬁles of

almost any type to another user.

There are numerous client-side software

applications available for sending and receiving emails on an end user’s computer.

These email clients, which can be set up to

connect to various types of servers (POP,



261



IMAP, or Exchange server), offer certain

beneﬁts to the end user – the ability to

download and view messages on a computer, better integration with other applications, search and indexing capabilities, better message organization tools, and built-in

address books and calendar.

Web companies now offer free email

addresses to its users. Currently, Yahoo

Mail, Google Mail, and Hotmail are among

the most popular free email providers,

based on total number of registered users.

While certain providers such as Yahoo and

Google do offer POP and IMAP capabilities, most users of free email services rely

on Web-based email. In other words, users

access their email through the company’s

website via a Web-based client. Thus, there

is no need for a software client on the user’s local computer to download messages.

There are certain advantages and disadvantages to this. The main beneﬁt is that users

can access their email anywhere in the

world from a computer. The main drawback stems from the fact that there are more

limited features with Web-based interfaces,

alongside the fact that users have to be connected to the internet to access messages.

Many institutional or corporately provided

email accounts offer both a Web-based and

a server-based option to its users for convenience.

Despite the beneﬁts of email, there are

many issues and problems associated with

its use. First, as with any medium of communication, email is not devoid of unwanted correspondence, known as spam. Every

day, billions of spam messages, such as

junk mail and unsolicited advertisements,

are sent to users. Furthermore, the ease of

sending and forwarding messages has allowed for the propagation of chain mail,

otherwise known as ‘forwards.’ These are

essentially messages which users pass on to

other users in their address books through

mass mailings to multiple senders.

From a security perspective, there are numerous privacy issues Emails are typically

sent in an unsecured environment. In other

words, they can be intercepted by others,

or compromised when either inadvertently
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sent to the wrong user, or deliberately and

maliciously accessed through hacking. Consequently, this has forced institutions and

corporations working with sensitive information to employ stricter security standards

(stronger passwords and the use of secured

network connections), in addition to placing

a disclaimer at the end of outgoing messages. Despite this, there are still ongoing

risks posed by fake emails which pretend

to originate from legitimate senders. These

seemingly legitimate messages trick users

into giving up personal information (such

as banking information and passwords) in a

process known as ‘phishing.’ There are also

problems posed by virus transmission via

email. Since computer viruses can often take

over a person’s email account and use it to

send out virus-infected emails, unsuspecting users can often be victims.

With the advent of BlackBerries, iPods,

smartphones, and other sophisticated mobile devices, people are now able to access

their email anywhere. All this implies that

the nature of correspondence has changed

drastically since the advent of electronic

technologies. As a consequence, it has led

to new models of writing, new forms of

language, and the like. The implications of

these shifts in communication have become

targets of study and research since at least

the late 1990s (Baron 2000).

Alexander Lim
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ETHNOGRAPHY

[See also: Anthropology of the Media; Media Studies]



Ethnography is a research technique practised primarily by anthropologists whereby

the researcher lives among groups of people, interacting with them and interviewing

them in a systematic way, in order to gain

insights about them as collectivities and

then to write up such insights as a set of

observations. In some ways, it can be said

that ethnography has always been implicit

in the written testimonials of ancient travellers, who made annotations in their notebooks on the behavioural diversity they

saw among the peoples they visited, thus

chronicling ﬁrst-hand the characteristics of

other people’s cultures. The Greek historian

Herodotus (ca 484–425 bce), who spent a

large part of his life travelling through the

ancient world, was probably the ﬁrst to

record cultural differences he noticed (with

respect to Athenian culture) in the people

he came across. The result was his Historia,

which can be considered the ﬁrst true ethnography of human culture (Danesi and

Perron 1999). Inspired by Herodotus, other

ancient historians, like the Roman Tacitus

(ca 55–117 ce), also described the languages, character, manners, and geographical

distribution of the peoples they visited.

Modern ethnographic method consists

not only in visiting others, but in living

among them and interacting with them

in some way. This mode of ethnographic

research started with the American anthropologist Franz Boas (1858–1942), who

claimed that in order to understand others,

the researcher had to become like them.

Among Boas’s students at Columbia University in the 1920s and 1930s, Edward Sapir (1884–1939), Margaret Mead (1901–78),

and Ruth Benedict (1887–1948) became

well-known ethnographers.
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By the early 1930s, it became obvious

that a standard repertoire of notions and

techniques was required for conducting

ethnographic analyses. This was provided

by Leonard Bloomﬁeld (1887–1949) in his

1933 textbook Language. For two decades

afterwards, linguists and anthropologists

went about the painstaking work of collecting information on the different indigenous

languages and cultures of America. The

approach came to be known as descriptive,

since the goal was to describe languages

as a means towards understanding the

cultures that used them. Linguistics was

construed to be, ipso facto, an ethnographic

science. Although this changed in some

quarters already by the late 1950s, in the

contemporary ﬁeld known as linguistic

anthropology, it continues to be the main

modus operandi.

The actual activity of gathering information while living among a group is known

more speciﬁcally as ﬁeldwork. Two classic

ethnographies based on ﬁeldwork are Argonauts of the Western Paciﬁc (1922), by the

Polish-born anthropologist Bronislaw Malinowski, and The Nuer (1940), by the British anthropologist E.E. Evans-Pritchard.

Marcel Danesi
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EYE CONTACT

[See also: Body Language; Kinesics; Non-Verbal

Communication]



Eye contact, or the looking patterns exhibit-
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ed by people as they communicate in faceto-face, and now screen-to-screen, interactions, is a form of non-verbal communication that is largely instinctive, rather than

learned in speciﬁc contexts. Eye contact is

not unique to the human species. Dogs and

other mammals construe a direct stare as a

threat or challenge; breaking eye contact is

a signal of surrender to a more dominant

(powerful) dog.

Although eye contact schemas are

largely unconscious, cultural upbringing

conditions the actual form of the schemas,

reﬂecting culture-speciﬁc meanings and

social functions:

• Across cultures, the duration of the eye

contact indicates what kinds of social

and personal relationships people have

with each other.

• Staring is interpreted as a challenge

across the world, although some cultures

tolerate it much more than do others.

• Making eyes at someone – looking into

someone’s eyes to reveal sexual interest

– is normally interpreted as ﬂirtation.

• In many cultures, looking at someone

with malicious intent is viewed as a

curse or an ominous sign. Known as the

‘evil eye,’ it is perceived to be a stare that

is purported to have the power to harm

or bewitch someone.

• Making eye contact early or late during a

communicative interaction indicates the

kind of relationship one wishes to have

with the communicant; this varies considerably across cultures.

• When the pupils dilate during excited

states, they tend to elicit a sexual response in an observer.

• Narrowing the eyelids indicates pensiveness across cultures.

• Bringing the eyebrows together communicates thoughtfulness; raising them

conveys surprise.

• Southern Europeans and Latin Americans, among others, tend to look more

into each other’s eyes during conversation than do North Americans; in some

cultures males do not look into female
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eyes unless they are married or are members of the same family.

• In Western culture, gazing is interpreted

as sexual wonder, fascination, awe,

or admiration; staring is perceived as

sexual curiosity, boldness, insolence, or

stupidity; peering is construed as looking narrowly, searchingly, and seemingly

with difﬁculty; ogling is interpreted as

staring in an amorous, usually impertinent manner.

Marcel Danesi
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FACEBOOK

[See also: MySpace; Social Networking]



Facebook is the name of one of the most

frequented and social networking sites,

having evolved into an intrinsic part of digital culture and life in cyberspace. Facebook

asks members to create a personal proﬁle

that includes biographical information, audio-visual supports (photos, videos, music,

etc.), and a listing of preferences (hobbies,

aesthetic tastes, etc.).

The earliest social networking sites

were developed in the mid-1990s but did

not become popular until the development of Friendster in 2002. Facebook was

introduced in 2004 at Harvard University

by student Mark Zuckerberg for use by

the students there. By 2005, Facebook had

eclipsed Friendster. It then migrated to

other Ivy League schools and by 2006 to

universities and colleges across the globe.

In that same year, Facebook opened its

membership to anyone thirteen years of

age or older. Microsoft Corporation bought

a share in Facebook a year later, making

it available to anyone. It is now one of the

most lucrative digital businesses, collecting

revenue mainly from banner advertising

(since membership is free).

Facebook has since expanded considerably, with scientiﬁc and professional groups,

justice courtrooms, the police, and other

organizations opening up sites to carry out

intragroup discussions and exchanges of



information, to keep up to date, and so on.

Television networks, artists, and musicians

also have Facebook sites for communicating with fans, followers, and audiences

generally. Facebook and other social networking sites have quickly developed into

primary social media for people to communicate and to carry out their life routines,

even more than they did in the age of the

telephone. And this has changed the nature

of how individuals now experience social

life, altering the ways in which identity is

created and managed, and how the sense

of self is constructed. Screen-to-screen communication is thus now as much a part of

life as face-to-face communication, leading to writing as a complement of orality,

not an option to it. Some social critics are

pointing out that Facebook is leading to a

superﬁcial form of interaction. Others claim

instead that Facebook is actually allowing people to feel more comfortable about

themselves, giving them the opportunity to

construct their own proﬁles and to prepare

them emotionally to negotiate face-to-face

contact more successfully.

Why people expose themselves online

through proﬁles, photos, and other private

artefacts is a question in the social sciences,

especially given the fact that the ‘fad effect’

of Facebook, as it can be called, has subsided. Is Facebook replacing the confessional

or psychoanalyst’s couch, allowing people

to confess in public? Why do people desire

to construct their identities through Facebook? Perhaps, as some social media critics



266



Facebook



suggest, everyone has found a means for

obtaining those ﬁfteen minutes of fame, as

Andy Warhol aptly put it. Being popular or

famous is a spreading obsession, perhaps

spurred on by the presence of the ‘like’ button on sites throughout the internet.

When the internet came into wide use, it

was heralded as bringing about a liberation

from conformity and a channel for expressing one’s opinions freely. But this view of

the internet is fast becoming an anachronism. Counting the number of ‘friends’ on

Facebook is seemingly more crucial than

venting one’s philosophical or aesthetic

viewpoints. The internet is being used more

and more to construct a popular persona, a

process tied to rudimentary human needs –

the need to present oneself in a favourable

light to others, the need to confess in public,

the need to gossip, the need to stay connected to others, and so on. For this reason it has

become ‘addictive’ for many users, as they

seek out other people’s reactions to their

daily updated diaries (Lanier 2010; Kirkpatrick 2010). Marshall McLuhan constantly

argued that our most signiﬁcant mass communications technologies shaped the ways

in which we evolved, cognitively, culturally,

and socially. Facebook is such a technology.

Echoing what the Frankfurt School scholars

said about the Fordist world of mass production culture in the pre-internet era, it can

be said that Facebook culture is built on the

same promise of the attainment of temporary happiness. But, as individuals become

more and more accustomed to the passing

joys or spasms of relief offered by Facebook,

they will start to realize how recurring,

formulaic, and infantile most of Facebook’s

possibilities really are, even if they continue

to be active in it. The main reason for this

may be that, having grown up in a Facebook universe, they may feel it is the only

option available to them, being unable to

imagine doing anything else. The triumph

of Facebook lies in its promise to allow human needs to be expressed individualistically, even though most users soon start to

realize that its true force lies in the compulsive attachment it instils in them.



In the past, social relations, enduring

cultural traditions, and stable patterns of

work, life, and leisure kept people united

in real space. The internet has shattered this

assurance, forcing individuals to develop

new strategies to manage the shocks of

everyday life. Facebook has offered a broad

range of utopian options for gaining control over meaning and experience, emancipating people from the bonds of traditional

patterns of meaning making. Yet under the

spell of the new medium, these options

have become strangely similar to those of

the past at best, or degenerated into fetishized practices of self-enhancement. On

the other hand, as the Frankfurt scholars

predicted, perhaps Facebook is the revolutionary tool, as they called it, that will

ﬁnally jolt humans out of their intellectual

and artistic lethargy and awaken in them

the sense of individual power that is crucial

for true creativity to occur in the ﬁrst place.

Marcel Danesi
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FACIAL EXPRESSION

[See also: Body Language; Eye Contact; Kinesics;

Non-Verbal Communication]



Facial expressions are sources of signalling

and message making in human interaction. They can be unconscious or witting,

depending on the situation and user.



Fanzines

Unconscious expressions are types of instinctive signals; witting expressions are

learned responses to speciﬁc situations. In

1963, psychologist Paul Ekman established

the Human Interaction Laboratory in the

Department of Psychiatry at the University

of California at San Francisco to systematically study all forms of facial expressions.

He was joined by Wallace V. Friesen in 1965

and Maureen O’Sullivan in 1974. Over the

years, the Laboratory has documented and

researched the nature and range of facial

expressions, establishing a taxonomy that

has been used extensively in the social sciences. By breaking down an expression into

its characteristic components – eyebrow

position, eye shape, mouth shape, nostril

size, etc. – one can determine the meaning

of the expression. It has been found that of

all signalling systems, there is less crosscultural variation in facial expression than

in other modes of communication.

The team has identiﬁed forty-six basic

facial movements that produce more than

10,000 microexpressions. Their classiﬁcation system is called the Facial Action Coding System (FACS). FACS has been adopted

as a screening tool in dozens of airports

and also by various police departments. As

Ken Adler (2006) has shown, throughout

history people have attempted to develop

precise techniques to help them detect liars,

from the Chinese practice of making a suspect chew rice (since a dry mouth was believed to expose a liar) to the belief in India

that lying makes the toes curl up. Modern

techniques, such as FACS, Adler argues, are

nothing more than contemporary attempts

to do similar things. Detecting lies remains

largely an intuitive, not a scientiﬁc, skill.

Of particular interest to semiotics and

psychology are the looking patterns that

deﬁne social relations.

Moreover, psychologists have found

that speciﬁc individuals are responsive to

particular kinds of facial expressions and

not to others from puberty onwards. This

means that culture plays a signiﬁcant role

in the interpretation of facial expressions.

For example, as psychologist John Money
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(1986) has argued, at puberty individuals

start reacting to speciﬁc kinds of expressions in romantic ways. These are developed during childhood in response to speciﬁc contextual experiences and inﬂuences.

At adolescence, they unconsciously guide

the individual in differentiating between a

romantic expression and any other. Clearly,

the role of facial expressions in human

communication is constrained by both biology and upbringing. The two coalesce at

puberty to generate interpretive models of

what an expression means.

Marcel Danesi
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FANZINES

[See also: Celebrity Culture; Magazines]



The word fanzine was coined by Russ

Chauvenet, editor of Detours and U.S. ama-
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teur chess champion, in 1940. A fanzine,

unlike a regular magazine, is a magazine

for and by fans and devoted to the coverage of some person (such as a rock star) or

activity (such as rock music, skateboarding,

and the like). Traditional fan magazines

are commercial magazines published by

a producer to promote certain celebrities;

fanzines, on the other hand, have their origin in the amateur press. The term is also

used to refer to magazines produced by

fans for other fans of a celebrity or a hobby

(such as a particular video game). The early

fanzines of this type were created around

punk bands in the mid-1970s, spreading

to other domains of popular culture, such

as sports, where teams would publish fanzines for their fans.

One of the signiﬁcant events in the history of fanzines is the publication of Hugo

Gernsback’s magazine Amazing Stories in

1926. The letters column of the magazine in

a few years turned into a forum for readers who wanted to discuss or add to the

stories presented in the magazine. The ﬁrst

true fanzine, however, was The Comet, established in 1930, and edited by Raymond

Palmer and Walter Dennis for sci-ﬁ fans.

The magazine was published for the Science Correspondence Club in Chicago.

A TV show that has inspired the greatest variety of fanzines is Star Trek. The ﬁrst

Star Trek fanzine was called Spockanalia and

its early issues were published while the

show was still on the air. Fanzines based

on movies and TV shows are called ‘media

fanzines.’ Other subgenres include punk

fanzines (for example, Snifﬁn’ Glue) and

horror movie fanzines.

The writing found in fanzines is in many

respects similar to that found in online

media today such as Facebook or blogs.

Fan opinions are commented on by others,

and the style is informal and full of coded

language that is understood mainly by fan

insiders. Internet fanzines are known as

efanzines.

The Hugo Awards honour the best fanzine every year. In 2008, the winner was

File 770 edited by Mike Glyer. File 770 also



won the award in 1984, 1985, 1989, 2000

and 2001.

The sustaining practice of fanzines and

efanzines is witness to the emotional power

of pop culture. Whether it be Elvis Presley,

skateboarding, Beatles albums, videogames, or punk culture, fanzines reveal

that people living in an entertainment society react emotionally (and nostalgically)

to the people and events that populate

the world of entertainment. Fanzines are

a product of this mindset. But this does

not mean that such culture is incapable of

producing meritorious forms of art. Indeed,

Star Trek is an example of a TV program

that dealt with some of the most profound

philosophical themes of human history.

Anders Søgaard
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FEDERAL COMMUNICATIONS

COMMISSION

[See also: Broadcasting; Censorship; Freedom of

Speech; Media Literacy]



In February 1934, President Franklin D.

Roosevelt asked the U.S. Congress to create

a new agency to be called the Federal Communications Commission (FCC). The new

FCC was to regulate common carrier communications (telegraph and telephone) and

broadcast communications (radio and later

television). Congress responded by passing

the Communications Act of 1934, and the

U.S. Federal Communications Commission open its doors for business on 11 July

of that year. The Federal Communications

Commission is an agency that is tasked

with regulating some of the most important

and complicated industries in the United

States. It is an agency that affects almost

every American, but is known by very

few.



Federal Communications Commission

Prior to the formation of the Commission, the telephone and telegraph industries were regulated by the Interstate Commerce Commission (ICC) and radio was

regulated by the Federal Radio Commission (FRC). The styles of regulation practised at these two agencies could not have

been more different. The ICC believed the

telephone and telegraph industries were

public utilities that should be viewed as

natural monopolies. A public utility is any

industry, like the railroad, that is considered so central to the economic well-being

of society that it must be provided to the

public without discrimination and at a reasonable rate. A natural monopoly is when

it is believed that goods and services can be

most efﬁciently provided by a single ﬁrm.

So the ICC regulated the telephone and

telegraph industries by regulating the rates

they could charge the public and by creating entry barriers to protect the industries

from competitors.

Radio, on the other hand, was regulated

not because it was a natural monopoly,

but because of the characteristics of the

physical world. The electromagnetic spectrum over which radio waves travel is a

ﬁnite resource. There is only space for a

certain number of transmitters to operate,

otherwise the whole broadcasting system

would be subject to interference. Thus, the

government had to ﬁgure out how it would

decide who got to have a radio station and

who did not. Furthermore, radio was more

than just electromagnetic signals – it was

also a content source. Content providers,

like newspapers, traditionally were not

regulated by the government under the

restrictions set by the First Amendment.

But following the advent of radio broadcasting, it quickly became clear that there

were more people who wanted to provide

radio programming than there was space

for it on the spectrum. While anyone can

start a newspaper, not everyone can start a

radio station. Thus the concept of the regulation of broadcasting in the public interest

for convenience and necessity evolved. The

very nature of the industry required that
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the government choose one over another.

Thus it would choose those who it believed

would best serve the listening public.

Commissioners

The FCC today is headed by ﬁve commissioners who are nominated by the

president and conﬁrmed by the Senate. The

commissioners serve staggered ﬁve-year

terms. Only three of the ﬁve commissioners

can be from the same political party. The

president designates one commissioner to

be the chair. The chair acts as the chief executive ofﬁcer and coordinates much of the

administration of the agency.

The demographic characteristics of the

FCC commissioners have varied over the

years. Eighty-four people have served since

1934, including sixty-nine men and ﬁfteen

women. There have been eleven commissioners from ethnic minority groups,

including two Asian Americans, three Hispanic Americans, and six African Americans. At the time of their appointment,

commissioners have ranged in age from

thirty-two to sixty-four, with the average

age nearly forty-eight. There have been

forty-two Democrats, forty Republicans,

and two Independents.

Law has been the most common background of the commissioners, with ﬁftyﬁve commissioners having had some type

of legal education. There have been three

commissioners with PhDs in ﬁelds like

history and economics. Sixty-four of the

eighty-four commissioners had no prior experience at the Commission. But ﬁfty-four

of them had been serving in some form of

local, state, or federal government position

immediately prior to being appointed, including two governors and three members

of the U.S. House of Representatives. The

majority of those who came from outside of

government service were lawyers in private

practice before joining the Commission.

Organizational Structure

Below the political appointees level are



270



Federal Communications Commission



a variety of staff ofﬁces, including seven

policymaking bureaus. The bureaus run

almost as separate entities, making and

enforcing their own rules and policies. The

bureaus are staffed by civil servants who

are pegged as experts in their particular

areas. Thus the power of the bureaus to set

the agenda for the Commission cannot be

overestimated. The bureaus are the Public

Safety and Homeland Security Bureau

(which oversees public safety issues including 911 and infrastructure protection),

the Wireline Competition Bureau (which

regulates landline telephone), the Wireless Bureau (which regulates cellphones,

two-way radios, pagers, etc.), the Media

Bureau (which regulates radio, television,

cable television, and satellite television),

the International Bureau (which deals with

all international activity including international telephone rates, satellite issues,

and trade negotiations), the Consumer and

Governmental Affairs Bureau (which collects and analyses consumer complaints

and inquiries, developing and distributing

material to inform the public, and also handling all matters pertaining to the telecommunications industry and the disabled

community), and the Enforcement Bureau

(which enforces all communication laws

and FCC rules).

There are also ten ofﬁces that handle a

variety of duties at the FCC separate from

the work of the bureaus.

•

•

•

•

•

•

•

•

•

•



Ofﬁce of the Managing Director

Ofﬁce of the General Counsel

Ofﬁce of the Administrative Law Judges

Ofﬁce of the Inspector General

Ofﬁce of Engineering and Technology

Ofﬁce of Strategic Planning and Policy

Analysis

Ofﬁce of Legislative Affairs

Ofﬁce of Media Relations

Ofﬁce of Workplace Diversity

Ofﬁce of Communications Business Opportunities



Decision Making

As an ‘expert’ agency, the FCC was cre-



ated to delve into the details of regulating

complicated industries. Congress hands

down general laws and broad policies for

the communications industries, but it is the

FCC that must develop the speciﬁc rules to

enforce Congressional mandates. The FCC

is obligated to follow all the guidelines set

down by the Administrative Procedures

Act; thus an important part of any FCC

rule-making procedure is gathering public

comments. The FCC asks for comments

from any and all interested parties with

two different processes: Notices of Inquiry

(NOIs) and Notices of Proposed Rulemaking (NPRMs). NOIs solicit comments on

broad topics without formally proposing

any rules. NPRMs seek comments on speciﬁc rules that the Commission is considering. These public comments can play an

important role in shaping government policy because they can bring to light new facts

or unintended consequences of a particular

rule. If there is still a lack of clarity or new

issues develop, the Commission can issue

a Further Notice of Proposed Rulemaking.

Once the comment period has passed, the

Commission will issue a Report and Order

(R&O), making the ﬁnal decision known.

Any decision made by the FCC is subject to judicial review in the federal court

system. Most challenges to FCC rules go to

the U.S. Court of Appeals for the District

of Columbia Circuit. The FCC has been

involved in well over 1,700 appellate and

Supreme Court decisions in the last seven

decades. Most appeals hinge on whether

the FCC acted in a manner that was arbitrary and capricious. That means either that

the Commission’s decision was not based

on the evidence or that a rule was not fairly

applied to the party in question. If a rule

is judged arbitrary and capricious by the

courts, the FCC then often has to rewrite

the rule in question or drop it completely.

Political Environment

Independent regulatory commissions like

the FCC were designed as expert agencies

speciﬁcally to remove politics from the

regulatory process. But the FCC does not



Federal Communications Commission

operate in a vacuum. The reality is that it is

vulnerable to pressure from outside forces.

There are, in fact, six major political actors

involved in communications policy, according to the deﬁnitive work on the matter, The

Politics of Broadcast Regulation by Erwin G.

Krasnow, Lawrence D. Longley, and Herbert A. Terry (1982). The FCC is, of course,

the most important actor in the regulatory

environment. But Congress, the regulated

industries, the White House, the courts,

and interest groups/members of the public

are also powerful forces in crafting policy.

Congress holds sway over the FCC in

many ways. The Senate must approve all

nominations to the Commission. It holds

hearings on each nomination and often

uses those hearings to push a particular

agenda. Both the House and the Senate

maintain oversight over all agency activities and often call commissioners to testify

about policies to which they object. Congress also controls the FCC’s budget and

can pass legislation ordering the Commission to do (or not do) something. Indicative

of Congress’ inﬂuence is a statement once

made by Speaker of the House Sam Rayburn. He famously put his arm around the

shoulder of newly appointed FCC Chair

Newton Minow and said, ‘Just remember

one thing, son. Your agency is an arm of the

Congress; you belong to us. Remember that

and you’ll be all right’ (cited in Krasnow,

Longley, and Terry 1982: 89). Commissioners are well aware of the power of Congress

and often make decisions that they believe

follow the intent of those powerful people.

The industries that are regulated by the

FCC also hold a great deal of sway over

agency decision making. The commissioners and staff spend a signiﬁcant amount of

time interacting with members of the regulated industries. That can lead to what is

called ‘regulatory capture,’ when the regulators overly sympathize with the concerns

of the regulated. In addition, there is much

movement of people between the regulated

industries and the FCC. Staff and commissioners often join the regulated industries

when their time at the agency is through.

Former commissioners often become pow-



271



erful lobbyists and the prospect of future

employment can be a powerful persuasive

device. The regulated industries can also

inﬂuence the FCC indirectly by lobbying

Congress. When a regulated industry persuades a member of Congress to put pressure on the FCC, the Commission can be

overwhelmed. But the regulated industries

do not speak with a uniﬁed voice, and thus

their power can be diluted when different

industries or companies work at crosspurposes.

The White House has some inﬂuence

over FCC policy based on the fact that

nominations to the Commission are made

by the president. The personal relationship

between the president and the individual

commissioners can impact the White

House’s inﬂuence on policy. For example,

Chairman Reed Hundt was a close personal friend of both President Bill Clinton and

Vice President Al Gore. That relationship

led to the White House having enormous

sway over the activities of the FCC. Some

have said that the Commission’s agenda

was set by the vice president’s ofﬁce

throughout Hundt’s tenure. On the other

hand, when a president is disinterested

in the Commission, that too can inﬂuence

FCC actions. President George W. Bush

failed to nominate two new commissioners

when Republican seats came open. With

two seats unﬁlled, the work at the Commission ground to a halt on many controversial issues because Chair Kevin Martin

was unable to get a majority, being the

only Republican member of a three-person

Commission.

The federal courts get involved with the

FCC in three basic ways. They can rule on

the process by which a rule or decision was

made, the constitutionality of the results, or

whether the FCC had the statutory authority to take a particular action. There have

been a number of issues in which the courts

have been deeply involved, such as media

ownership or the Equal Employment Opportunity rules. In those cases, the courts

have monitored the Commission’s decisions closely and repeatedly overturned

rules supported by both the FCC and
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Congress on constitutional or procedural

grounds.

Interest groups and concerned individuals do have some inﬂuence over FCC

policy. But those groups usually only succeed when they are allied with another,

more powerful actor. For example, following the infamous ‘wardrobe malfunction’ at

the 2004 Super Bowl, about 542,000 people

complained to the Commission about seeing Janet Jackson’s breast for less than two

seconds. The FCC ﬁned CBS $550,000 and

Chairman Kevin Martin cited the ‘record’

number of complaints as a major reason

behind the FCC’s actions. Around the

same time, about 1.5 million people complained about the concentration of media

ownership and the Commission ignored

those concerns. An anti-indecency group

known as the Parents Television Council

was hailed as the force behind the CBS ﬁne.

But the fact of the matter is that Chairman

Martin, members of Congress, and President George W. Bush were all pushing for

increased regulation of indecency. At the

same time, even though Democratic commissioners Jonathan Adelstein and Michael

Copps were also concerned about media

concentration, none of the other, more powerful groups had gotten involved. Thus it is

safe to say that interest groups are only as

powerful as their friends in high places.

Telephone Regulation

As was discussed earlier, telephone regulation began with two concerns: setting

affordable rates and maintaining the status quo of the natural monopoly. Over

the years, the FCC has deregulated the

telephone industry in a number of ways.

It created policies to foster competition

between telephone companies and data

communications service providers. It also

facilitated the transition to competition

in long-distance telephone service. More

recently, the Commission has attempted

to facilitate competition in local telephone

service as mandated by the Telecommunications Act of 1996. The Commission also



licenses cellphones, pagers, and other personal communications devices.

Broadcasting Regulation

The history of broadcast regulation is

complicated by the fact that broadcasting

is both a delivery system and a content

provider. The Commission, therefore, had

always had to walk a ﬁne line between the

First Amendment rights of the broadcasters and listeners and the ﬁnite limits of the

broadcast spectrum. Congress mandated

in the Radio Act of 1927 (and later in the

Communications Act of 1934) that broadcasting be regulated in the public interest,

convenience, and necessity, language borrowed from public utility regulation. But

exactly what was meant by serving the

public interest has been a source of controversy for nearly 80 years.

At ﬁrst, acting in the public interest

seemed to mean only that stations would

follow the technical requirements set by

the FCC and avoid causing unnecessary

interference with other stations. But the

standard quickly evolved to include content guidelines. For example, the Federal

Radio Commission revoked the licence of

‘Doctor’ John R. Brinkley in 1930 for using

his station solely as a means for prescribing his patent medicines to listeners who

wrote in with medical problems. Brinkley

was also known for using his station to encourage men with impotence to come to his

Kansas facility for his famous ‘goat gland’

operation. The U.S. Court of Appeals later

upheld the FRC’s actions by stating that

evaluating the past performance of a station was not censorship.

The public interest standard went

through many other incarnations, including limiting network programming and

requiring the ‘opportunity for local self-expression, the development and use of local

talent, programs for children, religious programs, educational programs, public affairs

programs, editorialization by licensees,

political broadcasts, agricultural programs,

news programs, weather and market
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reports, service to minority groups, and

entertainment programs’ (1960 En Banc Programming Inquiry, 44 F.C.C. 2303 at 2314).

Since the late 1970s, however, the FCC has

backed away from formal deﬁnitions of the

public interest, instead choosing to allow

the marketplace to determine the public

interest in broadcast programming.

A second important historical component to the regulation of broadcasting is the

notion of scarcity and a need to provide a

diversity of voices. Spectrum scarcity was

recognized as a rationale for content and

ownership regulation as early as 1943. In

1969, the U.S. Supreme Court ruled that

the First Amendment rights of the listeners were more important than the First

Amendment rights of the broadcasters.

Thus station owners had to serve the needs

of the listening public rather than simply

saying whatever they wanted over the public airways. This notion of scarcity was also

used to justify strict ownership limits on

broadcast stations.

Recent Republican FCC chairs like

Michael Powell and Kevin Martin have

maintained that in the age of the internet

and the ever-expanding cable universe,

scarcity is no longer an issue and thus all

ownership regulations should be lifted. The

Telecommunications Act of 1996 drastically altered the long-standing ownership

limits and the FCC’s new rules have been

debated by the FCC, Congress, and the

courts for a decade. Most recently, the FCC

has been holding public hearings around

the country on the issue of ownership limits. These hearings have been ﬁlled with

people complaining of poor programming

from media giants like Clear Channel Communications, which owns more than 10

per cent of all radio stations in the United

States. But Chairman Martin remained ﬁrm

that there is a diversity of voices available

to the public.

The issue of scarcity and the need to

deﬁne the public interest resulted in many

rules governing broadcast content over the

decades. Everything changed, however,

with the massive deregulation that oc-



273



curred during the Reagan administration.

Almost every content rule and guideline

was thrown out in the belief that the market would determine the best programming. President Reagan’s ﬁrst FCC chair

was Mark Fowler, whose faith in the market was demonstrated when he described

television as just a ‘toaster with pictures’

(‘The FCC: Compete or Die,’ 34).

One area of regulation that has survived

the deregulation of the 1980s is indecency.

Since the beginning of radio communication, it has been illegal to broadcast

obscene, indecent, or profane speech. Obscenity is not protected by the First Amendment and is completely banned from the

broadcast airways. But the Commission

rarely gets involved with obscenity cases,

preferring to leave it to the FBI. Indecency,

however, has been a major issue at the

Commission for decades.

Currently, indecent speech is deﬁned

as ‘language or material that, in context,

depicts or describes, in terms patently

offensive as measured by contemporary

community broadcast standards for the

broadcast medium, sexual or excretory organs or activities’ (FCC, ‘Obscene, Profane,

and Indecent Broadcasts’). Indecent broadcast speech is illegal only when there is a

reasonable risk that unsupervised children

will be in the audience. FCC rules state that

broadcast stations can air indecent material

after 10 p.m. and before 6 a.m. This time is

known as the safe harbour, and stations can

air indecent speech without fear of a ﬁne.

While indecency has been an issue of

concern since the beginning of radio, it

was the rise of the shock jocks like Howard

Stern that made the regulation of indecency

a major concern for the Commission. Beginning in late 1980s and ending with his

departure to satellite radio, Stern was the

point man on indecency. He personally

racked up a majority of the ﬁnes issued

prior to Janet Jackson’s wardrobe malfunction at the 2004 Super Bowl.

Since the Super Bowl incident, the Commission has focused more on television

programming and singular incidences of
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profanity than it has on shock jocks like

Stern. The Commission has issued ﬁnes for

things like a teen orgy scene in an episode

of the CBS drama Without a Trace, a rape

scene in a Spanish-language movie aired

on a Telemundo station, and some explicit

language in the PBS documentary, The

Blues: Godfathers and Sons. The Commission has also stated that they will begin

ﬁning stations for ﬂeeting profanity, such

as when Cher said ‘fuck ’em’ during a

live broadcast of the 2002 Billboard Music

Awards or when a former Survivor contestant referred to another cast member as a

‘bullshitter’ on the CBS news program The

Early Show.

While radio stations have paid or settled

most of the indecency ﬁnes issued prior to

2004, the television networks have not been

so quick to open their chequebooks. The

major networks challenged the FCC’s evolving deﬁnition of indecency in a case that

went to the U.S. Supreme Court twice. In the

end, the networks were found not liable but

the Court upheld the underlying deﬁnition

of indecency as constitutionally sound.

Cable Regulation

Cable television began roughly at the same

time as broadcast television. Towns without stations put up large antennas to pull in

distant signals and ran cables from the antennas into subscribers’ homes. At ﬁrst, the

FCC did not want to be in charge of regulating cable. In 1956, the Commission stated

ofﬁcially that it did not have any authority

over cable. By the early 1960s, however, the

broadcast industry was demanding that

the Commission protect television stations

from the burgeoning cable industry. The

FCC issued the ﬁrst cable rules in 1965,

calling it an ancillary service to broadcasting. The Commission got the statutory

authority to regulate cable from Congress

with the Cable Act of 1984. The FCC has

regulated cable rates and programming

offerings off and on ever since.

Kimberly A. Zarkin
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FEEDBACK

[See also: Bull’s-Eye Model; Channel; Communication; Communication Theory; Cybernetics; Medium;

Redundancy; Shannon, Claude E.]



In media studies, communication theory,

and information theory, feedback is deﬁned

as the capability of a sender in a communication system of detecting signals or cues

issuing back from the intended receiver of

the sender’s message, or from the system

itself, so that the performance or control of

the communication system (or the contents

of a message) can be maintained, adapted,

modiﬁed, or improved. Technically, feedback is the return of a segment of the

output of a system to the input, especially

when used to maintain performance or to

control the system. In human communication systems this means that senders have

the ability to monitor the messages they

transmit and to alter them to enhance their

understandability. This includes, for instance, detecting physical reactions during

conversations such as facial expressions or

verbal cues in the receiver that signal the

effect that the message is having on him

or her.

The term was coined in 1948 by

American mathematician Norbert Wiener

(1894–1964), the founder of cybernetics. For

Wiener, mechanisms for self-correction in

machines serve the same purpose that the

nervous system in humans serves in coordinating information to determine which

actions will be performed. Feedback is the
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fundamental concept of cybernetic theory.

When an event or state is part of a chain

of cause-and-effect processes within a system, then the event or state is said to ‘feed

back’ into itself. In an electronic-mechanical

heating system, for example, the feedback mechanism is the thermostat which

controls the system or keeps it in balance

– when a certain temperature is reached,

a mechanism in the thermostat sends information to the temperature-regulating

system to shut down or start up. This selfcorrecting process is an example of what

cyberneticians call ‘negative feedback,’

whereby changes in output are fed back

to the input source so that the change is

reversed. In ‘positive feedback,’ an increase

in output is fed back to the source, expanding the output, thus creating a snowballing

effect. An example is the screeching sound

that occurs when a microphone is brought

too close to its loudspeaker.

Generally, the feedback process depends

on certain information being present or

programmed into a system. Information

is deﬁned in this case as data that can be

received by humans or machines, and as

something that is mathematically probabilistic – a ringing alarm signal carries more

information than one that is silent because

the latter is the ‘expected state’ of the alarm

system and the former its ‘alerting state.’

When an alarm is tripped in some way,

the feedback process is started and the

information load of the system increases

(indeed, reaches its maximum). The one

who developed the mathematical aspects

of information and feedback theory was

the American telecommunications engineer

Claude Shannon (1916–2001), who showed

that the information contained in a signal

is inversely proportional to its probability

of occurrence – the more likely a signal,

the less information load it carries; the less

likely, the more. Weiner’s and Shannon’s

model is extremely useful in providing a

terminology for describing aspects of communication systems, such as feedback, but

it tells us little about how messages take on

meaning in speciﬁc contexts.
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In media studies, the term is used generally to refer to audience reactions to a

program or, in advertising, to an ad or ad

campaign. Such feedback is used to help

producers of programs and creators of ads

to tailor them to audience tastes and expectations.

Marcel Danesi
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FEMINISM

[See also: Ang, Ien; Ferguson, Marjorie; Media

Studies; Pornography]



As an interdisciplinary ﬁeld, communication is home to a number of feminist theories, issues, and practitioners. These are

widely different, connected centrally only

by the belief that oppression of women exists in some form and that this must end. In

communication, a concern with feminism

may be directed at any number of media

or forms of interaction, and may focus on

aspects including some but not necessarily

all of the following: the gendered nature of

interpersonal communication, inclusion in

the production process, representation of

women and girls in media content, the intrinsic inequality of a media industry built

around capitalism, and the contradictory

implications for females in a supposedly

liberational digital environment.

However, feminism itself emerged long

before communication was ofﬁcially recognized as a discipline. The ﬁrst cohesive

feminist movement, often classiﬁed as the

ﬁrst wave, emerged in the mid-nineteenth
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century, coalescing around issues such as

improvements in the education of girls

and women, women’s suffrage, property,

divorce and custody rights, and greater access to certain professions. This was largely

a middle-class movement originally based

in Britain, and many of its adherents would

not have described themselves as feminist

at the time.

By the time the second wave rolled in,

the term feminism had been in existence for

a number of decades, and was embraced

by a variety of women. The second wave

of feminism is perhaps the one best recognized, though not necessarily understood,

by the majority of North Americans and

Europeans. Eventually coming into its own

against the backdrop of an America whose

political and social landscape was being

challenged and transformed by the civil

rights, anti-war, and environmental movements in the 1960s, feminism positioned

itself in the mainstream, with the help of a

few iconic ﬁgures who used the media to

their advantage. Perhaps the best known

of these are Gloria Steinem, founder of Ms.

Magazine, and Betty Friedan, founder of

NOW (National Organization for Women)

and author of The Feminine Mystique, the

book that spoke to many middle-class suburban women of a ‘problem that had no

name,’ a lack of fulﬁlment experienced by

women whose status as housewives and

mothers overshadowed their identity. More

activist ﬁgures claimed to be sidelined by

the power of the press, written off as ‘bra

burners’ or man haters following a number

of publicity stunts captured on national

television that depicted these women as

extremists.

In their glory days, both Ms. and NOW

commanded a large and loyal following,

and some of the gains made for women in

the 1960s and 1970s can be credited to initiatives such as NOW’s sit-ins – complete

with newspaper and television crews called

in by the media-savvy Friedan, a former

magazine writer – at hotels or clubs that

had excluded women. On these social questions, as well as some political ones around



issues such as afﬁrmative action or abortion

rights, the second wave made great inroads.

However, the second wave also came to be

seen as outdated and irrelevant by some

women who felt that the forms of feminism

it encompassed did not speak sufﬁciently

to their issues. In particular, second-wave

feminism, which had emerged as an essentially white, middle-class North American

movement, was criticized for its lack of

ethnic diversity, its inattention to all classes,

and its neglect of problems of global signiﬁcance, including various forms of colonialism and imperialism.

This kind of critique intersected with a

larger move from modernism to postmodernism, with the emphasis switching from

broad social and political questions to a

host of problems centred on difference and

discourse. Accordingly, the concerns of

third-wave feminists, coming to particular

prominence in the 1990s, have been diverse

and difﬁcult to summarize. Problems of

social justice and inequity are central to the

third wave, yet its attention to the analysis

and production of aesthetics, for instance,

as well as a broad acceptance of cultures,

classes, and traditions, sometimes leads

to criticisms that the third wave is insufﬁciently united, with too much emphasis on

frivolity and not enough on true activism.

While the waves metaphor may satisfy

those who prefer general or chronological

categorizations, in actual fact feminists, including those tagged with the second-wave

label, demonstrate considerable diversity.

Second-wave feminism encompassed liberal, socialist, Marxist, and radical activists,

among others, and at times the differences

among these groups have seemed greater

than their similarities.

The liberal paradigm is perhaps the one

that even casual observers would be able

to identify as feminism, and it is one of the

oldest, dating back at least to Mary Wollstonecraft and her eighteenth-century text,

A Vindication of the Rights of Woman. Liberal

feminism seeks to correct inadequate gender representation in a variety of forms

and places, a mission that often takes the
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form of lobbying to alter laws, regulations,

and common practices. While afﬁrmative

action, for instance, is not embraced by all

liberal feminists, some have endorsed it as

a measure needed to balance the number of

women in the workplace, as well as certain

public institutions. Other measures may be

less sweeping, but they would advocate the

insertion of women into spaces otherwise

dominated by a masculine presence, with

the hope that greater egalitarianism would

eventually become accepted and a matter

of form. After all, according to such a view,

men and women are not nearly as different

in their talents and abilities as socialization

processes would have us believe.

A number of other perspectives would

criticize such a view for its inadequacy

in attacking patriarchy at its roots. As a

system based on unequal power relations,

patriarchy extends into every aspect of

society, oppressing women in ways that

go beyond policy and legalities. A radical

feminist, as the name implies, would advocate more extreme solutions than a liberal

one, demonstrating limited or no interest in

ﬁtting into an existing patriarchal structure.

One central area of oppression that some

radical feminists target is female biology,

which can subjugate women in a society

that encourages reproduction without supporting it ﬁnancially or psychologically.

Other areas of concern include the pressure

to exhibit so-called feminine characteristics

and to conform to heterosexual norms even

when these may simply increase male domination of women. Examples of thinkers

who could be classiﬁed as radical include

Kate Millett, Shulamith Firestone, Adrienne

Rich, and Andrea Dworkin.

Radical feminists are concerned with

numerous ways in which patriarchy

manifests itself, and thus some may also

be Marxist feminists, placing emphasis

not only on patriarchy, but on capitalism.

Socialist feminism is likewise occupied

with questions about the intersection of

patriarchy and capitalism, but for Marxists,

capitalism is ultimately the structure that

contributes most substantially to women’s
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oppression. Marxist feminists consider that

different classes of women will not experience oppression in entirely the same way.

A working-class woman may experience

pressures utterly foreign to the middleclass woman, who may – however inadvertently – contribute to the oppression of

her less privileged sisters. While Marxism

originally offered limited commentary on

the unique challenges faced by women,

Marxist and socialist feminists have built

upon the work of Marx and Engels in highlighting women’s working conditions, the

inequality of their wages compared with

those of men, and the need to acknowledge

their unpaid labour, which allows for the

continued functioning of an economic system aimed at extracting maximum proﬁt at

the expense of the lower classes. Many of

these ideas also form the basis of a related

school of thought, feminist political economy, which maintains a focus on power relations, production, and labour.

Post-colonial feminism may also take

some of these factors into account, but it

is concerned with other aspects of power,

questioning the ethnocentrism of theories

that do not acknowledge the legacies of

colonialism and imperialism. Under the

rubric of either or both, women in the

developed world could be seen as contributing to the oppression of those in the

developing world, or they may simply fail

to understand the same, due to cultural

difference and relative privilege. A feminist

such as bell hooks combines more than

one approach, highlighting multiple levels

of discrimination that could be faced by

women of colour on the basis of race, class,

and gender. With her consistent criticism of

what she calls ‘white supremacist capitalist

patriarchy,’ hooks has brought particular

attention to the intersection of these traits,

while Chandra Talpade Mohanty was one

of the ﬁrst feminists to articulate clearly the

question of oppression among women of

different races, cultures, and perspectives.

Postmodern feminism is also concerned

with difference of another kind. Unlike

most of the other streams, postmodern
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feminism does not look to one or two forms

of patriarchal oppression. Rather, it turns a

critical eye on all notions of truth, identity,

and values, noting that there is no universal form of woman or self. Postmodern

feminists vary widely in their approaches,

which may at times be labelled post-structuralist due to great emphasis on language

and on the deconstruction of prevailing

categories of gender. At one point, postmodern feminism was considered a largely

French phenomenon due to the towering

presence of practitioners such as Hélène

Cixous, Luce Irigaray, and Julia Kristeva,

but it may also be linked to the work of

North American theorists such as Judith

Butler, who helped analyse gender and the

gendered body as artiﬁcial constructs. Her

ideas have been applied in looking at many

individuals who cross gender boundaries,

including notable performers such as

Madonna.

Psychoanalytic feminism looks at gender

and self in a decidedly different manner,

addressing many of Sigmund Freud’s pronouncements on the childhood development of identity and sexuality. While most

psychoanalytic feminists reject Freud’s

apparent sexism and essentialism, nonetheless many, including Karen Horney,

Clara Thompson, Nancy Chodorow, Carol

Gilligan, and Juliet Mitchell, have spoken

to certain Freudian concepts in their examinations of psychosexual development,

and these concepts are found repeatedly

in analyses of media content, particularly

ﬁlm. These ideas regarding development

and gendered differences may also be applied to studies of interpersonal communication and how interpersonal skills may

vary between men and women.

These different forms of feminist thought

have applied themselves in varied ways

and settings. One of the ﬁrst scholars to

combine a feminist approach with communication analysis was Gertrude J. Robinson, who offered a number of pioneering

studies around gender and media and was

perhaps most inﬂuential in her commentaries on news content and the production of



news. Drawing upon aspects of political

economy, she offered statistical determinations of female underrepresentation in positions of power as well as a broader study

of the symbols and ideologies found in

media narratives. Her work remains some

of the best known in this area and helped

pave the way for subsequent discussions

of biased content and production in the

newsroom, such as Barbara Freeman’s

discussion of the unwritten rules and pressures that affected female reporters in 1960s

Canada.

The news is generally characterized as a

serious and worthwhile object of study, but

‘women’s magazines’ or ‘women’s books’

have often been dismissed as softer, frivolous, and the instrument of corporations

that impose their patriarchal capitalist ideology upon a passive audience. While there

may be some truth to this interpretation,

writers such as Angela McRobbie, Ann Barr

Snitow, and Janice Radway offered new

approaches to women’s reading, providing the possibility that these genres may be

more complex than imagined, that they offered employment opportunities to women

who are still excluded from more highbrow

corners of the publishing industry, and that

women may not be entirely passive or deluded when they consume such literature.

Similarly, discussions of ﬁlm and television have addressed a host of issues. Feminist research on the portrayal of ﬁlm covers

its history, such as early, contradictory

portrayals of women as plucky heroines

who could only be saved by marriage, or

depictions of suffragettes that alternately

furthered and hindered the campaign for

expanded voting rights. In the 1970s, Laura

Mulvey’s commentaries on ﬁlm helped

move attention towards a psychoanalytic

framework and towards the key concept of

the male gaze as the presumed spectator

of many cinematic classics. Psychoanalysis

still informs much of the feminist research

on cinema, and to a certain extent may inﬂuence critiques of television.

Television, however, has always been

a somewhat different medium from ﬁlm,
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particularly given its location in the home

– a space that is still more commonly associated with feminine domesticity than

with masculine pursuits – and the longtime

success of daytime serials aimed largely at

a female audience. Groundbreaking work

by authors such as Tania Modleski, Mary

Ellen Brown, Christine Geraghty, Dorothy

Hobson, and John Fiske on the ways that

daytime television may simultaneously

appear to empower women and conﬁrm

dominant ideologies of women’s position

in the private sphere operates in tandem

with research by theorists such as Michèle

Mattelart, who investigates the ways in

which such programs naturalize a consumerist, domestic existence for women. Theorists such as Andrea L. Press have added

commentaries on class as a key component

of interpretation for female audiences of

prime-time television, while Ellen Seiter

has looked at representations of gender and

race in television and advertising. The latter plays a large role in the television industry but can be analysed in a number of

settings, including magazines, newspapers,

and the internet.

The internet, in particular, has given rise

to new interpretations of feminist theory.

Over time, the question of technology –

how can it and should it be used, what are

the implications, what is the potential for

increasing or decreasing inequity – has

come to occupy the minds of many feminist communication scholars. From Michèle

Martin’s work on the telephone and the

ways in which it has been adopted and

adapted by women, to the data collected by

scholars such as Ellen Balka, Leslie Regan

Shade, Dale Spender, and Sherry Turkle in

their observations of the ways women use

technology in domestic or professional settings, research has indicated unintended

side effects when new technologies are introduced into society.

Some theorists have suggested that the

prevalence of digital technology, in particular, is indicative of a seismic shift in our

very way of being, and that women are

uniquely positioned to exercise dominance
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in the world of cyberspace, given their assumed competencies in areas of interpersonal communication. While this stance

can assume a relatively liberal form, it can

also assume a more radical appearance, as

evidenced by Sadie Plant and Donna Haraway, who note that human beings are already moving towards a cyborg existence.

The most optimistic of these perspectives is

often referred to as cyberfeminism. Cyberspace is seen in these utopian formulations

as a space where markers of gender, race,

class, and age are all masked and thus can

no longer be used to discriminate; others

note that anonymity can also protect those

who carry out sexual harassment, stalking,

the production and distribution of pornography, and so forth.

In other words, no matter how new

a technology, medium, or other form of

communication may seem, similar questions assert themselves repeatedly regarding gender and equality. There is no one

branch of feminist theory that answers all

of these, and at times theories may operate

in conjunction or they may demonstrate

considerable overlap. Regardless of which

perspective(s) one may endorse, feminist

theory and practice are integral to the

study of communication.

Faiza Hirji
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FERGUSON, MARJORIE (1929–99)

[See also: Feminism; Globalization; Magazines;

Mass Communication]



Marjorie Ruth Ferguson was a renowned

media scholar who worked especially on

the social implications of communications

technologies and global communications,

as well as on the role of women in the media around the world. Ferguson was born

in Victoria, British Columbia. She attended

the University of British Columbia and

moved to London, England, in 1949. Her

ﬁrst career was in women’s journalism. In

the 1950s, with no formal qualiﬁcations,

she joined the staff of Odhams’ (later IPC)

Woman magazine, the most widely circulated women’s magazine in Britain, and

quickly became the publication’s associate

editor.

Ferguson obtained her PhD in sociology from the London School of Economics

(LSE) in 1979 and taught there from 1978

to 1988. Her ﬁrst major publication was
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Forever Feminine: Women’s Magazines and the

Cult of Femininity (1985). The book, which

was based on her doctoral thesis, was one

of the ﬁrst major works to seriously examine women’s magazines and their implications for female readers. During the 1980s,

she was very active in alerting people to

the repercussions of new communication

technologies, leading to two inﬂuential

books that she edited: New Communication

Technologies and the Public Interest (1986) and

Public Communication: The New Imperatives

(1990).

During her time at LSE, Ferguson encouraged the institution to broaden its

curriculum to include media and communication studies. She had little success with

this endeavour and decided to move to the

United States, where media studies had

gained broader acceptance at universities.

In 1988, she began working at the College

of Journalism at the University of Maryland and eventually became the director of

its doctoral program. She taught at the college for more than ten years on media and

politics, media systems of different countries, and political communications.

As the term ‘globalization’ entered the

academic jargon, Ferguson emphasized the

restraining power of nationality and ‘sense

of place’ as expressed through language,

religion, and tradition. She predicted that

national ties would become increasingly

stronger in a period of globalization, inﬂuencing people’s ideas and behaviours;

consequently, she was often critical of

McLuhan’s ‘global village’ theory.

During her career, Ferguson was a consultant to both the British Broadcasting

Corporation and various publishers. She

was also on the Board of Editorial Advisors

of American Journalism Review (published

by Maryland’s College of Journalism), and

was involved with such publications as the

Journal of Communication; Culture and Communication; the European Journal of Communication; and Media, Culture, and Society.

Alexandra Birk-Urovitz and Elizabeth

Birk-Urovitz
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FISKE, JOHN (b. 1939)

[See also: Communication Theory; Media Studies;

Popular Culture; Television]



John Fiske, theorist of communication and

culture studies, and critic of mass media

culture, has focused on sign theory in the

mass media, mass culture, and the interaction of meaning systems with media portrayals.

Born, raised, and formally educated in

Britain, Fiske is best known for his work

conducted at the University of WisconsinMadison, where he was Professor of Communication Arts for a number of years.

Among his most important works are Power Plays, Power Works (1993), Understanding

Popular Culture (1989), Reading the Popular

(1989), and Television Culture (1987). Fiske

is currently retired and residing in Massachusetts.

Fiske, a proponent of the importance of

popular culture, writes: ‘Popular culture is

made by the people, not imposed on them’

(Fiske 1989: 65). The cultural meanings assigned by individuals to popular culture

texts differ not only in terms of socio-economic status, ethnicity, or gender, but also

in subjective ways. Thus, it is irrelevant to

categorize any text as more or less meaningful or not meaningful at all. It all depends on the individual user or interpreter

of the text. Fiske uses the term ‘productive
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pleasures’ to emphasize this. There are

three such pleasures: hegemonic, whereby

the audience does not participate in negotiating textual meaning because the text’s

meaning is transparent; popular pleasures,

which are the most common (whereby the

text is perceived as relevant to one’s daily

life); and evasive pleasures, whereby the

text provides a vehicle for evasion or escape from daily life. Fiske also maintains,

however, that popular culture involves the

negotiation of meaning based on unequal

power structures. In this sense, popular

culture is a ‘micropolitical’ phenomenon

since ‘the politics of popular culture can

play the greater part in the tactics of everyday life’ (Fiske 1984: 69). Thus, while supporting popular culture, he also notes that

its inequalities must be disclosed in order

to bring about equality in society.

Mariana Bockarova
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FOUCAULT, MICHEL (1926–84)

[See also: Althusser, Louis; Deconstruction; Postmodernism; Post-Structuralism]



A French interdisciplinary academic,

Michel Foucault was a leading late-twentieth-century intellectual and for the last

ﬁfteen years of his life professor of the

History of Systems of Thought at the prestigious Collège de France. Foucault reconstructed the systems of the period-speciﬁc

practices of past disciplines whose objects

of analysis or manipulation were particular

aspects of the human being. He had one



foot in the historical archive, piecing together aspects of past disciplines, and the

other in the present, putting in perspective

various features of what we have become.

Playing original and radical reconstructions

of the past against apparently indispensable presuppositions of the present, Foucault

generated controversial critical ‘histories of

the present’ and contributed to the political advocacy of marginalized groups. His

work resulted in a large following throughout the arts and social sciences, but also

considerable criticism.

While the young Foucault was studying

at the celebrated École normale supérieure,

the French intellectual world experienced

the zenith of phenomenology and existentialism, the central ﬁgure of which was

Jean-Paul Sartre (1905–80), philosopher,

author, and critic of bourgeois conformism, oppression, and capitalism. Sartre,

who quit the academy and became an

internationally recognized public intellectual, argued that humans are essentially

free to choose what they will be, famously

claiming that humans make nothing but

what they make of themselves. This radical account of human agency amounted

to a philosophical humanism in which

each individual is and ought to be fully

responsible for his or her life. Eventually,

Sartre would weave into his humanism the

threads of Marxism, according to which

humans are indeed agents who make their

history through their practices but whose

practices are signiﬁcantly conditioned

by the existing dominant social relations.

However, Sartre argued that the conditions of the present, which limit the agency

of human practice, are themselves the

inertial residue of past practices – ossiﬁed

past actions that have become customary,

unintended patterns of social behaviour,

the ‘practico-inert.’ By reducing the limiting conditions of human practice to the

practices of past humans, Sartre generated

a Marxism in which the agency of human

history was entirely reduced to human

practice in the last instance – that is, a
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Marxism fully compatible with philosophical humanism. One of the most important features of Foucault’s work is that it

stands altogether outside the domain of

philosophical humanism. In an interview

ﬁrst published in Les lettres françaises on 31

March 1966, Foucault pointed out that he

did not try to explain disciplines in terms

of the practico-inert, but rather in terms of

what he called the ’theoretico-active.’

Each of us has to learn the practice of

the discipline we eventually ﬁnd ourselves

pursuing. We admit that the set of essential

characteristics that constitutes the discipline – its rules, customs, and nomenclature – precedes existing subjects who have

yet to learn the discipline. Thus we must

admit that the agency of the practitioner

as such is determined by the pre-existing

discipline’s essential characteristics. From

the philosophical humanist’s perspective,

such determination would limit the agency

of the free subject (at least in the ﬁrst instance). However, since only particular,

limited subjects seem to exist in reality, perhaps the fully free existential and phenomenological subject is a ﬁction. Because each

discipline, not unlike each individual, has

irreducible characteristics peculiar to itself,

and because the condition of existence of

the practitioner of a discipline is that he or

she espouse and enact the discipline’s relevant characteristics, the practitioner’s agency is not limited by but rather produced

by the relevant determinations. Thus, in

the history and philosophy of disciplines

one will ﬁnd theoretically rich disciplinary

practices that must be said to actively produce agency by producing the practitioners who categorize, manipulate, and order

the relevant objects. Piecing together the

‘regularity’ – that is, the systematicity – of

the practice of a historically speciﬁc discipline would be to analyse phenomena

in a theoretico-active fashion. This is the

sense in which the rules of regularity of a

‘discursive formation’ or an ‘apparatus’ are

‘not negative,’ but rather ‘positive’ or ‘productive.’ Often misunderstood, Foucault
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did not argue that discursive formations

and apparatuses were positive in the sense

of being good; he argued that they were

positive in that they did not negate or limit

agency, practices, and objects, but rather

produced them.

What we may call Foucault’s philosophical anti-humanism did not originate merely

as a critical stand against the philosophical

humanism of Sartre. Rather, it originated

largely in the structuralist movement – a

cauldron of French intellectual activity

that had been warming for some time

and would boil over and largely displace

philosophical humanism after the 1950s.

The humanist paradigm of the subject was

to be swept away in a ﬂood of approaches

for which the generality or universality of

language became paradigmatic. Some of

the roots of the structuralist movement are

actually to be found in phenomenology

and existentialism broadly understood.

Most notable with respect to Foucault was

the incredible inﬂuence in France of the

German philosophers Edmund Husserl

(1859–1938) and Martin Heidegger (1889–

1976), as well as the French philosopher

Maurice Merleau-Ponty (1908–61). Husserl

and Heidegger were the fathers of phenomenology, to whom Sartre owed a great

deal, but whose works also contained important theoretical horizons and pathways

that led beyond the centrality of the subject, as Heidegger made clear in his 1947

‘Letter on Humanism,’ largely a critical

response to Sartre. Merleau-Ponty moved

from positions close to Sartre to positions

close to structuralism over the course of

his career, becoming one of the ﬁrst French

academics to take seriously the work of the

Swiss grandfather of structural linguistics

Ferdinand de Saussure (1857–1913), which

inﬂuenced those who were to become the

leading ﬁgures of structuralism. The inﬂuences of Heidegger, Merleau-Ponty, and

others are evident in both Foucault’s ﬁrst

book, the short Mental Illness and Personality (1954), and his long ‘Introduction’ (of

the same year) to the French translation of
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Dream and Existence by the phenomenological psychiatrist Ludwig Binswanger (1881–

1966). Foucault sought to understand the

world as experienced in imagination and

dream, and he argued that imagination and

dream co-constitute non-imaginative waking experience, for we must admit that often almost all of what is meaningful about

an object of experience is not perceivable

– it is imagined, as it were. Using this approach, Foucault sought to understand the

world as experienced by the mentally ill.

He also argued that it was crucial to situate

each experienced world of mental illness

in the antagonistic social conditions out of

which it arose, providing a largely Marxist analysis of social conditions. Although

he was to continue to study psychology

and mental illness for seven more years, he

would leave behind phenomenology and

Marxism.

For the 1962 reissue of his ﬁrst book,

the title was changed to Mental Illness and

Psychology, and the concluding third of the

text was overhauled to reﬂect the new approach evident in what is generally considered Foucault’s ﬁrst major work, History of

Madness (1961). This massive book was his

doctoral thesis, submitted to Georges Canguilhem (1904–95), a historian and philosopher of science who had a major inﬂuence

on structuralism and on Foucault. Most of

History of Madness was not translated and

published in English for 45 years, but it

was abridged by Foucault and reissued in

French in 1964, and the abridged version

was translated into English and published

in 1965 as Madness and Civilization. History

of Madness provides us with an analysis

of the disciplines that dealt with madness

during the European ‘classical age’ (roughly the period from the middle of the seventeenth century to the end of the eighteenth

century). According to Foucault, those

disciplines were radically different from

the relevant disciplines of both the Renaissance and the nineteenth century, and they

have been misunderstood by traditional

historians, who have seen in them little



more than a general brutality that libratory

nineteenth-century practitioners would

reform. In fact, the classical disciplines of

madness consisted of rational and regular

practices, and the disciplines of mental illness that succeeded them and stand at the

beginning of our own practices consisted

of social and political measures to enforce

conformity to bourgeois norms. Actually,

both the classical and the nineteenth-century disciplines are rational, regular, social,

and political, but since we espouse and

enact the characteristics of our own epoch’s

disciplines, signiﬁcantly different past practices are identiﬁed as irrational, brutal, and

standing on the other side of the libratory

reform that has resulted in our apparently

enlightened present. The German philosopher Friedrich Nietzsche (1844–1900), who

was for Foucault both a major inﬂuence

and a harbinger of philosophical antihumanism, put the general point quite

nicely in Thus Spoke Zarathustra: ‘This is my

pity for all that is past: I see how all of it is

abandoned … to the pleasure, the spirit, the

madness of every generation, which comes

along and reinterprets all that has been as a

bridge to itself’ (Nietzsche 1984: 26).

This kind of approach to past and present

practices was taken by Foucault throughout

his career. The goal was not to argue that

the past was better, or that we should go

back to it, but to open much less anachronistic pathways to the study of past disciplines, to bracket the presupposition that

current disciplines must be progressively

reformed past disciplines, and to show that

past and present disciplines are sets of regular, rational, social, and political practices.

Two years after History of Madness,

Foucault published The Birth of the Clinic

(1963), which provided analyses of both

the classical and the nineteenth-century

disciplines that dealt with physical illness.

Not unlike in History of Madness, Foucault

argued that the nineteenth-century clinical

gaze was a misunderstood regular, rational,

social, and political practice that supplanted the relevant classical disciplines. Three
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years later, The Order of Things (1966) appeared, Foucault’s most challenging book.

The Order of Things provided an analysis of

three distinct disciplines during the classical age, those that dealt with life, labour,

and language. Foucault argued that the

regularities between the three disciplines of

natural history, analysis of wealth, and general grammar radically exceeded regularities between any one of the disciplines and

the versions of itself that either preceded

it in the renaissance or followed it in the

nineteenth century. The classical disciplines

exhibit a regularity of practice that operates

within the presuppositional space of epistemological taxonomy. That is, the dominant

mode of analysis espoused and enacted by

practitioners in these particular classical

disciplines was the representation of objects in what amounted to complex tables

of classiﬁcation. In the nineteenth century,

the dominant mode of analysis shifted. The

taxonomical representation of objects was

succeeded by analysis rooted in the human

subject. The discursive concept of ‘man’ as

the very ground of knowledge and action

was born, inaugurating the philosophical

humanism that the structuralists, Foucault,

and others would challenge in the twentieth century. In an interview ﬁrst published

in Magazine Littéraire in April–May 1969,

Foucault argued that structuralism should

focus less on the analysis of structures and

more on the role of the subject in the whole

process. In the end, Foucault is generally

thought to have exceeded the structuralist

movement, and is commonly called a leading ‘post-structuralist’ or ‘postmodernist.’

In 1969 Foucault published The Archaeology of Knowledge, in which he elaborated

the details of the complete ‘archaeological’

method he developed in the production of

his ﬁrst three major books. What Foucault

meant by archaeology was an approach

to the past that reconstructed the regular

functioning of actual disciplines. This work

was not done either by digging up and interpreting ancient shards or by postulating

an original principle (an ‘arch’ in ancient
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Greek) of historical continuity. Rather, it

was done in the ‘archive’ of the past texts

and statements of the relevant practitioners.

After The Archaeology of Knowledge, it

took six years for Foucault to publish another major work, Discipline and Punish,

and then a year later in 1976 The History

of Sexuality, Volume I appeared, probably

his two most inﬂuential books. Between

The Archaeology of Knowledge and Discipline

and Punish, Foucault’s general term for his

method shifted from ‘archaeology’ to ‘genealogy.’ Although this shift elicited many

pages of commentary, it amounted to a new

emphasis, not a substantial methodological change. If the objects of archaeological

analysis were the regular functioning patterns of discursive formations (for example,

the classical discipline of the analysis of

wealth), the objects of genealogical analysis

would be the regular functioning patterns

of relations of power that constitute particular social and political apparatuses (for

example, incarceration after the eighteenth

century). Certainly relations of power come

to the fore in Discipline and Punish and History of Sexuality I, but similar relations are

in the earlier books (if less explicitly so), the

analysis of discursive formations continues

in the later books, and the overall approach

of writing critical histories of the present

continues throughout.

Along with the two-volume Capitalism and Schizophrenia by Gilles Deleuze

(1925–95) and Félix Guattari (1930–92), the

preface for which was written by Foucault,

Discipline and Punish and History of Sexuality I can be read as a formidable challenge

to what were during the middle decades

of the twentieth century inﬂuential articulations of Marxism and psychoanalysis.

Louis Althusser (1918–90), one of the leading ﬁgures of structuralism who had been

inﬂuenced by Merleau-Ponty and Canguilhem, combined psychoanalysis and structuralism within a Marxism that certainly

inﬂuenced Foucault, especially with respect

to the analysis of the productive determination of the agency of subjects. However,
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in the ﬁrst chapter of Discipline and Punish Foucault distinguished himself from

Althusser, for whom capitalism is maintained in large part by two apparatuses

that produce ‘good subjects’: the repressive

state apparatus (for example, the police),

and the ideological state apparatus (most

importantly the education system and the

institution of the family). For Foucault,

however, agency after the classical age is

the product neither of repressive violence

nor of ideological indoctrination, and its

determinations are not to be found exclusively within a few institutions such as the

police or the school. Taking the modern

birth of the prison as his point of departure, Foucault argued that penal practices

before the nineteenth century, which often

involved torture, were misunderstood by

traditional historians, who saw in them

nothing but a brutality that was criticized

by late eighteenth-century reformers, resulting in progress to the much more humane penalty of generalized imprisonment.

However, Foucault argues, seventeenthand eighteenth-century torture consisted of

rational and regular practices. Furthermore,

it was not its brutality that was the chief

target of criticism for the reformers. And

ﬁnally, the models endorsed by the reformers excluded generalized imprisonment. To

explain the rapid proliferation of generalized imprisonment as the standard penalty

of Western Europe and North America in

the nineteenth century, Foucault argued

that these regions underwent a basic social

and political transformation between the

mid-eighteenth and mid-nineteenth centuries in which a new political technology

emerged in education, patient care, military

training, the organization of work, and the

reform of criminals. This transformation

and these political techniques, not a narrative of reform, account for the prison. The

new political techniques consisted in isolating each individual within its population,

collecting knowledge about the individual,

and turning that knowledge to good use

with respect to the relations of power by

which the individual’s circumstances and



options might be modiﬁed, with the goal

of re-forming the individual according to

a graded hierarchy of achievement. These

techniques were applied to bodies – for

example, exercises imposed on the isolated

and monitored inmate or student, in his cell

or at her desk respectively. The techniques

were applied to bodies via carefully organized spaces and times, from the prison’s

cellular architecture and the duration of the

inmate’s sentence to the school’s dispersion of desks and classrooms, its student

records, and its graduated terms of study.

And the techniques were applied in order

to render the bodies both docile and useful, producing the reformed criminal, the

good student, the cured patient, the trained

soldier, or the productive worker. Neither

repressive violence nor ideological indoctrination, but rather relations of knowledge

and relations of power applied to the body,

are what distinguish the determination of

modern agency.

History of Sexuality I turns the above

analysis toward aspects of the wider

population as an object. In the middle of

the twentieth century the sexual liberation movement often sought intellectual

credentials in fusions of Marxism and psychoanalysis, in authors such as the Frankfurt school’s Herbert Marcuse (1898–1979).

Apparently a response to Victorian sexual

repression, sexual liberation was actually,

Foucault argued, much more of a process

in which sex had been made an object of

knowledge. The resulting knowledge had

been turned to good use with respect to the

relations of power by which populations

are reproduced and maintained. Foucault

began with historians’ claims about Victorian repression – that there was a general

interdiction against expressions of sexuality – but, he argued, in fact there was a

proliferation of discourse about sexuality

at the time. The analysis here is roughly

analogous to that in The Order of Things,

according to which the discursive concept

of ‘man’ became the very ground of knowledge and action in the nineteenth century.

According to History of Sexuality I it is ‘sex’



Foucault, Michel (1926–84)

that becomes a ground of libratory expression. Of course, humans and sex have been

around for a long time, but not as the presupposed grounds of knowledge, action,

liberation, or expression. Although humans

have always had sex, the view that there

is something called ‘the sex drive’ or ‘the

truth of sex,’ that it has been repressed, and

that it ought to be liberated is both something new and something that has been a

perfect mechanism of incitement to generate knowledge about sex. In the hands of

appropriate practitioners such knowledge

enables the manipulation of behaviours

and the reproduction of healthy populations. This even involves such issues as

eugenics, racial purity, and the like, which

became more than mere possibilities in the

nineteenth and twentieth centuries. The deployment of sexuality was a set of strategic

practices, but it could not be reduced to the

intentions of subjects – it was ‘intentional

but non-subjective,’ roughly analogous to

what Foucault called the ‘theoretico-active’

ten years earlier.

After History of Sexuality I, it was not until 1984 that Foucault published his last two

major works, two parts of the large project

he would be unable to ﬁnish because of his

failing health and eventual death that year:

The Use of Pleasure: The History of Sexuality,

Volume II and The Care of the Self: The History of Sexuality, Volume III. Between History

of Sexuality I and these ﬁnal books another

change in emphasis occurred, this time toward the analysis of how subjects are constituted and how they might manage their

own liberty. Clearly, this issue, though previously not explicit in Foucault’s analyses,

was always present. Foucault began from

the material in History of Sexuality I, but he

turned back to Western classical antiquity

to analyse the transformation from GrecoRoman polymorphic pleasures of the body,

including sexual relations between men

and boys, to Christian sexual desire. The

Greco-Romans enjoyed the pleasures of the

body as one might enjoy the pleasures of

ﬁne dining today. There was no postulation

of desire as one’s deep and morally reveal-
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ing truth, but rather an aesthetic and moderate use of pleasure. The Christians problematized desire as a fundamental moral

concern and a force to be strictly regulated,

something to which Foucault would have

drawn lines of connection from his analysis

in History of Sexuality I, but the project was

stopped short by his death.

In addition to eight major works,

Foucault wrote and published a great deal

of other items during his life. Many of his

essays and interviews have been collected

in various volumes, and his lecture courses

at the Collège de France continue to be edited, translated, and published.

John Duncan
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FRANKFURT SCHOOL

[See also: Adorno, Benjamin; Culture Industry Theory; Habermas, Jürgen; Hegemony Theory; Marcuse,

Herbert; Marxism; Media Effects]



The Frankfurt School (complete title, The

Frankfurt Institute for Social Research) was

an institute founded at the University of

Frankfurt in 1922. It was the world’s ﬁrst

Marxist school of social criticism and research, and its aim was to understand the

ways in which human societies constructed

meaning collectively under the impact of

modern technologies and capitalist modes

of economic production. Its members became extremely famous over time and are

still quoted often in the areas of media, culture, and communication studies. Among

them were: Friedrich Pollock (1894–1970),

Theodor W. Adorno (1903–69), Walter

Benjamin (1892–1940), Max Horkheimer

(1895–1973), Herbert Marcuse (1898–1979),

Erich Fromm (1900–80), Leo Lowenthal

(1900–93), and Jürgen Habermas (b. 1929).

The school’s main view was that modern

capitalist cultures were vulgar, produc-



ing ‘cultural products’ intended mainly to

placate ordinary people. Representative

works of Frankfurt School scholars include:

Horkheimer and Adorno, The Dialectic of

Enlightenment; Horkheimer, The Eclipse of

Reason, Critical Theory; Adorno, Minima

Moralia, The Authoritarian Personality, Negative Dialectics; Benjamin, The Work of Art

in the Age of Its Mechanical Reproduction,

Theses on the Philosophy of History; Marcuse,

Reason and Revolution, Eros and Civilization,

One-Dimensional Man, Essay on Liberation,

Negations, Soviet Marxism, Studies in Critical

Philosophy, Counterrevolution and Revolt,

Hegel’s Ontology; Lowenthal, Literature, Popular Culture, and Society; and Fromm, Escape

from Freedom.

The two main events that left their mark

on the Frankfurt School were the failure of

working-class revolutionary movements in

Western Europe after the First World War

and the rise of Nazism. Common interests

shared by members of the school included

philosophy, social research, Hegelian-Marxist dialectics, and Marx’s critiques of capitalism. But the Frankfurt School scholars

differed with respect to the dogmatism of

orthodox communism, condemning what

they saw as the lethal illusions of liberalism and the arrogance and hypocrisy of the

social-democratic political parties.

By contrast with dominant philosophical trends such as positivism, materialism,

and phenomenology, the Frankfurt School

scholars proposed a return to the basic ideas found in Kant, Hegel, Marx (the publication in the 1930s of Marx’s Economic-Philosophical Manuscripts and The German Ideology exerted a strong inﬂuence on them), and

Freud (see particularly Herbert Marcuse’s

book of 1954 Eros and Civilization) – all writers whom they read voraciously.

In contrast to scientism and dogmatism,

the Frankfurt School scholars adopted the

critical philosophy of Immanuel Kant, who

used the term critique to attack the limits

of Western reason – see especially Horkheimer’s and Adorno’s Dialectic of Enlightenment (1944). The latter uses the Odyssey as

a paradigm for the analysis of bourgeois
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consciousness and of Western reason in

general. But the concept of critique as

elaborated by the Frankfurt School must

also be understood in an epistemological

sense, following Marx, who characterized

his analyses as ‘critiques of political economy.’ In this sense, the Frankfurt School

scholars elaborated the Marxist critique of

bourgeois ideology and critiqued alienated

labour and the exploitation of labour by

means of a dominant mode of communication, mass culture, negation of contradiction, suppression of dissent, and repressive

intolerance. The scholars saw the cultural

‘products’ of capitalist society as analogous

to manufactured products. These were not

meant to last, as were the great works of

art, but rather to be turned over quickly.

The whole of mass capitalist culture was

thus seen as a ‘culture industry’ producing

music, spectacles, and the like that were

meant to be ephemeral and of little value.

The only logic they served was that of the

marketplace, not of any aesthetic sense.

Augusto Ponzio
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FRANKFURT SCHOOL AND

CRITICAL THEORY

[See also: Frankfurt School; Marxism]



The term ‘Frankfurt School’ refers to a

group of German-Jewish intellectuals associated with the Institut für Sozialforschung,

a private research foundation established

in Frankfurt in 1922 to study the structures

and practices of society from a Marxist perspective. In 1931, Max Horkheimer became

the Institute’s director and broadened its

initial emphasis upon history and political

economy to include an explicitly interdisciplinary and holistic investigation into the

social, economic, political, cultural, moral,

psychological, and philosophical foundations of modern social life. Over the next

four decades, those scholars now described

as part of the Institute’s ‘ﬁrst generation’ – including, most famously, Horkheimer, Theodor Adorno, Herbert Marcuse,

Walter Benjamin, Erich Fromm, and Leo

Lowenthal – undertook an extraordinary

variety of research ranging from detailed

empirical studies of phenomena such as the

family and social values to more speculative theoretical meditations on philosophical, historical, and aesthetic themes. In

1933 the Institute was moved to Geneva

to escape Nazi persecution; the following

year, some of its operations were relocated

to the United States, where the majority of

its associates spent the war years. Intrigued

by the prospect of participating in the democratic reconstruction of West Germany,

Horkheimer and Adorno returned the Institute to Frankfurt in 1950.

Although it is impossible to distil a common theoretical framework or research

program from the diverse array of thinkers

and texts we now associate with the Frankfurt School (and it is a label they never

used themselves), it is fair to say that the

basic question which guided their work

was why modern societies had largely

failed to realize the enormous potential for

human freedom, individual autonomy, and

material prosperity enabled by advances in
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their technological and productive capacities. Inspired by a tradition of philosophical and social critique from Kant through

Hegel to Marx, they sought to confront

modern societies with the broken promise

of the bourgeois revolutions to achieve

genuine, universal human emancipation.

Critical theory, in other words, was conceived as a form of immanent critique which,

as Marcuse noted in One-Dimensional Man,

‘analyzes society in the light of its used and

unused or abused capabilities for improving the human condition’ (1964: x).

For the most part, this analysis consisted of an extremely bleak portrait of

mass society in which the vast majority of

individuals were successfully integrated

into systems of economic, political, and

cultural domination, leaving little opportunity for resistance or social change. In

signiﬁcant ways, such a gloomy outlook

may be traced to the historical conditions in

which critical theory took shape and which

it was trying to explain between the 1930s

and 1950s. First, the working class had not

become the ‘gravedigger’ of capitalism

as Marx had prophesied, but instead had

been largely co-opted through a combination of consumer culture and nationalistic

ideology. Second, the emergence of fascism,

culminating in world war, the Holocaust,

and the use of atomic weapons testiﬁed to

the frightening capacity of human beings

to use technological rationality for the most

barbaric of ends. Third, the Stalinization

of the Soviet Union and emergence of the

Cold War left little hope for the prospect

of any radical global alternatives to the

one-dimensional societies presided over by

these superpowers and their client states.

The Frankfurt School has often been condemned on the basis of its relentless and

totalizing pessimism, which some have

suggested is not only reﬂective of this speciﬁc historical period (and thus of limited

contemporary relevance) but also symptomatic of the personal experience of exile.

Others, though, insist that critical theory’s

analysis of capitalism, technology, instrumental rationality, and mass culture identi-



ﬁed important structures and trends within

human society that have grown more

rather than less pervasive and intense over

time. As such, its principle insights remain

useful in making sense of our world today.

Among the most inﬂuential, controversial, and often misunderstood elements of

critical theory in media studies is the role it

assigns to mass culture in reducing the human capacity for critical thought as well as

sustaining the legitimacy of capitalist socioeconomic structures. Writing in the early

1940s, Horkheimer and Adorno coined the

term Kulturindustrie to denote the systematic application of the principles, procedures,

and values of industrial capitalism to the

creating and marketing of mass culture.

Entertainment corporations, they argued,

were churning out a never-ending supply

of ﬁlms, magazines, books, and newspapers following the same Fordist logic that

governed the production of other consumer

commodities such as automobiles or clothing. Contrary to those who claimed that

the use of private market mechanisms to

regulate the exchange of culture and communication promoted the freedom and

independence of the media (as compared to

state censorship), Horkheimer and Adorno

suggested that the growth of a capitalist

culture industry had actually transformed

culture into a staunch ally of existing structures of power and domination. Unlike

some relatively crude Marxist criticisms,

however, their argument was not based

upon an instrumental conception of media

as a propaganda tool deployed by ruling

elites to inject or impose a passive form of

‘false consciousness’ upon the helpless and

duped masses. Instead, they focused upon

how culture and communication had been

transformed by their integration within

and subordination to the logic of a capitalist economy.

What properties do cultural objects acquire when they are conceived, produced,

and promoted, ﬁrst and foremost, as

commodities for proﬁt? They must be efﬁciently produced to minimize costs, effectively promoted to stimulate demand, and
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easily consumed to maximize sales. These

priorities elevate a particular dialectic of

sameness and difference as the governing

principle for all cultural products. On the

one hand, cultural commodities must be

standardized: ﬁrst, it is faster, cheaper, and

more efﬁcient to produce multiple commodities according to the same formula;

and, second, such commodities can be

easily consumed because they conform to

the existing cultural habits, expectations,

and stereotypes of the audience. On the

other hand, marketability demands that

repetition be hidden beneath the illusion

of individuality, difference, and novelty.

The trivial differences of a cultural product

must be deliberately foregrounded and

exaggerated to market it as something

‘new’ or ‘different.’ Mass culture becomes a

form of pseudo-individualization in which

trivial differences disguise an underlying

sameness and homogeneity. For Horkheimer and Adorno, the triumph of this basic

logic was ensured by three complementary

developments: ﬁrst, all cultural production

was increasingly rationalized, coordinated,

and centralized in the hands of large media

corporations; second, each corporation

shared the same objective of maximizing

the extraction of proﬁt from culture; third,

culture and communication were increasingly organized as a promotional arm for

other commodities of consumer capitalism.

Horkheimer and Adorno feared that a

cultural environment dominated by these

principles would fatally compromise the

capacity of individuals to engage in critical

thought. The essence of critical thought,

they believed, was the use of culture and

language to open up a conceptual and/

or aesthetic distance between subject and

object, between people and their social and

material environment. Great works of art,

for instance, do not simply reﬂect the world

but defamiliarize it, forcing us to conceptualize and experience the world around

us in new ways (as well as reﬂect upon the

deﬁciencies of all forms of representation).

Culture should challenge and destabilize

prevailing ideas, values, and assump-
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tions through which we make sense of our

world. Above all, it ought to enable the imagination of alternative forms of social life

and thus keep faith with the utopian but

immanent potential of society to become

something other than it is today. Mass

culture, they argued, had precisely the opposite effect, betraying culture’s potential

by leaving humanity stranded in the desert

of the real. ‘It is not because they turn their

backs on washed-out existence that escape

ﬁlms are so repugnant,’ wrote Adorno, ‘but

because they do not do so energetically

enough, because they are themselves just as

washed-out, because the satisfactions they

fake coincide with the ignominy of reality, of denial. The dreams have no dream’

(1996: 222). The ideological effect of the

culture industry was not to distract consumers from reality with escapist fantasy

but instead to conﬁrm that reality as inescapable. ‘There are no more ideologies in

the authentic sense of false consciousness,

only advertisements for the world through

its duplication’ (Adorno 1981: 34). In other

words, the Frankfurt School did not attack

the culture industry for being too powerful

or manipulative but rather for being too

weak and ineffective to sustain critical reﬂection or energize the imagination of utopian alternatives to existing ways of life.

Furthermore, they believed that mass

culture could only be properly understood if conceptualized in relation to the

changes that capitalism had brought to

other spheres of social life including, most

notably, the workplace and the family.

The techniques of mass production coupled with the widespread application of

scientiﬁc management had systematically

stripped autonomy, creativity, and independence from the labour process, forcing

most workers to numb their critical faculties as they performed simplistic and repetitive tasks. Bored and exhausted by the

drudgery of the assembly line or the sales

counter, most people craved ‘mindless’

entertainment which could be consumed

without too much thought or concentration. In order to satisfy this need, however,
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cultural commodities had to secretly reproduce the patterns of cognition, experience,

and feeling that dominated everyday life.

‘They want standardized goods and pseudo-individuation, because their leisure time

is an escape from work and at the same

time is molded after those psychological

attitudes to which their workaday attitudes

exclusively habituates them’ (Adorno and

Simpson 1941: 38). The culture industry

did not single-handedly ‘inject’ ideological

support for capitalist society into helpless

individuals. Instead, it organized, reinforced, and intensiﬁed patterns of thought,

action, feeling, and pleasure that had become socially dominant because of their

embodiment in a wide range of similarly

commodiﬁed structures and practices such

as a dehumanizing work life.

Equally as important, early empirical

studies conducted by Frankfurt School researchers on the family suggested that the

psychological processes of identity formation had been badly damaged in modern

society, leaving many individuals with

undeveloped egos that were incapable of

imposing any real discipline over more

primitive desires. Lacking any real sense

of self-identity, such individuals were ripe

for exploitation by the culture industry’s

pledge to provide instinctual gratiﬁcation,

thereby intensifying psychological dependence upon the cheap pleasures of mass

culture. Above all, a lack of self-conﬁdence

and personal autonomy left many highly

vulnerable to the promise that social status,

acceptance, and belonging could be easily

secured by imitative assimilation to the

practices and values of consumer culture.

Such promises, though, were inﬁnitely and

openly postponed by a culture industry

that appeared to have successfully locked

consumers into an endless Sisyphyean

cycle of expectation and disappointment.

‘The promissory note of pleasure issued

by plot and packaging is indeﬁnitely

prolonged: the promise, which actually

comprises the entire show, disdainfully

intimates that there is nothing more to

come, that the diner must be satisﬁed with



reading the menu’ (Horkheimer and Adorno 2002: 111). As individuals became accustomed to this pattern, the culture industry

acquired a certain immunity from critique:

at some level, people knew how repetitive,

formulaic, and infantile most of its offerings were, yet continued to consume them

because it was the only option available

to them and they could no longer imagine

doing anything else. ‘The triumph of advertising in the culture industry [consists

in] the compulsive imitation by consumers

of cultural commodities which, at the same

time, they recognize as false’ (Horkheimer

and Adorno 2002: 136).

The work on mass culture was only

one aspect of the much broader critique of

human reason and social evolution undertaken by critical theory. Jointly composed

by Horkheimer and Adorno during their

U.S. exile in the early 1940s, Dialectic of

Enlightenment sketched out a sweeping

portrayal of human history in which our

eventual success in using reason to dominate nature has betrayed the original aim

of the Enlightenment to bring freedom and

happiness to all individuals. The origins of

human reason, they argue, can be traced

to a primal fear of the unknown, a hostile,

dangerous, and terrifying natural world.

Born out of the desperate attempt to manage and repress this fear, human beings

developed forms of thought and belief

that enclose the world in representative

systems of growing complexity. Myth, for

instance, was propelled by the desire to

conceptualize and explain phenomena in

a symbolic and often anthropomorphized

form that human beings could understand,

to render the unknown into the known.

The Enlightenment developed new forms

of scientiﬁc inquiry and instrumental reason that ridiculed and condemned myth

yet were motivated by a similar desire to

predict, manipulate, and control the natural

world. In philosophical terms, the subject

conceives of the object only in terms of

how it can serve the needs or desires of the

subject. Over time this instrumental form

of reasoning had proven remarkably adept
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at increasing humanity’s power over nature

and had been embedded within a wide

range of social institutions, practices, and

technologies. However, it also marginalized

or displaced other forms of non-instrumental reason and understanding that could

not similarly justify themselves as enhancing human productive capacities. The rationality of means trumped the rationality

of ends: strengthening instrumental reason

had become an end in itself rather than

subordinated to the satisfaction of real human needs. For the Frankfurt School, capitalism represented the perfection of this

logic insofar as the production of wealth

was organized to increase proﬁt and the

accumulation of capital rather than maximize human freedom and happiness. The

erosion of critical thought coupled with

the systematic alienation that commodity

fetishism imposed upon experience had

made it virtually impossible for atomized

and isolated individuals to exercise any

rational authority over their environment.

Although the collective power of humanity over nature had grown exponentially, it

had also been matched by the emergence

of a reiﬁed social world that appeared as

inscrutable, unpredictable, and dangerous

as nature must once have seemed to humanity’s distant ancestors. Enlightenment

dissolved back into myth as human beings,

once again, had little choice but to submit

to forces seemingly beyond their control

or understanding, making a mockery of

Kant’s famous rallying cry ‘sapere aude!’

(dare to know).

Following Adorno’s death in 1969 – he

had taken over as the Institute’s director

after Horkheimer’s retirement in the mid1960s – intellectual leadership of Frankfurt

School critical theory passed to a ‘second

generation’ of thinkers. Foremost among

these was Jürgen Habermas and his ongoing attempt to renovate critical theory by

foregrounding the emancipatory potential

embedded within inter-subjective social

relations and communication. Horkheimer

and Adorno had originally conceived Dialectic of Enlightenment as a means of rescu-
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ing the Enlightenment from itself by distinguishing between its positive and negative

dimensions. But the grand, sweeping

nature of their indictment of human reason

as inaugurating self-destructive forms of

social and natural domination was interpreted by many, including Habermas, as

marking the project of modernity beyond

redemption: at its outset, the Enlightenment for Horkheimer and Adorno ‘is the

result of a drive to self-preservation that

mutilates reason, because it lays claim

to it only in the form of purpose-rational

mastery of nature and instinct – precisely

as instrumental reason’ (Habermas 1987a:

111). If reason itself was so deeply ﬂawed,

then the very possibility of critical theory,

and the social and political praxis it was to

inspire, fades before a hermetic (and bourgeois) retreat into the contemplation of aesthetics and philosophy. Habermas rejected

these conclusions on the grounds that they

failed to identify both the positive, critical dimensions of rationality as well as the

many progressive accomplishments of

modernity, including democracy, the rule

of law, aesthetic and cultural diversity, fundamental human rights and freedoms, and

so on.

In The Structural Transformation of the

Public Sphere, initially published in German

in 1962 but not translated into English until

three decades later, Habermas developed

an immanent critique of capitalist modernity through a historically grounded investigation into the emergence and erosion of

the public sphere between the eighteenth

and twentieth centuries. Originating initially in the coffee houses of London and

then gradually spreading to other urban

centres in Europe, the public sphere represented the formation of public spaces (and,

later, printed media) in which individuals

could gather to discuss and debate matters of commerce, culture, and politics.

Although the actual practices of discussion

were often restrictive and exclusionary (on

the basis of gender, education, class, race,

and religion), the philosophical principles

which regulated the exchange of ideas
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in these places were drawn from the Enlightenment’s basic precept that all human

beings have the capacity to use reason to

participate in their own self-government.

This right to personal autonomy, suggested

Habermas, was best exercised in a deliberative fashion: ‘in regard to enlightenment,

therefore, thinking for oneself seemed to

coincide with thinking aloud and the use

of reason with its public use’ (1989: 104).

Four key features of the public sphere can

be identiﬁed which, though not always

fully adhered to, constituted its normative foundations (Calhoun 1992: 12–13).

First, all participants are to be regarded as

formally equal: social or other distinctions

are irrelevant for the purposes of discussion. Second, the quality of discourse and

argument is to be assessed and adjudicated

strictly on the basis of reason alone. Third,

subject matters are not to be restricted or

shaped by external authorities but are to be

entirely dependent upon the autonomous

decisions of the participants. Fourth, any

individual should have the right to participate. As an ideal if not always in practice,

the public sphere created a protected space

of freedom and autonomy in which people

could debate and discuss the important social, cultural, and political questions of the

day. However, the expansion of the public

sphere in the form of mass communication has come at the expense of the quality

and autonomy of political discourse. In a

critique of the perversion of mass communication that shares much with Horkheimer

and Adorno’s culture industry thesis, Habermas lamented the ‘structural transformation’ (and erosion) of the public sphere

under the inﬂuence of powerful economic

and political forces. Active participation by

engaged individuals in rational debate is

displaced by the passive consumption of

media spectacle engineered by states and

corporations in the interests of proﬁt and

ideological legitimation. Despite his far

more enthusiastic reception of the Enlightenment, Habermas ultimately ended up

unable to ground the principles of the public sphere in the historical conditions and



social institutions of contemporary society.

Instead, the concept of the public sphere

served primarily as a tool for criticizing the

failures and shortcomings of existing forms

of communication.

In later work such as The Theory of Communicative Action (1984) he shifted away

from this historical mode of investigation

and critique to explore the transhistorical

foundations of reason embedded within all

forms of human communication. Habermas

faults Marxist and non-Marxist critics alike

for failing to adequately distinguish between an instrumental, strategic, or technological rationality oriented towards the subject’s mastery, control, and domination of

objects and the communicative rationality

that governs and coordinates linguistically

mediated interaction between subjects. One

of the properties shared by all acts of speech

is an underlying normative commitment to

reaching a shared understanding between

individual subjects. While this may not

always occur and speech may also be used

to pursue other ends, this commitment is a

necessary precondition for human communication. In order for people to reach such

an understanding, the legitimacy of each

speech act is dependent upon three validity

claims. First, statements are true insofar as

their representation of objective reality is as

accurate as possible; second, statements are

right insofar as any moral or ethical claims

they offer are legitimate and defensible

according to prevailing social, cultural,

and legal norms; and, third, statements

are sincere insofar as they genuinely reﬂect

the will, understanding, and feeling of the

speaker. The universal (though implicit)

presence of such criteria enables the use of

reason to facilitate debate, discussion, and

the achievement of consensus as a means of

coordinating social action. Habermas argues that the rationality of communicative

action takes shape and is sustained within

the lifeworld of human society, the dense but

informal network of shared meanings, cultural traditions, and social interaction that

constitute everyday life. In contrast, instrumental forms of rationality are rooted in the
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system, which is composed of structures,

institutions, technologies, and patterns of

action that organize the material reproduction of society: in particular, money (the

capitalist economy) and power (the welfare

state) are identiﬁed as the two dominant

‘steering media’ which coordinate human

action in accord with their own systemic

objectives. Problems arise when the fragile balance between these two spheres is

disturbed by the expansionary tendency

of the system to colonize the lifeworld and

thereby erode the basis for human thought

and action based upon communicative rationality. But unlike the much deeper and

more radical critique of capitalist modernization offered by ﬁrst-generation scholars,

Habermas constructs a vigorous defence of

the Enlightenment and modernity, arguing

that the principles of reason immanent to

many of the institutions and practices of

contemporary society continue to furnish

ample grounds for critical theory.

Although Walter Benjamin was never a

formal member of the Institute for Social

Research (but did receive a small stipend

in the late 1930s), his work is often identiﬁed as part of Frankfurt School critical

theory. In media studies, Benjamin is best

known for his 1936 essay ‘The Work of Art

in the Age of Mechanical Reproduction,’ a

deceptively simple set of observations on

the effect of new media such as ﬁlm and

photography on the social and political

signiﬁcance of art and culture. On the one

hand, he was hopeful that increasing accessibility to culture through reproduction

would empower the masses to grapple

with an exploitative economic and political

reality in new ways and thereby mobilize

previously repressed desires for social

transformation. On the other hand, he also

recognized the danger that in the absence

of such mobilization, these desires could

also be harnessed to more destructive ends.

Horriﬁed by how the spectacular pleasures

offered by ﬁlms such as Leni Riefenstahl’s

Triumph of the Will and Olympiad could

sabotage critical thought, he concluded

his essay by noting that mankind’s ‘self-
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alienation has reached such a degree that

it can experience its own destruction as an

aesthetic pleasure of the ﬁrst order’ (1969:

242). Benjamin’s occasional and often cryptic optimism about new cultural technologies has often been used to position him as

a foil to Adorno’s far more hostile reception

of mass culture, even as an intellectual progenitor to work in cultural studies. Yet the

aesthetic, intellectual, and normative commitments shared by these two thinkers on

issues of culture, history, and philosophy

far outweigh their differences: most importantly, both shared a desire to rescue the

possibilities for critical thought and experience in a world where such possibilities are

increasingly eviscerated by instrumental

reason and capitalist social relations. While

Benjamin was far more willing to speculate

about the irrepressible utopian energies for

revolution scattered throughout the spaces

of everyday life, he was equally liable to reﬂect apocalyptically upon the catastrophic

history of so-called human progress.

In the ﬁnal decade of his life (which

ended in his suicide in 1940 during a ﬂight

from Nazi occupied France), Benjamin

devoted himself to exploring the transformation of urban experience in the posthumously published Arcades Project (1999).

Consisting of a massive collection of quotations, aphorisms, and a few schematic essays, this unconventional text has exercised

a powerful inﬂuence across traditional

academic disciplines. While Benjamin’s

investigations ostensibly focused upon

Paris, his ambition was a critical history

of how capitalist urbanization, and its associated technologies and cultural forms,

had irrevocably revolutionized the means

through which people experienced, understood, and engaged with social reality. In

the past, dense networks of social relations,

enduring cultural traditions, and recurring

patterns of work, life, and leisure had anchored generation after generation within

stable patterns of meaning and experience.

The disruptions of modernity had shattered

these patterns, forcing individuals to develop new social, cultural, and psychological



296



Frankfurt School and Critical Theory



strategies to manage the perpetual shocks

that were now part of everyday life. In

the wake of such changes, an intoxicating

range of utopian impulses for happiness,

freedom, and autonomy were emancipated

from the traditional cultural forms that had

contained them. Yet under the spell of the

commodity form, these possibilities were

routinely petriﬁed into fetishized objects,

practices, and spaces which constituted a

mythic dreamworld for humanity. Mass

consumption of these commodities perversely ensured that the collective wish for

a better world they expressed would never

be satisﬁed. Benjamin’s provocative vision

of capitalist modernity as a hellish fate in

which human beings were bound to inﬁnite

cycles of expectation and disappointment

planted the conceptual seed which would

later ripen into Horkheimer and Adorno’s

Dialectic of Enlightenment. But unlike their

relentlessly negative exposition, Benjamin

insisted that a revolutionary pedagogical

tool described as the ‘dialectical image’

could jolt humanity out of its slumbers

and awaken it to its collective social and

political power to ﬁnally make good on the

utopian vision it has possessed for so long

in the form of a dream.

Critical theory has itself attracted many

critics who have attacked the work of the

Frankfurt School for a wide range of faults

from the perceived mandarin elitism of its

principle exponents and the totalizing character of its indictment of capitalist society

to the historical speciﬁcity (and limitations)

of its analysis and its refusal (with the possible exception of Habermas) to offer any

pragmatic program for social and political reform. Many of these criticisms have

substantial merit and there is little question that as a comprehensive or systematic

theorization of contemporary social and

cultural life, critical theory fails on many

counts. That being said, however, there

are few scholarly traditions that can match

the Frankfurt School’s rigour, complexity,

and critical force in exploring the social,

cultural, and intellectual foundations and

implications of the Enlightenment, moder-



nity, and capitalism. Beyond the interdisciplinary tour de force contained in some of

their best-known work, critical theorists of

the ﬁrst and second generation also offer

us a wealth of insights in the form of aesthetic, literary, and cultural criticism that

addressed the most important intellectual

debates of their day. Finally, the Frankfurt

School has inﬂuenced a wide range of

scholars across many disciplines, who continue to apply, reﬁne, and renovate the key

concepts and ideas of the original scholars.

Shane Gunster
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FREEDOM OF SPEECH

[See also: Censorship; Defamation; Pornography]



Freedom of speech is the right to express

ideas and opinions in a democratic society

without fear of censorship or punishment.

Although freedom of speech is enforced by

law, the development of new technologies

over the last decade, particularly the internet, has brought the concept under scrutiny. With increased diversity and anonymity more people are expressing their ideas

through cyberspace. These ideas sometimes

include pornography and hate speech.

The guarantee of free speech in the

United States began in 1783, when America

became independent from Britain and the

monarchy was replaced with a representative system of government. As a concept,

freedom of speech originally surfaced from

the seventeenth-century English context of

political activitism, known as the freedom

of the press movement. The First Amendment to the American Constitution states

that Congress shall make no law prohibiting or abridging the free exercise to freedom of speech or of the press.

The responsibility of the free press is to

discuss or dispute information. Journalism’s purpose is to search out what is true.

However, in a democratic society, truth

is considered diversely and, hence, is difﬁcult to pin down and debate. The goal is

to protect freedom of the press by ensuring

diversity and avoiding intimidation from

powerful public or private interests. The

freedom guaranteed by the Constitution

is a freedom to express and communicate
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ideas without restraint, whether orally, in

print, or by other means of communication.

In the First Amendment, the primary

purpose of the courts is to protect speech

that promotes a robust public debate. For

example, in the late nineteenth century,

Congress had passed laws against obscenity. But court decisions eased such

restrictions right after they were passed,

lifting bans on such books as Ulysses by

James Joyce in 1933 and Lady Chatterley’s

Lover by D.H. Lawrence in 1960. In 1989,

the Supreme Court proclaimed that the

government cannot punish someone for

burning the American ﬂag as a form of political protest, and in 2000 it ruled that the

government has no right to require cable

systems to limit sexually explicit channels

to late-night hours.

In the twenty-ﬁrst century, technologies

have emerged to challenge the spirit of the

First Amendment. The internet in particular

poses a serious problem. The term anonymity refers to the ability to conceal one’s

identity while communicating one’s own

political and religious ideas, without fear of

government intimidation or public retaliation. Anonymity is especially appealing to

internet users who engage in unpopular,

controversial, or embarrassing forms of

communication without sacriﬁcing their

privacy or reputations. Since 1998, plaintiffs

allegedly harmed by anonymous internet

postings have ﬁled many civil defamation

lawsuits against ‘John Doe’ defendants. In

the digital age the notion of freedom speech

is taking on a broader deﬁnition.

Freedom of speech and of the press has

always been heralded as a vital component

of the political, social, and cultural systems of democracies. Ironically, it is in the

United States that censorship forces have

frequently surfaced. Nevertheless, the First

Amendment to the Constitution still serves

as a safeguard for the freedom of the news

media. In a democratic society, everyone is

allowed to have freedom of thought, belief,

opinion, and expression.

Barbara Dumanski
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FUNCTIONALIST THEORIES OF

THE MEDIA

[See also: Media Effects; Sociology of the Media;

Uses and Gratiﬁcations Theory]



Functionalist theories attempt to explain

the media as a collective means to satisfy

individual needs. Cognitive-functionalist

research in media theory is focused on

what media do to subjects, from bodily

arousal to intellectual stimulation, while

sociological functionalism is interested in

how media are involved in bringing about

changes in society. The latter approach is

traced to both Herbert Spencer (1820–1903),

the English sociologist who sought to apply

Darwinian evolutionary theory to human

societies, and French sociologist Émile

Durkheim (1858–1917), who saw modern

culture as an alienating system. The theory

typically views the media as effecting

social change, at the same time that they

mirror such change. The main challenge

for functionalists is to explain how change

is initiated. Unable to provide any viable

psychological theory, early functionalism

has often been associated with conservatism. Contemporary versions, known as

neofunctionalism, attempt to meet the challenge of explaining change by emphasizing the role of uncertainty and creativity

in media systems. A different, but related,

objection to functionalism, raised by Niklas

Luhmann (1964), is its inability to explain

self-reference and the changes initiated by

self-reference.



What do these two objections mean?

First, it is conceivable that the media constitute a system of collective means to fulﬁl

individual needs. And it is possible that

this system might stabilize itself in an equilibrium for satisfying them. One objection

would be that functionalist theories of the

media may explain how the system restabilizes itself once it has been destabilized,

but they have nothing to say about how it

got destabilized in the ﬁrst place. In fact it

seems to follow from functionalist theories

that the media should not change at all.

Neofunctionalism counters that change

in the media is initiated by free will and

creativity, to which someone like Luhmann

would reply that self-corrective action is

also important and not covered by this

explanation. It is also claimed that functionalism presumes a ‘subjectless history’

that is driven by forces outside the existence of social agents. The continuity and

reproducibility of society are supposedly

seen as something that happens with mechanical inevitability through processes of

which people are unaware. Functionalism

is thus critiqued for being nothing more

that a version of radical materialism, even

though few contemporary functionalists

would subscribe to such a viewpoint in this

extreme form.

Cognitive-functionalist research has a

different notion of functions, focusing on

how media shape cognition. Sports shows,

for example, are intended to evoke a certain form of bodily arousal. A more radical

version of cognitive functionalism is the

kind that can be traced to the Turing test

or to Daniel Dennett’s (1978) evolutionarybased philosophy of mind, which reduces

cognition to its observable functions and

leaves no room for unobservable conscious

activity. This type of functionalism is a derivative of Cartesian dualism. Its roots can

be traced back to the work of psychologist

William James (1842–1910) and educator

John Dewey (1859–1952). The notion of

functions in their work refers to cognitive

functions not only in individuals, but also

in the human species as a whole. Behav-
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iourism, on the other hand, had insisted

that only observable reactions to external

stimuli could be studied scientiﬁcally.

While the empirical domain has been expanded by modern technology (for example, brain scanners), experimental design,

and a better understanding of unconscious

processing, cognitive functionalists still cite

early twentieth-century theorists as sources

of inspiration. Others have traced functionalism back to Aristotle’s theory of the soul

or to the mechanistic philosophy of British

philosopher Thomas Hobbes.

A third kind of functionalism relevant

to media and communication studies is

linguistic functionalism – that is, the view

that linguistic structure is determined by its

communicative functions. Linguistic functionalism is often opposed to a brand of linguistic formalism that sees linguistic structure as autonomous and constrained only

by our biological paradigm. Do grammatical structures serve a function? Or are they

present in the brain because of the way

language evolved? Linguistic functionalism

would favour the former perspective. Today, the use of both perspectives in tandem

seems to be the rule in explanatory frameworks. If one wanted to explain why a rose

is red, there is both a functionalist answer

(to attract animals) and a formalist answer

(biochemistry). If language is something

that evolved by mere chance, like the universe, functional explanations will lead us

down the wrong path; but if, on the other

hand, language is the result of a conscious

effort to communicate, functional explanations will have more relevance. Language

may of course, like roses, lie somewhere in

between.

Common to all kinds of functionalism is

the belief that the objects of study – societies, cognitive capacities, or languages – exist because they serve a function and must

serve that function to continue to exist.

Underneath this belief lurks naive Darwinism: that is, the idea that organisms must

serve a function to pass the test of evolution; or even that they must serve a function to emerge in the ﬁrst place. But the
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test of evolution does not imply a priori

functions. Cognitive capacities, including

linguistic ones, may arise as by-products of

something else. Consequently, not everything needs to serve a purpose. Language

or consciousness may be just a by-product

of complex problem solving. The usefulness of complex problem solving does not

mean that language and consciousness

are useful on their own. Second, evolution takes time. Social changes occur in

historical time, not in biological time. They

are simply too rapid to meet the test of

evolution. Many functionalists believe that

societies can be viewed as organisms, but

the analogy does not seem to go very far,

when viewed critically.

Anders Søgaard
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GENERATIVISM

[See also: Chomsky, Noam; Cognitive Language

Studies; Cognitivism; Conceptual Metaphor Theory;

Lakoff, George]



Generativism is the term referring to a

model of language and a school of linguistics that emerged in the late 1950s, following Noam Chomsky’s groundbreaking 1957

book Syntactic Structures. Generativism

aims to ﬁnd a blueprint of linguistic competence that aims to explain how we learn

and use languages without any special

training. Chomsky posits that the human

brain is equipped at birth with rule-making

principles that allow the infant to acquire

any language. He calls this the ‘I-language’

(Internal-language). The I-language is subjected to culture-speciﬁc factors that operate on it to produce the grammar of the

language to which the child is exposed,

which he calls ‘E-language’ (Externallanguage).

Chomsky’s view of language has its

roots in the ideas of the seventeenth-century Port Royal Circle, which had put forward the idea of a ‘universal grammar.’ For

example, the members of the Circle would

analyse a sentence such as An all-knowing

God created the visible world as being made

up of simpler constituent sentences:

(1) God is all-knowing.

(2) God created the world.

(3) The world is visible.



These were elemental sentences that

could not be broken down further. Through

the rules of grammar, they are combined

to produce the complex sequence, An allknowing God created the visible world. The

Port Royal grammarians claimed that we

are born with sentence-making principles,

and that these allow speakers of different

languages to ﬁgure out how complex sentences are formed. Chomsky has always

acknowledged his debt to the Port Royal

grammarians, admitting that it was strikingly similar to his own framework for

describing language competence. Like the

Port Royal linguists, Chomsky focused

on certain sentence forms as constituting

minimal units of the I-language, and others

as transformations of these units into complex sentences of an E-language (Chomsky

1957):

(1) John is eager to please.

(2) John is easy to please.

Both of these sentences, Chomsky observed, would seem to be built from the

same structural plan on the ‘surface,’ each

consisting of a proper noun followed by

a copula verb and predicate complement.

However, despite the same apparent linear

structure, the two sentences mean very

different things: (1) can be paraphrased as

‘John is eager to please someone’ and (2)

as ‘It is easy for someone to please John.’

These paraphrases are, in fact, the different ‘deep structure’ forms that we detect
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in the two sentences. Why do we detect

them? Because, as Chomsky concluded, we

have access to the I-language in the ‘deep

structure’ that we can turn into speciﬁc

sentences, which sometimes have identical

‘surface structures’ in the E-language.

Many arguments have come forward

to challenge this model. One objection is

that sentences are not the basic units of

language. According to Michael Halliday

(1985), sentences are ‘text-governed’ structures. Consider, for example, the following stretch of conversation (Danesi 2008),

which does not contain pronouns. Although it is understandable, we nevertheless perceive it as awkward grammatically:

Speaker A: Chloe is a good person.

Speaker B: Yes, Chloe is a good person.

Speaker A: However, Chloe always likes

to talk about Chloe.

Speaker B: Yes, Chloe does indeed always talk about Chloe.

The more appropriate version of the conversation would contain pronouns instead:

Speaker A: Chloe is a good person.

Speaker B: Yes, she is a good person.

Speaker A: However, she always likes to

talk about herself.

Speaker B: Yes, Chloe does indeed always talk about herself.

The use of the pronoun is ‘systemic,’

that is, pronouns connect the various parts

of the conversation logically like trace

devices. The choice of pronouns is hardly

due to I-language or E-language structural

requirements; rather, it is motivated by text

conventions. In other words, the forms of

language are sensitive to, and dependent

on, cultural devices, rather than sentence

structure in itself.

Another approach to language that has

emerged to challenge the validity of the

generativist paradigm started in the early

1980s, coming gradually to be known as

cognitive linguistics. The most prominent

ﬁgure in the movement is the American lin-
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guist George Lakoff (1987), who, ironically,

was a student and follower of Chomsky.

Lakoff has shown that syntactic rules themselves are products of a meaning-making

process that is highly metaphorical and

imaginative. Syntax is dependent on meaning, not the other way around, as Chomsky

had assumed.

But perhaps the most convincing counterarguments to generativism come from

the study of language development. Generativists claim that we are all born with

a language faculty or ‘organ’ and that

exposure to speech in social contexts simply triggers various ‘parameters’ of that

faculty to generate the speciﬁc languages

to which children are exposed. Chomsky

put forward the notion of a Universal

Grammar (UG) to explain the I-language,

explicating why children learn to speak so

naturally, without training – when the child

learns one fact about a language, the child

can easily infer other facts without having

to learn them one by one. Differences in

language grammars are thus explainable as

choices of rule types, or parameters, from

the UG.

There are several problems with this

theory. First, the it is essentially restricted

to accounting for the development of

syntax in the child, ignoring a much more

fundamental creative force in early infancy:

the ability to apply words creatively to

situations so as to ﬁll in conceptual gaps.

Second, it ascribes primacy to language,

ignoring other faculties such as gesture

and facial expression (or assigning them

a secondary status). Since these develop

in tandem with language during infancy,

also without any training, does the brain

possess ‘universal non-verbal grammars’?

Third, Chomsky completely disregarded

the role of imitation in early language. As

Crystal (1987: 232) remarks:

It has also been recognized that imitation

is a distinct skill in language acquisition

– many children spend a great deal of

time imitating what their parents have

just said. This is most noticeable when
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new sounds or vocabulary are being

learned, but it has been shown that imitation may be important in the development of grammar too. Often, children

imitate sentence patterns that they are

unable to produce spontaneously, and

they stop imitating these structures

when they start to use them in speech

– suggesting that imitation is a kind of

‘bridge’ between comprehension and

spontaneous production.

Today, generativism is on the wane as a

mainstream model of language. But it has

left some signiﬁcant residues, especially

the tendency to associate language with

cognitive and neural processes. The generative model has also been useful in the

development of programming languages

for automatic translation. Such languages

however cannot handle meaning processes

very well, which, as Chomsky has always

claimed, lie outside of the language faculty

proper.

Marcel Danesi
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GENRES

[See also: Popular Culture; Media Studies; Narrative; Uses and Gratiﬁcations Theory]



Aristotle was the earliest important theoretician of genres. He starts his Poetics by

discussing two literary forms, similar in nature to what we now call genres. He writes:

‘Our subject being Poetry, I propose to

speak not only of the art in general but also

of its species and their respective capacities

… Epic poetry and Tragedy, as also Comedy … are all viewed as a whole, modes of

imitation.’ Comedy, Aristotle suggests, is

‘an imitation of men worse than average’

and tragedy is ‘essentially an imitation not

of persons but of action and life, of happiness and misery.’ There is one other important form or meta-genre, histories, and

within each of these meta-genres there are

endless variations.

The term ‘genre,’ from the French, is

used to describe a kind or type of narrative,

regardless of the medium carrying the text.

We ﬁnd genre texts in books, on television,

in ﬁlms, on television, in songs, and in

many other media. Among the most popular genres are hard-boiled and classical detective stories, romances, spy stories, westerns, and science ﬁction stories, with some

texts mixing elements from one or more

genres. I might add that the term genre can

also be applied to texts that are not traditionally seen as ﬁctional narratives, such as

quiz shows and news shows, since they all

tend to follow certain patterns or models.
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Table 1

Uses and Gratiﬁcations



Genres



To satisfy curiosity and be informed

To identify with the divine

To be entertained and amused

To reinforce belief in justice

To reinforce belief in romantic love

To participate vicariously in history

To see villains in action

To obtain outlets for sexual drives in

a guilt-free context

To experience the ugly

To ﬁnd models to imitate



documentaries, news shows, talk shows, quiz shows

religious shows

situation comedies, domestic comedies, musical comedies

police shows, law shows

romance novels, soap operas

media events, sports shows

police shows, action-adventure shows

pornography, fashion shows, soft core commercials, soap

operas

horror shows

talk shows, action shows, award shows, sports shows,

commercials

travel shows, art shows, culture shows, symphony concerts,

operas, ballet



To experience the beautiful



Genre stories tend to be formulaic and

rely upon widely known and accepted

conventions and plot structures. These conventions help audiences understand what

happens in texts and allow writers to create

these texts, since they can rely on expectations on the part of audiences and can use

formulas to satisfy these expectations. In

essence, we classify texts according to their

genres. At the opposite pole to genres are

texts that are highly inventive and follow

no formulas, such as James Joyce’s novels

Ulysses and Finnegan’s Wake.

When we write about genre texts, it is

useful to consider their genres to help us

make sense of the text and better understand the role that a genre plays in creating a

given text. There is a philosophical problem

that we face when considering genres: do

classes of things exist? Are kinds of things

or classes of things, such as the genre ‘comedies,’ as ‘real’ as an example of something,

such as an episode of Seinfeld? Some philosophers, realists, argue that only particular

things are real and a concept or abstraction

such as genre is unreal or has a secondary

status as far as reality is concerned.



so popular. Aside from making it easy for

people to understand what events in a text

mean, genres also provide a number of

gratiﬁcations for readers, viewers, or listeners of generic texts. The focus here is upon

the psychological payoff genres provide

and on the uses people make of generic ﬁctions. Some of the research on the uses and

gratiﬁcations approach deal with listening

to soap operas, reading comic books, and

reading romance ﬁction novels. It is possible to suggest that certain genres provide

speciﬁc uses and gratiﬁcations, which are

considered in Table 1.

One of the difﬁculties of the uses and

gratiﬁcations approach is that it is very difﬁcult to quantify the uses people make of

genres and to tie events in a given text to

this or that gratiﬁcation. Nevertheless, it

is quite obvious that people listen to radio

soap operas, watch soap operas on television, read comic books and other kinds

of ‘pulp literature,’ and listen to country

and western songs because they provide a

number of gratiﬁcations.



Gratiﬁcations from Genres



Popular genres consist of certain formulaic

elements. That is, genre ﬁctions generally

follow a number of conventions regard-



We might ask ourselves why genres are



Formulas in Popular Narratives
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Genres

Table 2



Genre



Romance



Western



Science ﬁction



Spy



Time

Location

Hero

Heroine

Secondary

Villains

Plot

Theme

Costume

Locomotion

Weaponry



early 1900s

rural England

lords, upper-class types

damsel in distress

friends of heroine

seeming friends who lie

ﬁnd love

love conquers all

gorgeous dresses

cars, horses, carriages

ﬁsts



1800s

edge of civilization

cowboy

schoolmarm

townspeople, indians

outlaws

restore law and order

justice and progress

cowboy hat

horse

six-gun



future

outer space

space man

space gal

technicians

aliens

repel aliens

save humanity

space gear

rocket ship

ray gun,

laser gun



present

world

agent

woman spy

assistant agents

moles

ﬁnd moles

save free world

trench coat

sports car

pistol with

silencer



ing where they take place, what kinds of

heroes and villains are found in them, and

what their themes and plots are like. These

elements are spelled out in Table 2, which

deals with romance novels, westerns, science ﬁction stories, and spy stories.

Not all texts in a given genre follow

every convention, but this chart lists some

of the more common formulaic elements

found in these particular genres. Within

each genre, scholars have elaborated

subgenres. Thus Will Wright, in his book

Six-Guns and Society, argues that there are

four variations on the western: the classical

western, the vengeance western, the transition western, and the professional western,

and that each of these variations reﬂects a

stage in the development of capitalism in

the United States.

The Fairy Tale as Ur-Genre

In Popular Culture Genres: Theories and Texts,

Berger suggests that the fairy tale can be

thought of as an ur-genre, from which all

the other genres have evolved. Thus, science ﬁction draws upon ﬁghts with monsters, aliens, magic carpets, and magical

beings who help the heroes of fairy tales in

their adventures. The detective story has

evolved out of the fairy-tale hero’s search

for a kidnapped heroine, and soap operas

are a literary – some would say sub-literary



– variation of the conﬂicts and problems

found in families in many fairy tales. The

fairy tale, in turn, seems to have evolved

out of our dreams, which are the most

personal narratives we experience and in

which we are the heroes and heroines who

become transformed into others.

Are Genres Sub-Literary?

Genre ﬁction, like detective, spy, and

science ﬁction novels, are sometimes described as ‘sub-literary,’ meaning they

have a lesser literary status than non-genre

works, but many critics suggest that some

genre texts are signiﬁcant and important

works of art. It does not make sense to

categorically dismiss all genre works as

little more than trash, even though a great

number of formulaic texts have no literary

value. That is because most ‘serious’ nongenre novels have little literary value as

well, so it seems most useful to look at particular texts to see whether they have merit

and not dismiss them all. One can argue, in

fact, that many of our best novels and ﬁlms

are genre texts – for example, The Maltese

Falcon, 2001: A Space Odyssey, Blade Runner,

and The Third Man. Since genre texts make

up a large portion of our reading, viewing,

and listening, it makes sense for scholars to

examine these texts to consider their aesthetic merits and demerits and to see what
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light they shed on the cultures in which

they are created and consumed.

Arthur Asa Berger

Bibliography

Berger, Arthur Asa. Popular Culture Genres: Theories and Texts. Newbury Park, CA: Sage, 1992.

Cawelti, John. The Six-Gun Mystique. Bowling

Green, OH: Bowling Green University Popular Press, 1971.

Todorov, Tzvetan. The Fantastic: A Structural Approach to a Literary Genre. Cleveland, OH: Press

of Case Western Reserve University, 1973.

Wright, Will. Six-Guns and Society. Berkeley: University of California Press, 1975.



GERBNER, GEORGE (1919–2005)

[See also: Cultivation Theory; Media Effects; Television]



George Gerbner was a leading theorist and

critic who emphasized the vast power of

the media over human attitudes, thought

patterns, and behaviour. He is recognized

internationally for his research on the effects of the media on society – speciﬁcally,

the long-term impacts of television violence

on viewers’ perceptions of reality. Gerbner’s research projects were supported by

numerous organizations, including the National Institute of Mental Health, the National Science Foundation, the Administration on Aging, the President’s Commission

on the Causes and Prevention of Violence,

the Surgeon General’s Scientiﬁc Advisory

Committee on Television and Social Behavior, the U.S. Commission on Civil Rights,

and the Screen Actors Guild.

Born and raised in Budapest, Gerbner

was of half-Jewish descent who had intended to study folklore at the University of

Budapest, but was forced to migrate to the

United States in 1939 to escape the Hungarian regime. He earned a degree in journalism from the University of California, Berkeley, and after graduation worked brieﬂy
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as a writer for the San Francisco Chronicle.

He enlisted in the U.S. Army during the

Second World War and served in the 541st

Parachute Infantry (101st Airborne) and

the Ofﬁce of Strategic Services (OSS), earning a Bronze Star for his service behind

enemy lines. After the war, he worked for

a short time as a journalist and received his

master’s degree after writing the ﬁrst-ever

master’s thesis on the subject of education

and television at the University of Southern

California, where he also obtained his PhD.

In 1956, Gerbner was hired as a professor at the University of Illinois’ Institute

for Communications Research. By the

beginning of the 1960s, his work included

various subject areas such as: the portrayal

of pscyhiatric illness and teachers in mainstream media, the meanings of magazine

covers, and the content analysis of ideological principles in American and foreign

newspapers. Gerber became dean of the

Annenberg School of Communication at

the University of Pennsylvania in 1964 and

maintained this position until 1989. He

played an inﬂuential role in expanding that

university’s involvement with communication theory.

After retiring from his position as dean,

he became an independent researcher and

educator and took up the following positions: visiting lecturer at the University of

Athens; visiting professor at the University

of Budapest, Salesian University, and Villanova University; Bell Atlantic Professor

of Telecommunication at Temple University; and distinguished visiting professor

at the American University in Washington

and the American University in Cairo. He

served as editor of the Journal of Communication from 1974 to 1991 and was also the

chair of the editorial board of the International Encyclopedia of Communications for a

number of years.

Gerbner’s views of the media were

inﬂuenced by his fascination with European folklore. Partly because of his lifelong interest in folklore, Gerbner claimed

that television held a prominent role in

American culture because of its folkloristic
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qualities, broadcasting stories that were

an amalgam of truth and ﬁction (as in

folklore). Television, according to Gerbner,

was the country’s main storyteller: ‘The

television set has become a key member

of the family; the one who tells most of

the stories most of the time … television

dominates the symbolic environment of

modern life’ (Gerbner, Gross, Morgan, and

Signorielli 1980: 14). As such, the TV narrative promulgated a set of broad, biased

assumptions about the ‘facts of life’ that

probably inﬂuenced young people’s beliefs

and perceptions of their world. The effects

of television, Gerbner claimed, should not

be analysed in terms of individual television programs or genres, but rather as a

medium that transmits a pattern of messages in a particular way. This concept led

to the establishment of a three-pronged,

integrated research strategy for media and

communications research that he carried

out with a team of researchers:

(1) ‘institutional process analysis,’ investigating the inﬂuences that affect the

patterns of media messages (for example, how media messages are selected,

produced, and distributed);

(2) ‘message system analysis,’ exploring

the characteristics of these patterns (the

recurring elements/images in media

content);

(3) ‘cultivation analysis,’ studying the inﬂuence of the patterns on viewers’ conceptions about reality.

In 1968, the National Commission on the

Causes and Prevention of Violence, created

at the request of President Lyndon Johnson,

appointed Gerbner and his colleagues to

analyse the effects of TV violence on people.

Known as the ‘Cultural Indicators Project,’

the research catalogued trends in television content and examined how watching

television inﬂuenced viewers’ attitudes and

world views. To this day, this project is still

considered to be the most extensive and

authoritative study of media effects. Previous research had examined whether view-



ing television violence correlated with more

aggression in society. Gerbner and his team,

on the other hand, were more concerned

with how television violence inﬂuenced

world view. With Larry Gross (1976), he

used his ﬁndings to develop ‘cultivation

theory’ – the view that television viewing, over time, subtly ‘cultivates’ audience

members’ perceptions of reality. Gerbner

found, in fact, that those who spent more

time watching television (‘heavy television

viewers’) tended to have beliefs and values

about reality that were more in line with the

tenor of the programs they watched, rather

than with other models of the real world.

Heavy viewers seemed to believe that

the world was a much more dangerous,

gloomy, and frightening place than it actually was, thus developing a greater sense

of anxiety, vulnerability, alienation, and

mistrust of others. This phenomenon was

termed the ‘mean world syndrome’ (Gerbner and Gross 1976).

The implications, Gerbner warned, were

obvious: television violence is a model

of ‘who can get away with what against

whom,’ with women, the young, the elderly, as well as some minorities being victimized the most (Signorielli and Gerbner

1988: xi). Television conveys a strong, symbolic message about social relationships

and the structure of power in society, tending to encourage and reinforce the acceptance of violence as a fact of life, and this

has enormous implications: ‘Fearful people

are more dependent, more easily manipulated and controlled, more susceptible to

deceptively simple, strong, tough measures

and hard-line postures. They may accept

and even welcome repression if it promises

to relieve their insecurities’ (Signorielli and

Gerbner 1988: xxi).

Gerbner also critiqued the representations that TV promoted. Most programs

involved stories about young, wealthy,

idealized Caucasian men involved in professional settings like a law ﬁrm, a doctor’s

ofﬁce, and the like. On the contrary, female,

young, old, and minority characters were

involved in a narrower range of activities.
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These subtle messages, he argued, cultivated viewers to believe that Caucasian males

were the leaders of society and that all others were in some way subsidiary to them.

This has changed, of course. But many

claim that the change was in part motivated by studies such as those by Gerbner

and his team.

Gerbner portrayed television as a ‘cultural environment’ into which children

were born and from which they received

their primary modes of information: ‘For

the ﬁrst time in human history, most of

the stories about people, life and values

are told not by parents, schools, churches,

or others in the community who have

something to tell, but by a group of distant conglomerates that have something

to sell. This is a radical change in the way

we employ creative talent and the way we

cast the cultural environment. The roles

we grow into and the ways others see us

are no longer home-made, hand-crafted,

community-inspired. They are products of

a complex manufacturing and marketing

process. Television is the mainstream of the

process’ (Gerbner 1995: 72).

In the early 1990s, Gerbner founded the

Cultural Environment Movement (CEM),

an international advocacy group composed

of organizations and individuals working for greater diversity in mass media

representation, ownership, and employment: ‘CEM is working for freedom from

stereotyped formulas; for respecting the

integrity of cultures and opposing the homogenisation; for investing in a freer and

more diverse cultural environment; and for

citizen participation in cultural decisions

that shape our lives and the lives of our

children’ (Gerbner 1995: 76).

Alexandra Birk-Urovitz and Elizabeth

Birk-Urovitz
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GESTURE

[See also: Kinesics; Non-Verbal Communication;

Proxemics]



Humans communicate their messages over

two-thirds of the time through the body,

producing around 700,000 signs, including

around 1,000 bodily postures, 5,000 hand

gestures, and 250,000 facial expressions

(Morris et al. 1979). Gesture is an instinctive form of communication, deﬁned as

the use of the hands (and sometimes other

body parts) to communicate something.

Although the term is often used more

broadly, in this entry it will be restricted to

hand (manual) gesturing.

The ability to use the hands for grasping

and pointing was achieved by our hominid

ancestors after they developed the ability to

walk upright. The upright posture liberated

the hands for use in various ways, allowing

early humans to make tools, to use ﬁre, and

to make gestural forms. Although many

gestures seem to be universal, some can be

quite culture-speciﬁc. In 1979, Desmond

Morris and a research team at Oxford University looked at twenty gesture forms in

forty different European societies or communities. They discovered that many of

these had different meanings – for example,

a tap on the side of the head could indicate

completely opposite things, ‘stupidity’ or

‘intelligence,’ depending on cultural context. The overall conclusion reached by the
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study was that many gestures, like words,

have culture-speciﬁc meanings.

Gesture is also found in various primate

species. Chimpanzees, for example, raise

their arms to signal that they want to be

groomed; they stretch their arms to beg or

invite; and they point to things to locate

them (Beaken 1996: 51). These gestures are,

evidently, purposeful and regulatory of the

actions of other chimps. But the number of

gestural forms of which primates are capable is rather limited when compared with

the domain of human gesturing, which

encompasses not only the common hand

gestures accompanying vocal speech, but

also the sign languages used by the hearing-impaired, the sign languages used by

religious groups for various sacred reasons,

the hand signals used by trafﬁc personnel,

the gestural movements used by orchestra

conductors, and so on.

Phylogenetically, gesture is a more

fundamental and instinctive form of communication than vocal language. As such,

it has left its residues in common communication behaviours such as the fact that

when one does not speak the language of

an interlocutor, one instinctively resorts

to gesture in order to get a message across

or to negotiate some meaning. If one were

to describe an automobile, not knowing

the appropriate word, one would tend to

use the hands to portray a steering wheel

and the motion used to steer a car, accompanying this gesture, perhaps, with an

imitative motor sound. This common occurrence suggests that gesture is not only a

fundamental mode of communication, but

also that it is a much more universal, and

less culture-dependent, mode than vocal

language. For example, across the world,

using the index ﬁnger to point to things

is an instinctive gesture. Representing the

shape of objects with the hands also seems

to be universal: to represent a round object

people typically use both hands moving in

opposite – clockwise (the right hand) and

counter-clockwise (the left hand) – directions. Fingers are used across the world to

represent number concepts. However, some



gestures (known as symbolic) are often different, especially if they are used for social

functions or for carrying out interactional

protocols such as greeting, afﬁrmation, and

the like. The child developmental literature

has documented that the use of gesture

appears before the advent of vocal language, since children show an instinctive

ability to point and use other simple hand

movements for practical purposes. And, of

course, in individuals with impaired vocal

organs, gesture and writing constitute the

main modes of communication.

Gesture accompanies vocal speech. As

the psycholinguist David McNeill (1992,

2005) has documented in various important

studies, the gestures used by people commonly as they speak are hardly random;

rather, they reinforce meaning. McNeill

videotaped a large sample of people as they

spoke, and found that the gestures they

used, which he called gesticulants, exhibited

imagery that cannot be shown through vocal words. This suggested to him that vocal

speech and gesture constituted a single integrated communication system that allows

speakers to get messages across effectively

through both modalities.

McNeill classiﬁes gesticulants fall into

ﬁve main categories. First, there are iconic

gesticulants, which are hand movements

that the speaker uses to allow interlocutors

to picture what is being said. For example,

when someone was describing a scene

in which a character bent a tree back to

the ground, the speaker appeared to grip

something in the air and pull it back. This

action was, in effect, a manual depiction of

the action being described verbally, revealing the speaker’s point of view (he could

have taken the part of the tree instead).

Second, there are metaphoric gesticulants,

which are also pictorial, but more abstract.

For example, McNeill observed a speaker

who was talking about a cartoon raise up

his hands as if he were offering a kind of

object to his listener. The action represented

the cartoon as if it were an object that he offered to the listener. This type of gesticulant

is the counterpart of metaphors such as pre-
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senting an idea, putting forth an idea, offering

advice, and so on, which instantiate the conceptual metaphor ideas are conduits. Third,

there are beat gesticulants, which are hand

actions that resemble the beating of musical tempo, whereby speakers ﬂick a hand

or ﬁngers up and down, or back and forth,

to accompany the rhythmic pulsation of

speech. Beats mark the introduction of new

concepts in an utterance. Fourth are cohesive gesticulants, which are used to show

that separate parts of an utterance are supposed to hold together, through a repetition

of the same gesticulant. The repetition is

meant to convey cohesiveness. Fifth, deictic

gesticulants are hand actions that indicate

something that had been mentioned earlier

in the conversation, such as waving a hand

near the ear and shoulder to indicate that

something has passed.

McNeill’s gesticulant categories are actually subtypes of the more generic category

known as an illustrators, which are used

literally to illustrate the content of vocal utterances. Other categories are emblems, affect displays, regulators, and adaptors. Emblems are gestures that are used in place of

words or phrases, such as the ‘Okay’ sign,

the ‘Come here’ sign, the hitchhiking sign,

waving, obscene gestures, and so forth.

Affect displays are hand gestures that aim to

communicate emotional meaning. Examples include the hand movements that accompany expressions of happiness, anger,

surprise, sadness, fear, contempt, disgust,

and so on. Regulators are hand movements

that allow an interlocutor to modify or affect the speaker’s utterance or his or her

rate of delivery. Examples include the gestures for ‘Keep going,’ ‘Slow down,’ and

‘What else happened?’ Adaptors communicate some state of mind. Examples include

scratching the head when puzzled, rubbing

the forehead when worried, and so on.

Gesture is also used as a replacement for

vocal language in some communities. In

the case of hearing-impaired individuals,

it is a primary means of communication

along with writing. The hand signs used

(as in American Sign Language) corre-
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spond to the word units of vocal language.

As Goldin-Meadow (2003: 94) has aptly

observed, ‘sign languages assume the

structural properties characteristic of spoken languages.’ Sign languages are used as

well by some cultures to complement vocal

speech. One of the best-known examples

is the system used by the Plains people of

North America, in which the sign language

functions as a means of communication

between tribes with different verbal languages. The gestures used represent things

in nature, ideas, emotions, and sensations.

For instance, the sign for a white person

is formed by drawing the index and third

ﬁngers across the forehead, indicating a

hat. Special signs also exist for each tribe

and for particular topological referents (rivers, mountains, etc.). The sensation of cold

is communicated by means of a shivering

gesture in front of the body; the same sign

is used for ‘winter’ and ‘year,’ because

the Plains peoples count years in terms of

winters. Turning the hand in a slow relaxed

fashion means vacillation, doubt, or possibility; a quicker movement is the question

sign (Mallery 1972).

Gestures are also used commonly for

sacred symbolic purposes. In Christianity the ‘sign of the cross’ is a gesture that

aims to symbolize the Cruciﬁxion. In Buddhism, the mudras are gestures used during

ceremonies to represent various sacred

concepts (meditation, reasoning, doctrine,

protection, enlightenment, uniﬁcation of

matter, and spirit). The ‘devil’s hand,’ with

the index and little ﬁnger raised to form

a horned ﬁgure belongs to the domain of

superstition, symbolizing, in some cultures,

a sign to ward off the evil eye and in others

to indicate cuckoldry.

Gesture has been used to attempt the

teaching of human language to primates –

who lack the requisite anatomical organs

for vocal speech – to determine if they are

capable of language. In 1966, for instance,

a chimpanzee named Washoe was adopted

by the Gardners, a husband and wife team

who taught her to use American Sign Language at almost one year of age (Gardner
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and Gardner 1969). The Gardners reported

that Washoe learned to use 150 ASL signs

in just over four years, and that she began to put hand signs together to express

concepts resembling the early sentences

of children, such as ‘Go in,’ ‘Hug hurry,’

and ‘Out open please hurry.’ Apparently

when Washoe once saw a duck, an animal

for which she had not learned a word, she

devised the expression water bird. Washoe

was later given an infant chimpanzee to

raise, and, according to the Gardners, she

tried to teach him how to use ASL, which

the baby chimp learned to do, albeit to a

limited extent.

In the 1970s, Herbert S. Terrace of Columbia University also used ASL to train

a chimp named Nim Chimpsky (Terrace

1979, 1983; Terrace, Petitto, Sanders, and

Bever 1979). Nim learned to use 125 signs

and seemed to understand basic notions

of syntax: for example, the chimp put the

word more before another word (chocolate,

tickle) consistently to indicate quantity.

However, analysis of the videotapes also

shows the chimp using aberrant sentences

such as ‘Give orange me give eat orange

me eat orange give me eat orange give

me you.’ Francine Patterson of Stanford

University used ASL to teach language to a

gorilla named Koko (Patterson 1978; Patterson and Linden 1981; Ward 1999) claiming

that Koko could form various kinds of sentences and, amazingly, could understand

and produce puns, jokes, and even tell lies.

Another husband and wife team, David

and Ann Premack (1976, 1983), who actually started experimentation back in the

1960s, took a different approach, training

a chimp named Sarah to communicate

with them by placing metal-backed chips

on a magnetic board. The chips stood for

concepts arbitrarily: for example, a pink

square = ‘banana’; a blue triangle = ‘apple’;

and so forth. Sarah developed the ability

to respond to and even construct sentences

made with combinations of such symbols.

In yet another set of primate experiments, Duane and Sue Rumbaugh taught

common chimpanzees and bonobos to



associate symbols to everyday referents

(Rumbaugh 1977; Savage-Rumbaugh

1986; Savage-Rumbaugh, Rumbaugh, and

Boysen 1978; Savage-Rumbaugh, Romski,

Sevcik, and Pate 1983). In one case study, a

chimp observed a trainer hide a food item

in a container. The chimp knew how to

press a key on a computer keyboard with

the symbol for the food item in question,

and did so. This was seen by a second

chimp, who was then able, on the basis

of the keyboard signal, to locate the food

item. This result might seem remarkable,

but Epstein, Lanza, and Skinner (1980)

were able to get the same behaviour from

two pigeons, named Jack and Jill, who

were put in adjoining cages with a transparent wall between them. Jack pecked a

key labelled ‘What colour?’ as a cue for Jill

to look behind a curtain with red, green,

and yellow lights that were not visible to

Jack. After seeing which light was illuminated, Jill pecked one of three keys, which

Jack could see. Jack responded by pecking

a key labelled ‘Thank you,’ whereupon Jill

was given a food reward. All this demonstrates that animals of different species can

easily ﬁgure out signals in their environment and use this knowledge to obtain

needs. It does not show that they possess

the signals as part of a more general faculty of communication.

Recently, some experimenters have tried

to teach chimps to articulate actual words.

Keith and Cathy Hayes seem to have been

successful in teaching a chimp named Vicki

how to utter a few words (Urban 2002).

Others, such as Mary Lee Jensvold and Allan Gardner, have taught chimpanzees to

apply what they learn from humans to new

situations (Jensvold and Gardner 2000). For

instance, a researcher would raise a speciﬁc

topic, and then ask a chimpanzee a relevant

question on it. The chimps were apparently

able to understand and elaborate upon

simple questions, in ways that are similar

to children.

Despite all the enthusiasm and the extraordinary claims, conditioning cannot

be ruled out as a factor in the experiments.
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This does not imply that animals do not

possess sophisticated communication systems. But whether the animals described

in the above experiments actually learned

to speak human language is really an unresolved question. Moreover, the primate

trainers may have read much more in the

behaviours of their animals than was really there. The Gardners had even hired a

hearing-impaired ASL user to help train

Washoe. Later on he made the following

relevant comment (cited in Pinker 1994:

37):

Every time the chimp made a sign, we

were supposed to write it down in the

log. They [the Gardners] were always

complaining because my log didn’t show

enough signs. I watched really carefully. The chimp’s hands were moving

constantly. Maybe I missed something,

but I don’t think so. The hearing people

were logging every movement the chimp

made as a sign. Every time the chimp

put his hand in his mouth, they’d say

‘Oh, he’s making the sign for drink,’ and

they’d give him some milk. When the

chip scratched himself, they’d record it

as the sign for scratch. Sometimes the

trainers would say, ‘Oh, amazing, look

at that, it’s exactly like the ASL sign for

give!’ It wasn’t.

Marcel Danesi
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GLOBAL VILLAGE

[See also: Electronic Media; Internet; McLuhan,

Marshall]



The term global village was coined in the

1960s by media theorist Marshall McLuhan

(1911–80) to describe how human beings

are increasingly connected by electric (or

electronic) technologies, which virtually

eliminate the effects of space and time so

that the globe contracts into one interconnected, metaphorical ‘village.’ According

to McLuhan, technologies are extensions of

human physical and mental capacities; the

wheel is an extension of the foot, the book

an extension of the eye, and electric circuitry

an extension of the central nervous system.

When the central nervous system is distributed in a global embrace through electronic

technologies, awareness of others is heightened and humans return to tribal conditions. The term ‘global village’ has entered

the language as a popular idiom. Scholars

point out that the notion is signiﬁcant for

having anticipated some of the conditions

and effects of the wired world in an era of

globalization and the World Wide Web.

Electronic Extension, Secondary Orality,

and the Retrieval of Tribal Culture

The advent of electronic media in the electric revolution is the third major technologi-



cal milestone in the history of communication technology that began with the literate

revolution in the ﬁfth century bce, which

moved humans out of the mindset of oral

and tribal culture and into a literate mentality. The Gutenberg revolution accelerated

the millennia-long expansionist forces of

change and shifted people out of the culture of the manuscript, producing mechanization, specialization, and alienation. The

effects of the two previous revolutions were

reversed when human capacities achieved

a global reach. Whereas the ancient Greeks

went from primary orality and tribalism

to literacy – and the Gutenberg revolution

hastened these processes of change – the

electric revolution has touched off an implosion that retrieves tribal culture in an

era of ‘secondary orality.’

McLuhan’s concept of the global village

was likely inﬂuenced by Catholic theologian Teilhard de Chardin’s notion of the

‘noosphere’ (from the Greek nous meaning ‘mind’ and sphaira meaning ‘sphere’

or ‘globe’), a form of global consciousness

emerging from the interaction of human

minds in increasingly complex forms of

organization and integration, a process

which is fostered and accelerated by widely

distributed communication connections

leading ultimately to the uniﬁed mind of

the Omega Point, conceived as evidence of

the ‘body of Christ.’ Teilhard’s interpretation was censured by the Catholic Church,

and his writings circulated underground

for years, inﬂuencing a generation of Catholic scholars. McLuhan appears to have

borrowed and adapted Teilhard’s vision,

arguing that electric technologies make it

possible to instantly translate any code or

language into any other code or language.

Extending our senses and nerves around

the world creates a state of uniﬁed collective awareness that may have been similar

to the condition of human beings before the

fall at the Tower of Babel.

While McLuhan’s retribalized global

village has most often been portrayed as

a peaceful and harmoniously functioning

community – and this was indeed McLu-
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han’s hope for the future – his vision was

not as straightforwardly optimistic as much

popular use of the term would suggest. Life

in the global village has a shadow side that

is hostile. As McLuhan stated in his ﬁnal

television interview, ‘tribal people, one of

their main kinds of sport is butchering each

other.’ The negative effect of the shift to

global communication is that being linked

to everyone leaves many people feeling

overwhelmed and without a personal identity. The response is violence. War, torture,

terrorism, and other violent acts are ‘quests

for identity’ in the global village. To many,

McLuhan’s observations concerning the

global village were prescient. Understanding both the positive potential and the negative effects of life in the global village has

become one of the pressing challenges in

today’s increasingly interconnected world

of communication.

Twyla Gibson and Stuart J. Murray
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GLOBALIZATION

[See also: Global Village; Mass Communication;

McLuhan, Marshall]



The term globalization refers to the process

whereby the lives and destinies of people

across the world are increasingly linked

economically, politically, and culturally.

Simply put, it is the awareness of the world

as a single place. Such planetary consciousness is necessary, some argue, because the
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results of global warming, environmental

erosion, the AIDS pandemic, global terrorism, and nuclear proliferation are likely to

affect all humans, regardless of their geographical location or material conditions.

But the adjective global functions to signify

less catastrophic scenarios as well. A new

vocabulary has emerged in which the global attaches to a range of phenomena that

either reﬂect or shape the ceaseless trafﬁc

of people, images, and ideas at the present

time. References are being made to global

fashion, global youth, global tourism, global cities, global community, and so on,

both in newspaper reports and in academic

research. Globalization suggests both the

beneﬁts and the costs of an interdependence that has become the hallmark of the

contemporary era.

Indeed, globalization informs every

aspect of life, as events or trends in one

part of the world, such as those of fashion

or modelling, can get adopted in another,

affecting standards of beauty, health, and

self-esteem of a signiﬁcant part of the population. Such interchanges are numerous,

but complex to analyse or even explain.

Thus, in the social sciences, globalization

is ‘poorly deﬁned and difﬁcult to research

systematically’ (Crane 2002: 1) and ‘there

are as many conceptualizations of globalization as there are disciplines’ (Pieterse

1995: 45). The most common understandings stem from economics, in which

globalization is the system generated by

the movement towards integrated world

markets in production and ﬁnance. In the

ﬁelds of political science and sociology,

international relations and history, communications, cultural studies and urban

studies, attempts have been under way

since the late 1980s to reorganize modes of

analysis to accommodate the global into

local and national frameworks. New terms

such as ‘glocalization’ served to emphasize

continuities and changes in the 1990s. And

what is new in the way the contemporary

world works is itself a matter for deﬁnition. For example: ‘What is new about the

modern global system is the chronic in-
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tensiﬁcation of patterns of interconnectedness mediated by such phenomena as the

modern communications industry and new

informational technology and the spread of

globalization in and through new dimensions of interconnectedness: technological,

organizational, administrative and legal,

among others, each with their own logic

and dynamic of change’ (quoted in Altman

2001: 15). In his preface to an inﬂuential

collection on the topic, cultural theorist

Fredric Jameson writes: ‘Globalization falls

outside the established academic disciplines, as a sign of the emergence of a new

kind of social phenomenon, fully as much

as an index of the origins of those disciplines in nineteenth-century realities that

are no longer ours’ (Jameson and Miyoshi

1998: xi). A general sense among scholars is

that a major historical shift calls for a paradigm shift in scholarship as well.

The idea of globalization, especially with

respect to media, was ﬁrst popularized by

the Canadian thinker Marshall McLuhan in

his provocative phrase, the ‘global village.’

In the early 1960s, McLuhan embraced the

then-new technology of television as capable of bringing the world’s peoples closer

together. Television would function as an

electronic hearth or ﬁreplace and recreate

the tribal communities that had been supplanted by the individualizing tendencies

of the print medium. Taking cues from his

mentor, the economic historian Harold Innis, McLuhan argued that the culture of

print had fostered the era of nationalism

and the destructive conﬂicts of the twentieth century. With the spread of television,

however, national xenophobia would

gradually disappear, giving way to the ‘retribalization’ of humankind.

Although the utopian cast of McLuhan’s

thinking about globalization, and his optimism regarding the potential for harmony

of television and other new media made

many people question the validity of his

claims, many of his ideas survive in the

globalizing tendencies noted in the economic and political realities of the present

time.



Globalization is commonly understood

as having three characteristics:

(1) It is driven by the economic doctrine of

neoliberalism, favouring the workings

of the free market, competition in terms

of labour and production, and Westernstyle consumerism.

(2) It has resulted in the weakening of

nation-states and the creation of a ‘borderless world.’

(3) New technologies of information and

communication have compressed space

and time through the instantaneous

transfer of messages and images across

the world.

Given the scope of the changes taking

place, not everyone regards the discourse

of globalization as addressing all players

equally. Many anti-globalization activists

see it as a synonym for ‘Americanization’

or the forcible imposition of American values, commodities, and business practices

on the rest of the world. Thus globalization

is a highly charged topic and viewed in

contradictory ways by people of different

backgrounds or ideological persuasions.

The post-9/11 world has brought to the

fore some of the ﬁssures and ambiguities

surrounding globalization. The attacks on

the twin towers in New York transﬁxed

television audiences around the world,

and the coverage that followed elicited

global sympathy for the United States. But

America’s subsequent ‘war on terror,’ its

invasion of Iraq, and prolonged occupation

of that country have reawakened fears of

American dominance. Internet images of

the hanging of Saddam Hussein circulated

worldwide have only added to the sense of

power inequities haunting visions of global

justice and shared principles of peace and

democracy.

Genealogies of Globalization

Although globalization is generally regarded as concerned with the present, it did

not arise unexpectedly, but has a geneal-
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ogy (or several) and historical antecedents.

Indeed, many scholars have decried the

lack of a historical sense that informs many

discussions of economic as well as cultural

globalization. Four genealogical narratives

can be identiﬁed; they are intertwined,

and separated here only for purposes of

convenience. Primary among them from

the perspective of media is the story of

how technologies of communication have

historically played a central role in epochal

change, or in the rise and fall of centres of

power. Another view traces continuities between the industrial revolutions of the past

and the post-industrial or information age

of the present. A third complex of overlapping accounts includes the relationship of

globalization to modernity and postmodernity; to colonialism and neo- or post-colonialism; and to the origins and development

of nationalism and the nation-state. Finally,

a fourth relates to genealogies of new media that aim to highlight changes in human

perception brought about by each new invention, and the consequences for the global public sphere. Each of these genealogies

and their related terms are described below.

Ronald Deibert, an international affairs

scholar, uses communications technologies

as a lens to explain ‘world order transformation’ (1997). By this he means those

large-scale changes in societies that replace

one political and cultural system with another, such as the shift from the medieval

to the modern era in Europe, and the era

of the nation-state to that of transnational

corporations, global ﬁnancial markets,

and non-governmental organizations of

the present day. These particular shifts, he

demonstrates, were brought about by the

printing press and the culture of literacy

in the ﬁrst instance, by hypermedia or the

new digital-telecommunication technologies in the current era. Drawing on Innis

(1950, 1951) and McLuhan (1964), Deibert

proposes ‘medium theory’ as a persuasive

explanatory framework to understand global shifts in power. Innis had advanced the

idea that forms of media embody either a

space or a time ‘bias’: they tend to favour
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extension over vast spaces (for example,

the medium of print and paper) or duration

in time (for example, the media of stone,

clay, or parchment used in ancient times).

He observed that the dominance of a particular medium leads to ‘monopolies of

knowledge,’ the concentration of political

and social power in particular groups, such

as the clergy in medieval times, the urban

bourgeoisie in the modern era, and (one

might add) the high-technology sectors of

today. Deibert argues that the media must

be seen as ‘environments’ in which certain

forces are less or more likely to ‘ﬁt in’ and

function. The hypermedia environment of

computer networks, digital data ﬂows, and

telecommunication links creates a strong

incentive for transnational ﬁrms to operate.

Deibert’s emphasis on communication

technologies in ‘world’ history (he focuses

primarily on the West) provides a link to

views that explain globalization as the

transition from industrial to post-industrial

society, or what Manuel Castells (1997)

has called the ‘information age.’ Brought

on by the technological revolution of the

1970s, the information society is governed

by the core techno-economic process of

knowledge generation: ‘For the ﬁrst time in

history, the human mind is a direct productive force, not just a decisive element of the

production system … What we think, and

how we think, become expressed in goods,

services, material and intellectual output,

be it food, shelter, transportation and communication systems, computers, missiles,

health, education, or images’ (Castells

2000: 31). The path back leads to the two

previous industrial revolutions, of the mideighteenth century and the mid-nineteenth

century, and even further back to the spirit

of discovery of the European Renaissance.

Scholars note that earlier technological

revolutions took place only in a few societies, and diffused in a limited geographic

area. Europeans borrowed some of the discoveries that took place in China, but China

and Japan remained closed to European

technology for many centuries. The current

revolution is global, however, in that ﬁnan-
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cial markets are integrated through the infrastructure of communications networks.

Thus we have a genealogy that focuses on

technologically driven changes in the economy and resultant social formations.

A third genealogical argument links

globalization to the ﬁve-hundred-year history of ‘modernity’ in the West (beginning

in 1492), a history that continues into the

present, according to some, or has been

superseded by the condition of postmodernity, according to others. The concept

of modernity provides the linchpin, so to

speak, of several related themes. Characterized by individualism, scientiﬁc rationality,

and technological progress, it is seen as

the driving force behind the earlier phases

of globalization that resulted from the

European voyages of discovery, slavery,

imperial conquest and settlement, capitalism, and the age of nationalism. Modern

ideas about society and social institutions

that were transforming the West were later

also introduced into colonized countries,

while the latter’s customs were treated as

pre-modern and hence backward. Capitalist development, of which Marx wrote

passionately in the nineteenth century,

depended on the colonies for its raw materials. The historian Eric Hobsbawm calls

the period between 1875 and 1914 the Age

of Empire, and notes: ‘A world economy

whose pace was set by its developed or

developing capitalist core was extremely

likely to turn into a world in which the

“advanced” dominated the “backward”;

in short into a world of empire’ (1989: 56).

Keeping this background in mind, Stuart

Hall points out that today’s globalization

is not a new phenomenon and, particularly

in the context of Britain, emerges out of its

history of colonialism (1991: 20).

This history intersects with modern

media’s development in crucial ways. The

railways and transatlantic cables were laid

to provide the infrastructure for imperial

communications, and these eventually

beneﬁted Third World countries as well.

Benedict Anderson (1983) has shown how

print capitalism created the imagined com-



munity of the nation, shaping the course

of events for nationalist movements of

independence throughout the twentieth

century. The culture of empire, according

to Ella Shohat and Robert Stam (1994), was

underpinned by cinema, especially the images of the non-white ‘primitive’ that were

circulated worldwide by Hollywood ﬁlms.

Globalization’s history, then, is located in

the triumph of Western modernity and its

spread through colonization. An interesting

critique of this prevailing view is put forth

by Enrique Dussel (see Jameson 1998), who

calls a paradigm that associates the rise

of modernity exclusively with the West as

Eurocentric. He proposes, instead, that an

interregional system that goes back 4,500

years was in place before Europe’s conquest

of Amerindia in 1492. India, China, and

the Muslim world were at the centre of

this interregional system, and Columbus

could only imagine that he had reached

India when he accidentally arrived at the

Caribbean. Europe’s modernity was not

a spontaneous development but rather a

form of reaction to the power dynamics of

the interregional system.

Many scholars, however, see globalization as marking a break from the troubled

legacies of modernity, and as linked to

postmodernity. They associate the latter

with openness to difference and multiculturalism, ﬂuid identities, and negotiable

borders. According to Morley: ‘Globalization is about the compression of time and

space horizons and the creation of a world

of simultaneity and depthlessness. Global

space is a space of ﬂows, an electronic

space, a decentered space, a space in which

frontiers and boundaries have become permeable’ (1995: 115).

Finally, a genealogy of the media themselves, when connected to the above perspectives, points to its own narrative of

globally shared aesthetic awareness. Many

have argued that media must be studied

in relation to major shifts in perception. In

his famous essay ‘The Work of Art in the

Age of Mechanical Reproduction’ (1934),

Walter Benjamin claimed that the arrival of
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photography and motion pictures had forever redeﬁned ‘aura’ that was predicated

on the uniqueness of an object. Wolfgang

Schivelbusch (1986) demonstrated how the

railways as mode of transportation forever

changed the intimate relationship to space

that slower modes of travel, such as by foot

or by carriage, had made possible. Susan

Sontag and Roland Barthes have discussed

the medium of photography and its relationship to personal memory or the collective memory of global events. But it is in

the analysis of digital technologies, video

games, and the online environment that

notions of humanity, cyberworlds, virtual

reality, and so forth are likely to have the

most direct relevance to everyday practices

of global interchange. The 1990s saw a

surge in the formation of virtual communities and their promise of new forms of

sociality.

Major Themes and Debates

While the intersections of media and globalization are numerous, a few themes

stand out. These are:

(1) media and identity in the global era

(2) homogenization and hybridization of

cultures

(3) the globalization of media industries

Media and Identity in the Global Era

Issues of identity have long been at the

heart of media and cultural studies, with

media representations of race, class, and

gender shaping identities of individuals

and groups. ‘Tell me what you see, and I

will tell you why you live and what you

think,’ was advanced as the slogan appropriate for the primacy of the visual in the

postmodern era (Debray 1995). Globalization ﬁt in well with postmodernism’s rejection of identity as ﬁxed and inviolate. Globalization processes are generally held to

be plural, uneven, and overlapping. In an

inﬂuential formulation, the anthropologist

Arjun Appadurai explains globalization in
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terms of the ‘disjuncture’ and ‘difference’

of cultural ﬂows. By this he means that the

ﬂows of money, people, images, machinery,

and ideas do not happen in a planned and

coordinated fashion, but crisscross along an

inﬁnite and unpredictable variety of paths.

He states that ‘the sheer speed, scale, and

volume of each of these ﬂows are now so

great that the disjunctures have become

central to the politics of global culture’

(1996: 37). In a similar vein, the work of

British media scholar David Morley foregrounds the heightened practice of mobility, both physical and symbolic, as electronic

landscapes proliferate via communications

and transport technologies (1995). These

and other theorists seek to study the implications of such movement for notions of

belonging, citizenship, and identity. They

question whether the framework of globalization renders moot the social sites of

identity formation such as the family, the

locality, or the nation. However, as Dennis

Altman (2001) reminds us, the literature on

globalization is often based on individual

authors’ own sense of familiarity with certain places and not with others, so that the

general is inevitably ﬁltered through the

particular, the world evoked through one’s

experiences of it. Thus Appadurai ﬁnds it

relevant to cite examples of family visits to

Indian cities in order to make a larger point

about transnational anthropology and the

shifting terrain of ethnographic practice

(1996: 48–65). And Morley considers what

immigration from Britain’s former colonies

has meant for that country’s sense of national identity.

The model of consensus versus conﬂict

structures views of the impact of globalization on local identities. Grim predictions of

a ‘clash of civilizations’ (Huntington 1993)

that would mark the twenty-ﬁrst century as

non-Western cultures initiate violent clashes with the advanced capitalist West have

been countered by analyses of a ‘civilization of clashes’ (Appadurai 2006) in which

globalization breeds dissatisfaction for the

world’s dispossessed and feeds nationalist

passions. A sense of ethnic particularity or
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‘cultural closure’ (Bayart 2005) accompanies the interconnections that globalization

spawns, in a dialectic of proximity and

heterogeneity. Where identity is not under

threat, global/local dynamics result in a

process of accommodation and change

(Wilson and Dissanayake 2000; Skelton and

Allen 1999). Through empirical case studies, researchers critically examine how local

contexts and cultural patterns determine

attitudes to, and the effects of, globalization processes in Brazil and India, Thailand

and Japan, Mexico and the Caribbean. The

impact of ‘Third World’ cultures on the

United States and the UK, such as through

the absorption of minority or immigrant

populations and their music or cuisine,

points to transformations in the industrialized world as well.

Globalization and Culture: Homogenization

versus Hybridization

Jan Nederveen Pieterse notes: ‘The most

common interpretations of globalization

are the ideas that the world is becoming

more uniform and standardized, through

a technological, commercial and cultural

synchronization emanating from the West’

(in Featherstone 1995). An early response to

cultural globalization, it continues to have

currency. Globalization is often seen as a

threat to the survival of speciﬁc ways of life

in traditional societies through what is variously termed ‘McDonaldization’ or ‘CocaColonization.’ One author states: ‘In the villages of Lower Bavaria, just as in Calcutta,

Singapore or the “favelas” of Rio de Janeiro,

people watch Dallas on TV, wear blue jeans

and smoke Marlboro as a sign of “free,

untouched nature”’ (quoted in Beynon and

Dunkerley 2000: 22). Fears of a widespread

commodiﬁcation of culture following patterns of media consumption and lifestyles

familiar in the United States are frequently

voiced. The charge of media imperialism

(see below) against dominant U.S. media

corporations was made by critics like Ariel

Dorfman and Armand Mattelart (1975) and

Herbert Schiller (1969), who pointed to the



transfer of American values and ideologies

as insidious and dangerous to the vitality of

other ways of life. More recently, the rise of

ethnic nationalisms, fundamentalist Islam,

and terrorism in many parts of the world

are seen as enraged responses to America’s

military might and the hegemony of its media and popular culture.

Opponents of the homogenization argument point out the many instances of

hybridization in the contemporary world,

such as Latino rock, Mandarin pop, the

inﬂuence of Korean television stars in

Japan, and numerous other examples of

cultural synthesis and combinations. Further, hybridity is not a new phenomenon

but has always been present, and reﬂects

observable social realities. Cultures have

always borrowed from one another and

new mixed elements have emerged. But

the general phenomenon of cultural mixing has increased with the advance of globalization. Authors caution, however, that

hybridity can only be understood within

the context of power relations and the functions of capital. A celebratory attitude to

hybridity is likely to overlook the workings

of transnational capitalism itself. ‘For it is

the claim of IBM, CNN, etc. that they are

indeed the harbingers of a culture of global productivities, knowledges, pleasures’

(quoted in Tomlinson 1999: 145).

The Globalization of Media Industries

Nowhere are the workings of capitalism

more evident than in the functioning of the

culture industries. The transnationalization

of media companies is not only the source

of huge proﬁts but of cultural domination

as well. Concentration of ownership and

control of the media in a handful of corporations has long been documented by

researchers (Guback, Schiller, Herman and

Chomsky, Bagdikian, and others). With economic globalization, they argue that these

corporations are now dominant players on

the global stage. Time-Warner, Disney, Viacom, Bertelsmann, the News Corporation,

and General Electric are the parent com-
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panies responsible for many of the media

programs and artefacts circulated around

the world. Bagdikian notes that thanks to

the internet and interactive cable, the lines

separating traditional forms of media, such

as newspapers, television programs, and

movies, have become blurred. ‘By owning

all these media, a few large corporations

have mass communications power that far

exceeds the capabilities of smaller ﬁrms,

social action organizations, and individuals’ (2000: xv). Moreover, he notes that the

media companies function as a cartel and

not as competitors in the capitalist marketplace. ‘Global Hollywood’ provides a

particularly salient example of media corporate power (Miller et al. 2001). Building

on its historical dominance in ﬁlm distribution going back to the 1920s, contemporary

Hollywood is the undisputed leader in the

global market. Its earnings through television programs, video, and theatrical screenings showed astonishing growth in nearly

all regions of the world between the 1970s

and 1991 (Miller et al. 2001: 8). Its power

resides in the way it is able to exploit the

market in cultural labour that has emerged

in the global era.

The business practices of global Hollywood do not, however, guarantee standardized modes of reception on the part of

audiences. Stokes and Maltby provide accounts of the reception of Hollywood ﬁlms,

television, and video by non-American

audiences to demonstrate a history ‘very

different from the conventional, unidirectional process articulated in theories of

cultural and media imperialism, in which

commercial hegemony leads to ideological

dominance’ (2004: 7). They argue that these

theories need to be rethought in relation

to the viewing habits of actual (and active)

audiences. They note that ‘the ‘Americanization of the world’ has actually involved

the circulation across national boundaries

of a multinational popular culture which

recognizes no frontiers’ (2004: 4). It was in

Hollywood’s interests to see that its ﬁlms

were smoothly adaptable to various cultures. Audiences in such diverse settings
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as Central Africa, Japan, India, Australia,

Turkey, Belgium, France, and England testify to the social experience of movie-going

and its relationship to time and context. For

example, Nezih Erdogan describes how, in

the 1940s, with Europe in ruins, Turkey’s

model of westernization shifted from Europe to America. Popular ﬁlm magazines

exploited this interest by presenting stories

and photos of Hollywood stars. A ‘Turkish’

star in Hollywood – Turhan Bey – became

a vehicle for projected longings as well

as national feelings on the part of Turkish

audiences. Another instance of the complex dynamics of reception concerns the

‘Copperbelt cowboys’ of colonial northern

Rhodesia (Zambia). In that case censored

and disjointed images of Hollywood ﬁlms

(especially cowboy ﬁlms) became the

means to engage with notions of modernity. And young viewers in a Flemish town

who were surveyed in 2001 overwhelmingly preferred Hollywood ﬁlms over European or local Flemish ﬁlms because of the

former’s perceived high-tech sophistication

and pleasing exoticism.

Reversing the ﬂow from West to East,

it is important to note the popularity of

Japanese animated ﬁlms and other cultural

products such as computer games in the

United States (Iwabuchi in Crane 2002:

268). Devoted fans of Japanese animations

in Western countries express a yearning

for Japan and the desire to be born there.

The source of origin of a cultural product

becomes less important than the fact of its

circulation and appropriation.

‘Not a global village but customized

cottages’

The literature on globalization, then, like

the phenomenon itself, is not an organic

whole but rather a series of overlapping

theories and debates, reﬂecting the complexity of the interactions taking place.

What is evident is that the discourse of

globalization has taken off in several directions and is here to stay. At once an

economic and political process, a form of
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consciousness, and an emergent theoretical paradigm, globalization must be understood in multiple ways. As the world

becomes more integrated, as the scale and

intensity of human contact grow even

further, and as innovations in media technologies continue to create new publics, the

need to make sense of these developments

can only accelerate.

Sumita S. Chakravarty
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GOFFMAN, ERVING (1922–82)

[See also: Bateson, Gregory; Conversation Analysis;

Discourse; Ethnography]



Canadian sociologist Erving Goffman was

a pioneer in promoting qualitative (observational or ethnographic) research methods

in the study of human interaction. He originated the concept of frame analysis – the

technique of dividing human interaction

into separate schemas or frames of behaviour that can then be analysed in terms of

constituent units of selfhood-portrayal,

recognizable by others intuitively as part

of personality. Taking his cue from Gregory Bateson (1936; Ruesch and Bateson

1951), he called the sequence of actions that

identify a person’s behavioural characteristics a ‘strip’ (an obvious reference to the

comic strip as conspicuously exemplifying a structured sequence of actions). The
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method of frame analysis consists in: (1)

describing the strip (the actual behavioural

scene), (2) reducing it to a psychological typology, and (3) interpreting the social code

deployed by the characters in the strip. In

effect, Goffman drew attention to the implicit fact that everyday life unfolds very

much like a cartoon theatrical performance,

because people feel as if they are on a stage

and thus seek to skilfully stage their character according to social context. People

are ‘character actors’ who employ gestures,

props, and conversation to impress each

other for speciﬁc reasons. The Latin term

for ‘cast of characters’ is dramatis personae,

literally, ‘the persons of the drama,’ a term

betraying the theatrical origin of our concept of personhood. Persona was the ‘mask’

in Greek theatre. We seem, in a phrase, to

perceive life as a stage.

Goffman was born in Manville, Alberta, and raised in nearby Dauphin. He

graduated from the University of Manitoba with a degree in chemistry. Goffman

subsequently enrolled at the University of

Toronto, graduating with a degree in sociology and anthropology, and then moved

on to the University of Chicago, where he

received his doctorate in sociology in 1953.

Goffman’s work has been critical in showing that our sense of selfhood emerges

through symbolic interaction, and this, like

the theatre, unfolds systematically in terms

of frames of behaviour, much like theatre

scripts, which he called the social codes by

which people live. Goffman actually deﬁned the frame space as if it were a theatre,

with a front region in which the ‘actors’

perform their scripts, and the background

of others is described as if it constituted an

audience situation. Goffman introduced

such notions as ‘context,’ ‘situational effects,’ and ‘role-playing’ as basic sociological concepts. These have been adopted and

adapted by communication theorists to

describe how face-to-face verbal communication unfolds.

Marcel Danesi
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GOOGLING

[See also: Internet; World Wide Web]



The term googling has come into broad use

to designate the use of the Google search

engine (and now other engines) to search

for something on the internet. The term

reﬂects both the paradigm shift that has

occurred in information systems and an

acknowledgment of the social power that

Google itself has attained over a relatively

short period of time. Indeed the company’s

declared goal is to organize information

from around the world and make it accessible to anyone through the World Wide

Web. Google services include email, advertising services, text translation, personalized Web pages, and video sharing through

YouTube, among others.

Google was established in 1995 by Larry

Page and Sergey Brin, graduate students

in computer science at Stanford University.

At ﬁrst they created a search engine that

they called BackRub, running the business

from their dormitories. The name they



ﬁnally chose, Google, is derived from the

mathematical term googol (the number represented by 1 followed by 100 zeros), which

itself was coined by mathematicians Kasner

and Newman in a 1940 book, Mathematics

and the Imagination. The term was seen by

Page and Brin as appropriate because it

was representative of the vast amount of

information that is available on the World

Wide Web. Google was launched ofﬁcially

in 1998, becoming a publicly traded company in 2004. The word googling was added to

the Oxford and Merriam-Webster dictionaries in 2006, despite the company’s efforts

to prohibit uses of the word as a common

English word. Like the use of kleenex to represent all tissues, this happens periodically

when a particular brand or service is seen

to represent or symbolize the entire class of

similar products or services (and their related activities, events, etc.). Google’s opposition came as somewhat of a surprise, given

Page and Brin’s stated mission of making

all kinds of information available and usable by anyone for any reason. It seems that

they wanted to make an exception – their

own service – to their stated goal.

The advent and utilization of googling

reverberates with many philosophical and

sociological nuances and concerns. One of

these involves copyright, authorship, and

the public domain. The latter term refers to

a legal category that covers creative works

(books, musical scores, etc.) that the public

may use freely. The works are called intellectual property. When works fall into the

public domain, anyone can use them as

they wish without having to pay royalties

and without being subject to any liability.

Copyrighted material enters the public

domain when the copyright expires. In the

United States, the copyright is valid for the

copyright holder’s lifetime plus 70 years.

This law was passed in 1998 for books

copyrighted after 1 January 1923. The law

was called the Sonny Bono Copyright Term

Extension Act or, more colloquially, the

‘Mickey Mouse Protection Act,’ since at the

time it was feared that Mickey Mouse was

about to enter the public domain.
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The advent of Google has led to a debate

about what constitutes public domain,

given the agreements made by Google with

copyright holders. Already in 1971, a venture called ‘Project Gutenberg’ was initiated by early volunteers to digitize, archive,

and distribute online the full texts of public

domain books. As of 2006, the project had

over 19,000 items in its collection, with

an average of over ﬁfty new books being

added each week. There are now similar

projects posting various public domain

materials on websites. Literally millions of

books are now available online. This has

had a profound effect on the book publishing world and on print culture generally.

The noble idea of opening up all books and

libraries to everyone via Google is highly

idealistic, but it remains to be seen if it is

practicable. In the United States, copyright

was included in the Constitution (Article

1, Section 8) for ‘limited times’ and only to

promote ‘the progress of science and useful arts.’ In effect, the Constitution put the

public’s right to access information before

private proﬁt.

Google has always seen its mission

as putting library collections online as a

means of encouraging universal literacy

– the ultimate goal of enlightened democracies, as it has constantly asserted. In October 2005, Google faced a class action suit

by authors and publishers. The suit was

resolved in 2009. The settlement created

a Book Rights registry that represents the

copyright holders. In return, Google is allowed to sell access to copyrighted books,

which are mainly out of print. Users can

print out digitized versions of the books by

purchasing Google’s ‘consumer license.’

Google keeps 37 per cent of the revenues,

giving 63 per cent to the copyright holders. As of early 2010, Google has digitized

some 10 million books. And given various

recent settlements over copyright lawsuits,

Google has emerged as a major player in

how books will be distributed and made

available in the future. Changes in any

copyright laws must now take Google into

account.
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There are unseen dangers in this ‘googlization’ phenomenon. For one thing, it

would turn the internet into a vehicle for

‘privatizing’ knowledge through individualized user access – knowledge that has

traditionally been part of the public sphere.

Second, the knowledge system is put into

the hands of the digitizers, who will choose

what to make available, even though Google has claimed that it will try to make ‘everything possible’ available. Third, Google

is creating the largest reference library in

the history of humanity. While the goal is

a laudable one – making information as

widely accessible as possible – there is also

the danger of giving one particular company, Google, enormous power.

Another major issue with respect to

the Google universe is the effects it might

have on cognition, identity, socializing,

and communication (among other things).

Does Google make us more intelligent than

in the past (since it purportedly entices

more people to read) or more stupid, since

it seems to stress the use of information

without reﬂection (Bauerlein 2008)? It is

beyond the purpose of the present entry to

enter into the debate that this question has

generated. Sufﬁce it to say that the reading

and writing tools and rules we use to understand the world contribute to shaping

how we form out thoughts and how we

perceive the world. And thus googling will

unquestionably have effects on all of us –

what these are still remain to be seen.

The question of identity also constantly

comes up in academic discussions of the

Google universe. Once a proﬁle on a social

networking site like Facebook is uploaded

onto the internet along with various other

information about an individual, then the

identity of that individual takes on (literally) a life of its own. Cyberspace personalities emerge and are subject to a global

assessment. The risks are obvious. First

and foremost, the whole issue begs the

question of what identity is real in today’s

world – the online or the ofﬂine one? – and

whether online portrayals or representations of someone will have an effect on that
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individual in the ofﬂine world. The question of privacy also comes up, since Google

(and other search engines) will allow virtually anything to be uploaded. Well-known

media-reported cases have given us partial

glimpses into the implications this might

have. One example occurred in 2005 when

a young woman was riding on the subway

in South Korea with a small dog. The dog

urinated in the subway, and a minor argument ensued between the woman and various passengers. Upset, the woman exited

without cleaning up the mess. Before she

could exit, however, a passenger on the

train snapped a photo of her and her dog,

subsequently posting it on an online discussion board. The story spread quickly,

and local news outlets picked it up right

after. Within days, the woman was identiﬁed and her name and other identifying

information were posted online. Unable to

escape the notoriety and public humiliation

that she suffered online, the woman became depressed and, after offering a public

apology, dropped out of university.

Another example of online behaviour

affecting ofﬂine behaviour is that of a thirteen-year-old American girl who met someone on MySpace whom she thought was

a sixteen-year-old boy named Josh Evans.

They entered into an online friendship.

The girl’s family claims that her spirits

were lifted after forming this friendship. In

2006, however, the tone of Josh’s messages

changed ominously. He no longer desired

the girl’s friendship. After vicious online

arguments, the girl ended up committing

suicide. Six weeks after her death, the parents discovered that ‘Josh’ was actually a

ﬁctitious character created by the mother of

one of the girl’s former friends, who used

the fake proﬁle to exact revenge on the girl

for having ‘wronged’ her own daughter. By

and large, such tragic cases remain infrequent. They gain media attention, and they

are really no different than tragic cases that

occurred in the past when only an ofﬂine

world existed. Nevertheless these cases beg

new questions about how we make infor-



mation available through the new social

modeia.

Googling provides an increased capacity for people to do what they used to

do ofﬂine, but in a more efﬁcient way.

However, it also encourages ephemerality and extreme faddishness. It does so by

spreading so-called ‘viral events’ – events

that are spread on the Web from person to

person. A new rock band, for instance, can

be discovered and become a celebrity over

night after appearing on YouTube. But, as it

all too often turns out, it then quickly fades

from public favour, the YouTube video remaining a sad memento of the band’s ﬁfteen minutes of fame. Wasik (2009) coined

the term nano-celebrity to describe this pattern of celebrity making. The Web is one

huge system for perpetrating ‘nano-phenomena,’ as they can be called. As Harkin

(2009: 6) puts it, such phenomena are not

part of a business conglomerate conspiracy.

Indeed, they would not have come about

in the ﬁrst place without the complicity of

common people seeking to peer into each

other’s lives: ‘In doing so we volunteered

ourselves to act as human nodes ferrying

information back and forth on a vast information loop – and, at least for the time

we spent there, we would ﬁnd ourselves

behaving as such.’

Critical studies are beginning to show

that googling is bringing about a new form

of culture and a new form of consciousness

(Auletta 2008; Carr 2008). With services

such as Google Chat, Google Voice, Google

Maps, Google Documents, Google Buzz,

Google Calendar, Google Earth, Google

Reader, Google News, Google Proﬁles,

YouTube, Blogspot, Google Proﬁles, Google

Alerts, Google Translate, Google Book

Search, Google Groups, among many others, the whole world is now, literally, at

one’s ﬁngertips on the screen. But what

kind of world is it, decry the critics? Statistics and popularity rule the Google

universe. Using the algorithm called

PageRank, Google can easily determine the

relevancy of sites and thus, by implication,
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assign value to information through measurement. Rather than just ranking sites according to the number of times a particular

searchword is used, Google ranks them on

the basis of the number of links the sites

have. If a popular site is linked to a page,

then that link is given even greater relevancy. Relevancy is thus tied to statistically

determined popularity. As Carr (2008) argues, this meaning of relevancy is based on

a science of measurement, not around any

assessment of the intrinsic value of information. As a result, Carr believes, Google

has conditioned us to process information

efﬁciently and statistically, not in terms of

understanding. So, rather than encourage

reading in the reﬂective sense of the word,

Google is leading to selective and superﬁcial browsing, guided by the criterion of

popularity.

Google has evolved into what many

critics call a ‘world brain’ that we use to

think together (Levy 2001; Vaidyanatan

2011). It is where everyone goes for information, answers, advice, and to present

oneself to the world through social media.

Google deﬁnes its mission as organizing

the world’s information, leaving it up to

individuals to make of it what they want.

But unwittingly Google has created the

‘information society.’ Google is one huge

‘ratings medium’ that ranks even users

of its information as they use the engine.

As Vaid (2011: 89) puts it, ‘We are not

Google’s customers: we are its product.

We – our fancies, fetishes, predilections,

and preferences – are what Google sells to

advertisers. The questions raised by the

advent of Google are now the substance of

great debates across the social sciences and

philosophy. Do we want to be considered

as individuals or do we want to be unit

cells in the ever-expanding world brain of

Google?’ The paradox lies in the fact that,

for the ﬁrst time in history, these questions

can be contemplated and debated by virtually anyone, on Google.

Marcel Danesi
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GRAMSCI, ANTONIO (1891–1937)

[See also: Culture Industry Theory; Hegemony

Theory; Ideology Theory; Marxism; Media Effects]



Antonio Gramsci was an Italian philosopher, political theorist, and politician. He

was a founding member and leader of the

Communist Party of Italy, until he was imprisoned under Mussolini’s regime. In spite

of difﬁcult life conditions for his family, he

obtained his secondary school diploma,

and in 1911, thanks to a study grant, he enrolled at the Faculty of Arts at the University of Turin, where he focused on linguistics

and language-related subjects, studying

under Matteo Bartoli. As demonstrated in

particular by Franco Lo Piparo (1974, 2008),

there is a close connection between Gramsci’s linguistic background and his originality in politics. He gave up his university

education in early 1915 without ﬁnishing

his degree, but not without acquiring an

extensive knowledge of history and philosophy. During his university courses, he

became familiar with the writings of Antonio Labriola, Rodolfo Mondolfo, Giovanni

Gentile, Benedetto Croce, and with Hegelian Marxism, which was denominated by

Labriola as ‘philosophy of praxis.’ In Turin

(a city which at the time was going through

a process of industrialization, with the Fiat

and Lancia factories recruiting workers

from the poorer regions of Italy), Gramsci

became friends with Palmiro Togliatti, Angelo Tasca, and Umberto Terracini. In April

1919, Gramsci and his friends collaborated in setting up the weekly newspaper

L’Ordine Nuovo: Rassegna Settimanale di Cultura Socialista (The New Order: A Weekly

Review of Socialist Culture) after writing

for the socialist newspaper Il Grido del Popolo and for the Piedmont edition of Avanti!

(the ofﬁcial organ of the Italian Socialist

Party), for which he also was a co-editor.

On 1 January 1921, L’Ordine Nuovo became

a daily newspaper.

The Communist Party of Italy (Partito

Comunista d’Italia or PCI) was founded on

21 January 1921, in the town of Livorno. In



1922 Gramsci travelled to Russia as a representative of the new party. Here, he met Julka Schucht (1896–1980), a young violinist,

whom he later married and with whom he

had two sons, Delio (1924–81) and Giuliano

(born in 1926). The year 1922 also witnessed

the rise of fascism in Italy. In late 1922 and

early 1923, Mussolini’s government started

a campaign of repression against the opposition parties, arresting most of the PCI

leadership. Consequently, at the end of

1923, Gramsci travelled from Moscow to

Vienna, were he had been sent to establish

links with the Italian communist party and

the other European parties. In 1924 Gramsci

was elected as a deputy of the PCI for the

Veneto region and became general secretary

of the PCI. Thanks to parliamentary immunity, he lived in Rome while his family

stayed in Moscow. The ofﬁcial newspaper

of the communist party, L’Unità, was published for the ﬁrst time on 12 February. At

the Lyons Congress of the PCI in January

1926, Gramsci called for a united front to

restore democracy to Italy. On 9 November

1926 as a result of a new wave of emergency

laws enforced by the Fascist government,

Gramsci was arrested by the police, despite

parliamentary immunity, and brought to

Regina Coeli, the infamous prison in Rome.

The immediate sentence was for ﬁve years’

conﬁnement on the island of Ustica, but

subsequently, in 1928, he was sentenced

to twenty years’ imprisonment (in Turi,

near Bari). While he was in prison he wrote

Quaderni dal carcere (Prison Notebooks), consisting of more than 30 notebooks and 3,000

pages. He also wrote his extraordinary letters from prison to friends and especially

to family members, the most important of

whom was not his wife Julka but rather a

sister-in-law, Tania Schucht. His best friend,

the economist Piero Sraffa, used his personal funds and contacts in order to obtain

the books and periodicals that Gramsci

wanted while in prison. We have the Prison

Notebooks in its current form thanks to

Sraffa’s assistance and to the intermediary

role played by Tania, since without their

help these writings would never have come
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to public knowledge. By 1934 Gramsci’s

health had deteriorated, and as a consequence he gained conditional freedom. He

was transferred to hospitals in Civitavecchia, Formia, and then Rome, where he died

at the age of 46.

Marx had claimed that the dominant ideas of a society are those held and imposed

by the dominant class. Gramsci’s concept of

hegemony draws on this claim. In the capitalist system of production, the dominant

class tends to maintain control over the

masses, not just through force and coercion,

but through the imposition of ideology –

that is to say, through cultural hegemony

by which the values of the dominant class

are made to pass and circulate as natural

or common values and are presented as

a common heritage of ideas, constituting

the expression of a sort of ‘common sense’

value system. The dominant class aims

to obtain consensus, manipulating public opinion in such a way that the people

identify their own well-being with the

well-being of the dominant class, and consequently they end up unwittingly helping

the dominant class maintain its power and

reproduce the conditions of its domination.

The function of the intellectual is to help

the dominated classes demystify this situation and describe it for what it is. This is

possible through an adequate critique of

the dominant ideology as simply a play on

logic using ordinary language and ordinary

behaviour. Hegemony by the dominant

class is obtained not only through control

of verbal and non-verbal behaviours, but

also by control over the language system

itself, given that all linguistic dialogue, according to Gramsci, is political in nature. In

Gramsci’s view, any class aiming to dominate a society thus has to obtain cultural

hegemony and broad social consensus over

the whole nexus of institutions, social relations, and ideas present in it.

This led Gramsci to develop a theory that

emphasized the importance of the social

superstructure, but not in purely Marxist

terms, but as a mere level above basic social

structure, deﬁned as the economic base of a
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society. Instead, Gramsci subdivides superstructure into (1) civil society, consisting of

schools, newspapers, associations, churches, common ideas, and the mass media (this

is the sphere of ideology where hegemony

is based on so-called ‘free consensus,’ and

(2) political society, consisting of the government, police, armed forces, law courts,

and other hegemonic structures (this is the

sphere of the state where dominance is directly exercised when ‘free consensus’ fails).

As Ferruccio Rossi-Landi (1990: 65) observed, the relevance today of this approach

for media and communication studies, and

the ideological structures that guide the use

of the media, is that sign systems (like language) serve the interests of the power elite

primarily by producing consensus. Consequently, says Rossi-Landi, the dominant

class is the class that controls communication and interpretation processes in a given

society: ‘In the light of the critical edition

of his work and of certain letters of fairly

recent publication, it can be said that Gramsci had at least an inkling of all this’ (1990:

65–6). Gramsci’s notion of civil society

confers upon languages and signs the role

of mediation between base and superstructure. This implies a dialectical trichotomy mediated by sign systems. This approach also

makes it obvious that the so-called ‘natural

order of things’ must be questioned by each

and every one of us. In today’s society, mass

communication is such an important factor

in social processes that we can conceive of it

in terms of ‘communication-production,’ as

proposed by Augusto Ponzio (1991). In the

communication-production system, ideology and common sense are so closely linked

that they converge. In this way, the idea of

the ‘end of ideologies’ has asserted itself

and become widespread. In such a situation, the Gramscian point of view comes

forward as being as relevant as it ever was.

Gramsci’s writings provide the media analyst with an important source of theoretical

instruments for an insightful understanding

of hegemony in the modern world.

Susan Petrilli
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GRICE’S MAXIMS

[See also: Conversational Analysis; Discourse

Theory]



Herbert Paul Grice (1926–85) was an American philosopher who studied the logical

structure of argumentation during conversations and the implications this had for

human interaction. He is especially known

for what have come to be called his maxims

for how successful conversations unfold

(or, more accurately, should unfold). They

are as follows:

(1) Maxim of quantity: (a) make your contribution as informative as required for

the purposes of the exchange; (b) do not

make it more informative than required



(2) Maxim of quality: make it true, so (a) do

not say what you believe to be false, (b)

do not say something for which you

lack adequate evidence

(3) Maxim of relation or relevance: be

relevant

(4) Maxim of manner: be perspicuous; thus

(a) avoid obscurity of expression, (b)

avoid ambiguity, (c) be brief, (d) be orderly

It is not clear why these maxims have become so widely cited, since they are really

common-sense recommendations. Perhaps

they remind people that communication is

part of ethical behaviour, or at least should

be. Grice also pointed out that most of the

meanings that are built into utterances are

implicit, rather than explicit. He called the

process conversational implication. He illustrated it as follows (Grice 1991: 306):

A: How is John getting on his new job at

the bank?

B: Oh, quite well I think; he likes his colleagues, and he hasn’t been in prison

yet.

B’s answer seems to contain an irrelevant remark about John having not been

in prison yet. A, however, likely infers that

B was implying something more, such as,

for instance, that John ‘is the sort of person

likely to yield to the temptation provided

by his occupation’ (Grice 1991: 306). How

does A arrive at this conclusion? Grice

proposed that it occurred through a cooperation on the part of the interlocutors

that reﬂects a ‘common purpose, or set of

purposes’ upholding the reason behind the

conversation. The interlocutors want to be

cooperative, contributing meaningfully to

the purpose of the exchange. So, A extracts

from B’s utterance that B wanted to communicate more than what he actually said.

It is this pattern of inferential reasoning

that characterizes utterance meaning and

which, obviously, can be a source of misunderstanding in many conversations.

Marcel Danesi
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GUTENBERG GALAXY

[See also: Communication; McLuhan, Marshall]



The term Gutenberg Galaxy, after Johannes

Gutenberg (ca 1400–68), the German printer who invented the modern printing press,

was coined by the late communications

theorist Marshall McLuhan (1911–80) to

describe the social order that resulted from

the availability of cheap books as a result

of print technology and the spread of literacy that this technological event brought

about.

Starting in 1951, McLuhan claimed that

there existed an intrinsic interconnection

between developments in mass communications technologies and culture. The

concept of technology in McLuhan included

artefacts, tools, and mental concepts or

‘tools’ such as the alphabet. Each major period in history takes its character, McLuhan

suggested, from the technology used most

widely at the time to encode and store information. For this reason, McLuhan called

the period from 1700 to the mid-1900s the

‘Age of Print,’ constituting the ‘Gutenberg

Galaxy.’ In that age printed books were the

chief means of mass communications. The

consequences of print technology were felt

throughout the world and changed cultures by making print materials available

broadly and, thus, leading to a rise in print

literacy, individualism (since reading is

done alone), and the growth of nationalism

(since printed books encourage thinking in

a speciﬁc language). As Harkin (2009: 53)

has put it, McLuhan’s term captures much
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more than a technological innovation that

brought about job losses to a few monks

who earned their living as manuscript copyists. The advent of cheap print technology

had precipitated the demise of the oral

tradition of storytelling and helped to

develop languages; it had fostered individualism by making millions of books

available to large numbers of people

to read on their own; it had even imposed a level of standardization in the

use of language. The clearly sequenced

and ordered way in which books were

produced and then read had gone

on to reconﬁgure almost everything.

The growth of bureaucracy, the linear

sequence of industrial processes that

characterize the modern factory and

industrial life, even the nation-state – all

these, according to McLuhan, had been

thrown forward like a roll of dominoes

by the book.

The ‘Electronic Age’ displaced the ‘Age

of Print’ by the middle part of the twentieth

century, leading to what some have called

the ‘Electronic Galaxy.’ Again, the consequences of this have been monumental. Because electronic communications increase

the speed and reach of interactions, they

have brought about a ‘global village’ with,

paradoxically, the same kinds of characteristics of the early tribes, such as the need to

belong to a speciﬁc group. The Electronic

Age may be leading, as McLuhan suspected, to the end of individualism and printbased notions of literacy and nationhood.

The modern-day media can best be understood in terms of McLuhan’s framework

of integrating media, technology, and culture into an overall system of social evolution. Convergence, in one of its basic meanings today, embraces the utilization of all

media, from traditional print (magazines,

newspaper) to online forms – a situation

that could only arise in the Electronic Galaxy, leading to its redesignation as the ‘Digital Galaxy.’ Any media system or product

in this galaxy will survive and become selfperpetuating only if it develops the ability
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to adapt to changes in mass communications technologies.

Marcel Danesi
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HABERMAS, JÜRGEN (b. 1929)

[See also: Frankfurt School; Postmodernism; Speech

Act Theory]



Jürgen Habermas is a German philosopher

and an important member of the second

generation of the Frankfurt School of Marxist social critics who has written highly

inﬂuential works in areas that include

social-political theory, aesthetics, epistemology, and philosophy of religion. Habermas received his doctorate in philosophy in

1954 at the University of Bonn with a dissertation on German philosopher Friedrich

Wilhelm Schelling. His ﬁrst work to gain

recognition was The Structural Transformation of the Public Sphere (1962). This work

documents the growth of the bourgeois

sphere and identiﬁes the development of

a communicative ideal that pivots on the

possibility of an inclusive critical dialogue

unencumbered by social and economic

forces. The participants in such a public

sphere regard each other as equals with the

common objective of achieving an understanding on issues that concern everyone.

Other fundamental works by Habermas

include The Philosophical Discourses of Modernity (1985), where, in opposition to JeanFrançois Lyotard’s idea of postmodernity,

he contends that modernity constitutes

for us a task that is not yet fulﬁlled. For

Habermas, the way of dealing with the

project of modernity is offered by intersubjectivity; rather than proceeding from the



isolated subject as it faces external reality,

Habermas posits a paradigm that involves

subjects sharing a dialogue as the basis for

social thought. Habermas distinguishes

between instrumental reason and communicative reason, which is capable of bringing societies on the path to democracy.

In The Theory of Communicative Action

(1981), Habermas achieves an announced

objective, that of integrating philosophy

with the social sciences and the empirical

disciplines. He constructs a theory that

involves an analysis of communicative

rationality, namely, the rational element

inherent in everyday speech. In Habermas’s mind, rationality is not the acquisition of any given knowledge, but instead

the manner in which a speaking and acting subject is able to possess and employ

knowledge. Habermas makes reference

to a ‘performative attitude,’ which entails

the idea that language is an instrument for

coordinating human activity. ‘Communicative action,’ according to Habermas, refers

to the fact that speaking subjects organize their actions and quest for personal

or shared objectives on the strength of a

common understanding that the objectives

are essentially sound. For Habermas, the

illocutionary (promissory) potential of the

speech act is crucial for the realization of

communicative action, and he links the

signiﬁcance of speech acts to the activity of

providing reason. To be sure, speech acts

necessarily entail utterances that require

reasons, that is, utterances that are open to
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critique and further substantiation. In essence, Habermas’s idea of communicative

action is founded on the belief that social

order relies on the ability of subjects to accept the intersubjective value of the various

and differing claims upon which social order constructs itself.

Habermas’s preoccupation with communicative rationality and political thought

merge in his discourse theory of deliberative democracy. His goal is to illustrate

the manner in which his communicative

action theory lends its applicability in society. More recently, Habermas has given

much consideration to the link between

religion and philosophy and has encouraged a dialogue in which secular and

religious thought interact with each other

with the objective of acquiring a mutual

understanding. He has also been enlisted

frequently in the domain of media studies, especially his idea of communicative

rationality, whereby the media are seen as

essentially lacking such rationality, appealing mainly to the emotional part of human

cognition.

Paul Colilli
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HACKING

[See also: Internet; World Wide Web]



Hacking is deﬁned as the use of a computer to gain unauthorized access to another



computer or data system. More speciﬁcally, it is the act of programming ‘enthusiastically,’ according to the online Jargon File

(Raymond 2003). The term has almost lost

its original meaning (‘the making of furniture with an axe’), being today understood

mainly in terms of computer and internet

culture. The same Jargon File gives a series

of deﬁnitions for the word hacker (the person who performs the act of hacking). For

a hacker, programming enthusiastically is

only the ﬁrst step: he or she ‘enjoys exploring the details of programmable systems

and how to stretch their capabilities, as

opposed to most users, who prefer to learn

only the minimum necessary’; furthermore, the hacker likes to have ‘an intimate

understanding of the internal workings of

a system, computers and computer networks in particular’ (Malkin and Parker

1993).

The ﬁrst who called themselves hackers,

back in the 1960s, were programmers at

the Massachusetts Institute of Technology

(MIT) and the University of California, Berkeley. Those programmers wrote operating

systems, built up the internet, ran Usenet (a

popular forum-like sector of the internet),

and contributed (indirectly) to the eventual

development of the World Wide Web. But,

most importantly, they shared a common

culture and code of ethics that could be encapsulated as ‘the belief that informationsharing is a powerful positive good, and

that it is an ethical duty of hackers to share

their expertise by writing open-source code

and facilitating access to information and

to computing resources wherever possible’

(Raymond 2003). The idea of sharing solutions and ideas, and of making the source

code available for anyone to use it, learn it,

and modify it, was driven by the academic

spirit that pervaded the groups who established the ﬁrst network protocols and technical standards.

A famous hacker was Linus Torvalds,

who in the 1990s created the Linux operating system, a widely used open-source

software. Linux was based on the GNU

operating system, written in 1983 by Rich-
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ard Stallman (Artiﬁcial Intelligence Laboratory, MIT), and on BSD Unix, created by

Bill Joy in 1977, an open-source version of

the Unix operating system (by hackers Ken

Thompson and Dennis Ritchie). Stallman

claimed that hacking activities are marked

by ‘playfulness, cleverness, and exploration’ (Stallman 2002). Other notable hackers

were Tim Berners-Lee (CERN), who invented the World Wide Web; Marc Andreessen (National Center for Supercomputing

Applications), the author of the ﬁrst Web

surﬁng program (Mosaic, later known as

Netscape Navigator); and Steve Wozniak, a

member of the Bay Area Homebrew Computer Club, who in 1976 built the Apple I,

the ﬁrst user-friendly personal computer.

The MIT hackers also wrote the ﬁrst computer games.

In the last few years, the term hacker and

its derivatives have been used by mainstream press with a negative connotation.

Newspapers often call hacking the activity

of breaking computer systems to steal data,

information, passwords, or to cause some

kind of malfunction. The hacker community prefers to deﬁne those people as crackers,

emphasizing the concepts of breaching and

law infringement.

Marco Faré
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HALL, EDWARD T. (1914–2009)

[See also: Intercultural Communication; Non-Verbal

Communication; Proxemics]



The American anthropologist Edward T.

Hall developed the branch of anthropology and semiotics called proxemics, which

studies how people in different cultures

use interpersonal zones and space to communicate socially. Hall was born in Webster

Groves, Missouri, and received his doctorate from Columbia University in 1942. He

taught at various universities, including

the University of Denver and Northwestern. The foundations for his interest in

proxemic behaviour were laid during the

Second World War, when he served in the

U.S. military in both Europe and the Philippines. From 1933 to 1937 he also lived

among the Navajo and Hopi people in Arizona. His interest in the ways people from

different cultures interact makes him the

founder of the contemporary ﬁeld of intercultural communication.

His lasting contribution to the ﬁeld of

both non-verbal and intercultural communication is his work on ‘interpersonal

zones,’ which are fashioned from the distances people feel they should maintain

between each other on the basis of social

and personal relations and the orientation

that their bodies should assume during interaction. These then become institutionalized unconsciously as part of social contact

code, regulating the ‘zones,’ that people

maintain between each other. For instance,

when strangers in Western society are introduced to each other, each one knows not

only to extend the right hand to initiate a

handshake, but also how far away to stand

from the other. They would also know not

to touch any other part of the body – arms,

face, etc. In other cultures, even hand contact may not be allowed and the zone between the two may be greater. The greater

the distance between bodies during interaction the greater the formality implied.

As Hall discussed, zones are the product of the intersection between biological
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mechanisms and cultural traditions. This

is why they vary across the world but are

substantially derived from the same universal sense of territoriality, or the crossspecies needed to secure and organize

space for shelter and survival. In human

life, territoriality translates into social codes

that guide how people sense zones and

orientation as meaningful.

Marcel Danesi
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HALL, STUART (b. 1932)

[See also: British Cultural Theory; Centre for Contemporary Cultural Studies; Media Effects]



Stuart Hall is a Jamaican-born cultural

theorist and major ﬁgure in ‘British cultural

theory’ whose work on the representations

of race and gender in the media has been

widely inﬂuential. Hall attended Merton

College at Oxford University for an MA

after winning a Rhodes scholarship. Thereafter, he became an active socialist, founding the New Left Review, a political journal,

which espoused Marxist ideas and socialist

beliefs, and leaving his PhD studies in 1958.

One year later, Hall started teaching media

studies at Chelsea College while working

as a supply teacher in Bristol and editing

the New Left Review. By 1964, along with

Paddy Whannel, he co-wrote The Popular

Arts, in which he argued that the mass

media should be studied autonomously,



and not as vehicles for traditional cultural

forms. Hall was asked by Richard Hoggart

to join the ﬁrst Cultural Studies program

at the Centre for Contemporary Cultural

Studies at Birmingham University. Four

years later, he took over Hoggart’s position

as the director of the Centre, remaining so

until 1979. He accepted the position of professor of sociology at Open University in

Buckinghamshire in the same year, retiring

in 1997.

Hall has been on the Runnymede Trust’s

commission on the future of multi-ethnic

Britain, and acted as chair of INIVA, the

Institute of International Visual Arts, and

Autograph ABP. Among his many signiﬁcant works are: Situating Marx: Evaluations and Departures (1972), Encoding and

Decoding in the Television Discourse (1973),

Reading of Marx’s 1857 Introduction to the

Grundrise (1973), Policing the Crisis (1978),

The Hard Road to Renewal (1988), Resistance

through Rituals (1989), Modernity and Its

Future (1992), The Formation of Modernity

(1992), Questions of Cultural Identity (1996),

Cultural Representations and Signifying

Practices (1997), and Visual Culture

(1999).

In Policing the Crisis: Mugging, the State

and Law and Order (1978), Hall suggests

that the media’s reportage of muggings

and other crime-based stories is part of a

game of social control as practised in capitalist systems, where crime statistics are

manipulated in order to cause moral panic,

which in turn induces the public to support

repressive measures on the part of those in

power. On the other side of this theoretical

stance, Hall also understood that audiences

are not robotic receivers of media content.

Rather, they decode media texts differently.

They may decode it preferentially, that is as

the media producers prefer them to do so,

in a negotiated fashion, whereby they accept

only part of the content as relevant to them,

or even oppositionally, reacting negatively

to it. The ﬁnal interpretation of the text is

dependent on the cultural background of

the audience members. The margin of understanding, Hall claimed, occurs when the
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producer of a text encodes it in a way that

the audience will decode differently.

Mariana Bockarova
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HARAWAY, DONNA (b. 1944)

[See also: Castells, Manuel; Cyberculture]



Donna Haraway is a feminist scholar

whose ideas about the impact of technology on our perception of the body (especially the female body) have become

widely quoted in media, culture, and communication studies. Haraway was born in

Denver, Colorado, She earned her doctorate

in biology at Yale in 1972. She is currently

professor in the History of Consciousness

Program at the University of California at

Santa Cruz. She was awarded the prestigious J.D. Bernal Award for lifetime contributions for her work on the role of women

in science and the role of machines in human life.

Among her many ideas, Haraway has

shown that in scientiﬁc writing there is a

tendency to ‘masculinize’ the relevant narratives, whereby males are seen as dominant and females as passive throughout the

scientiﬁc narration. As she suggests, this

is an unconscious bias that tells us more
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about the sociology of science than it does

about science itself. As she puts it (Haraway 1989: 377): ‘My hope has been that the

always oblique and sometimes perverse

focusing would facilitate revisionings of

fundamental, persistent western narratives about difference, especially racial and

sexual difference.’

Haraway is also well known for her

work on ‘cyborg theory,’ or the view that

the machines humans create are extensions of ourselves, replacing in many cases

functions of the human body and mind.

A cyborg is a hybrid, merging human and

machine parts and systems into an integrated whole. Although it has always been

a creature of science ﬁction, the advanced

technologies of today are making it more

and more likely that the merger will become reality. Haraway sees the cyborg as

a metaphor for eliminating biased gender

and racial arguments based on purely

organic evolutionary narratives. This is because the cyborg can have both masculine

and feminine traits, thus completely effacing the artiﬁcial sexual dichotomy that has

been maintained in science and philosophy

generally. Cyborg theory is thus a deconstructionist theory, aimed at injecting balance into science and its masculinist bias.

Haraway introduced the notion of multiple subjectivities as part of cyborg theory.

She deﬁnes it as the split self of cyborg consciousness, who is ‘the one who can interrogate positionings and be accountable,

the one who can construct and join rational

conversations and fantastic imaginings that

change history. Splitting, in this context

should be about heterogeneous multiplicities

that are simultaneously necessary and incapable of being squashed into isomorphic

slots or cumulative lists’ (Haraway 1991:

193).

Haraway’s split refers to the merging

of human and machine, and posits that

human consciousness unfolds in terms of

‘multiple agents’ operating within a combination of competing forces within the body.

She calls this the post-human condition:

‘the posthuman subject is an amalgam, a
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collection of heterogeneous components,

a material-informational entity whose

boundaries undergo continuous construction and reconstruction’ (Haraway 1989: 3).

Marcel Danesi
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HEGEMONY THEORY

[See also: Culture Industry Theory; Gramsci, Antonio; Marxism]



Media hegemony occurs when a particular political economic structure of media

institutions and associated production,

distribution, and ideological practices are

dominant because they are preferred by

producers, regulators, and the public, and

become the social norm. The key ingredient in any hegemony is consent: hegemony

cannot be reduced to domination or manipulation; rather hegemony indicates

consensual relationships among groups or

classes whereby one sector represents and

leads others. Subordinate and allied groups

and classes receive material, political, and/

or cultural beneﬁts as they adhere to the

hegemonic relationship (Artz and Murphy

2000). Hegemonic leaders succeed, in part,

because alternative relations appear undesirable, unachievable, or untenable to most

supporters and followers. Thus, groups

become hegemonic not through coercion

or domination but due to their leadership:

their ability to articulate and meet the

needs of subordinate or allied groups and

classes. Media hegemony does not necessarily indicate monopoly or dominance by



one or a few media corporations or groupings; rather certain media structures and

practices become dominant as acceptance,

preference, and implementation of those

structures and practices become the norm.

As a concept, media hegemony applies

the insights of Antonio Gramsci (1965,

1971, 1975), an Italian communist theoretician who modernized the concept of

hegemony in the 1930s. Gramsci explained

hegemony as a form of political, social,

and ideological leadership. He recognized

the ability of capitalist classes in the industrialized West to win consent of the

working and middle classes, and other

social formations. Gramsci also noted that

hegemony remains in ﬂux, must continually be renegotiated among social classes,

and if challenged by an emerging political

or social power will be ‘armored with coercion’ by dominant groups unwilling to

relinquish power. Gramsci was primarily

concerned with historic blocs of contending

social forces and their political agencies.

While he accorded language, ideology, and

communication signiﬁcant instrumentality

in establishing any hegemonic leadership,

Gramsci did not speciﬁcally identify media

as institutions of hegemony. After his writings were translated to English in the 1970s,

an array of scholars, including Christine

Buci-Glucksmann, Anne Showstack Sassoon (1987), Stuart Hall (1986), Kate Crehan

(1988), James Lull, and others have interpreted, revised, and extended hegemony to

many phenomena, including media (Artz

and Kamalipour 2004).

Media – understood as the combination

and coordination of technology, production

and distribution practices, programming

content, the social context of reception, and

the institutional and regulatory structures

that organize the dominant forms – appear

in communities, nation-states, internationally, and globally. Throughout the history

of media development and use, a variety

of technologies, production practices and

norms, programming contents and genre,

social uses, and institutional and regulatory

structures have appeared. Occasionally, one
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technology dominates the mass communication system, but its social and cultural use

depends on ownership and control of the

technology.

Media hegemony expresses relations

and practices whereby a particular system

of media production, distribution, and use

becomes dominant because existing and

emerging media outlets follow the lead, the

model, the norm of that particular media

system. For example, Hollywood – understood as movie production characterized

as studio-dominated, celebrity-driven,

stylistically ‘narrative realism’ scripted and

imaged, and mass-marketed for proﬁts

from audience revenue – has hegemonic

position in the global ﬁlm industry. From

India’s Bollywood, Korea, and an emerging

‘blockbuster’ Chinese cinema, to European

and Latin American movies, ﬁlmmakers

around the world emulate the Hollywood

model, and (absent viable, available alternatives) public audiences often ‘prefer’

Hollywood-style movies, whether actionadventure, dramatic thriller, or romance.

The French government’s attempt to regulate Hollywood imports is an indication of

the dominance of U.S. production studios

in global production and export; it also

indicates the hegemony of Hollywood for

mass audiences in Europe.

Corporate media hegemony also characterizes contemporary global radio and

television structures and practices. Nationstates and their government agencies (following the hegemonic lead and coercive

imperatives of market capitalism) are facilitating the promotion of radio and television media that are deregulated, privatized,

and commercialized. Government policies

frequently reﬂect the coercive arming of

hegemony, as international capitalist agencies (such as the International Monetary

Fund and the World Bank) often determine

the policies of developing countries in need

of ﬁnancial assistance or trade deals. Yet,

as government-run and public service media are rapidly being replaced by private

ownership, the model of advertising-driven

entertainment for narrowcast, market-tar-
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geted media audiences has achieved hegemonic status. Political parties and government ofﬁcials in developing and developed

nation-states have energetically moved

to institute media in the image of marketbased, corporate-run media. Neoliberal

reforms now permit foreign ownership,

subsidiary operations, and joint ventures

of domestic media around the globe. More

importantly, the developing transnational

media corporations have established hegemony in global media practices – even

domestically owned and operated media in

every geographic region are opting for the

market model, as they compete for audience share and advertising revenue.

Hegemony depends on consent; consent

depends on beneﬁt. The material beneﬁts

for those who own and operate privatized

media are obvious: proﬁts from media

advertising are plentiful. Political rewards

likewise are signiﬁcant for private media

owners who can set national public agendas by controlling information ﬂow within

their broadcast area. From Berlusconi in

Italy and Azcarrago in Mexico to Murdoch

in Australia, the United Kingdom, and the

United States, the political power attached

to privately held media is demonstrable.

The corporate media model wins consent

around the globe because for-proﬁt domestic and regional media companies aspire

to such inﬂuence and their respective governments facilitate the commercial terrain.

Cultural beneﬁts accruing to private media

may be more difﬁcult to concretize, but

certainly private media are well positioned

to inﬂuence social communication within

any heavily mediated society. Whether or

not they recognize hegemonic relations,

media scholars have provided ample evidence that entertainment and information

media impact social values and beliefs and

cultural norms.

From the perspective of media hegemony, the spectre of cultural imperialism

has been subsumed by the recruitment of

national and regional media enterprises

which have adopted and reﬁned the corporate media model to meet the cultural



338



Hegemony Theory



preferences of local markets (Artz 2006).

The nationality of owners of various global media institutions is less relevant for

hegemony than the development of private media operations which follow the

production, ﬁnancing, and distribution of

the corporate media model of advertisingdriven programming for audience share.

The geographic identiﬁers of West or North

in describing media operations have lost

some purchase, as nation-states and media

in the developing South now champion the

neoliberal free market model of mass communication: the consumer market, the advertising market, the marketplace of ideas.

Corporate media hegemony best describes contemporary international media

structures and practices, but other non-global structures and practices have appeared

and continue to represent alternative means

and methods for mass communication. In

Nicaragua from 1980 to 1990, publicly funded, community-based, public access media

ﬂourished and became hegemonic – leading the resurrection of media in a country

devastated by forty years of dictatorship.

Private media continued to exist, but those

media no longer represented the needs and

interests of the majority of the population.

The Corporación de Radiodifusión del

Pueblo (CORADEP) led the development

of a democratic, participatory media system in Nicaragua under the leadership of

the Frente Sandinista Liberación Nacional

(FSLN) government. A model of independent journalism, partisan objectivity, community correspondents, locally produced

news, and open media access by entire

communities predominated in the country

for over ten years, not due to government

coercion, but because laws and structures

were established which provided citizens

opportunities to produce their own media

messages, programs, and practices. The hegemony of democratic, participatory media

was interrupted and overturned as a result

of the U.S. counter-insurgency campaign

against the government of Nicaragua during the 1980s.



In 2005, another more ambitious media

model developed which challenges corporate media hegemony. Telesur (Televisora

del Sur – Television of the South) was

launched as a pan-Latin American satellite

network jointly ﬁnanced by Venezuela, Argentina, Uruguay, and Cuba. Bolivia joined

the following year. A coordinating board

of professional journalists and over forty

journalists from countries throughout Latin

America produce news, documentaries,

and entertainment programs that emphasize the perspectives and voices of the Latin

American working people and indigenous

populations. Meanwhile, the Venezuelan

government has promoted communitybased radio broadcast – over 200 local stations, operated and directed by community

organizations, now have licences and minimum ﬁnancing. Together, Telesur and the

community radio movement in Venezuela

represent a counter-hegemonic bloc contesting but not displacing the commercial

media (Venevisión, Globovisión, RCTV),

which remain dominant in audience share.

Under these conditions, the mediascape in

Venezuela has no hegemonic leader. Media

hegemony may be recovered by the corporate media and its entertainment-based,

commercially organized norms, or a new

media hegemony may be assembled if more

community operators and citizen groups

are successful in demonstrating the political

and cultural advantages of a public-access,

locally produced, nationally coordinated

media system. As Gramsci would have

it, media hegemony in Venezuela and

elsewhere is the outcome of the political,

social, and ideological battle for leadership – which is ongoing and always being

renegotiated as social groups and classes

vie for leadership and seek to advance their

interests.

Whether local, national, or global, corporate or democratic and participatory, media

hegemony only occurs as a leadership successfully represents the interests of many

by producing and distributing programming and messages articulating the images,
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interests, and needs of allies and subordinate groups.

Lee Artz
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HERMENEUTICS

[See also: Text Theory]



Hermeneutics is the term used in philosophy, semiotics, and literary theory to refer

to the systematic study of written texts

(from Greek hermeneuo ‘translate’ ‘interpret’). Hermeneutics can be traced back to

Plato and Aristotle, and it was implicit in

the writings of St Augustine (354–430 ce),

who emphasized that texts served a funda-
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mental psychological need – the need felt

by humans to encode and, thus, remember

the world. St Augustine also emphasized

that the whole process of understanding what texts, such as the Bible, mean is

partly based on social conventions and

partly on individual reactions. This idea

was consistent with the textual traditions

that had been established by the ancient

philosophers and expanded by Clement

of Alexandria (ca 150–215 ce), the Greek

theologian and early Father of the Church.

Hermeneutics was (and continues to be)

the study of texts by taking into account

their linguistic features and the historical

contexts in which they were written.

In the Middle Ages and the Renaissance,

the study of texts was expanded considerably, paving the way for the emergence of

philology as a discipline a few centuries

later. Philology is the study of change in

language as it is reﬂected in texts. Hermeneutics was developed considerably in the

nineteenth century by theologian Friedrich

Schleiermacher (1768–1834) and philosopher Wilhelm Dilthey (1833–1911) into a

systematic study of textual structure and

authorial style. In the twentieth century,

hermeneutics became a main technique of

semiotics and literary criticism, developed

by scholars such as Hans-Georg Gadamer

(1994), who saw texts as based on the

world views and the subjectivity of interpreters, not on authorial intent.

The main techniques of hermeneutics,

loosely deﬁned and applied are: (1) a determination of the historical relevance of

the text; (2) a compilation of its peculiar

linguistic features and the role they play in

the text’s construction and interpretation;

(3) the intent of the text in the period in

which it was written through an etymological-philological analysis (that is, determining what certain word forms tell us about

the period in which it was written); and

(4) an overall assessment of its value to

history.

Marcel Danesi
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HORROR FICTION

[See also: Cinema Genres; Pulp Fiction]



Horror stories are narratives that are designed to evoke fear through the use of

frightening characters (monsters, vampires,

etc.), dark settings (haunted castles, dark

forests, etc.), or blood and gore (body parts

crawling around, entrails taking on lives

of their own, etc.). There is considerable

overlap between horror ﬁction and mystery

ﬁction and science ﬁction. But the horror

narrative is distinct in how it engages the

audience in fear-eliciting tactics and techniques thus exploiting our seemingly deeprooted fascination with terror.

The origin of the horror story is traced to

the Gothic novel, of which the ﬁrst known

example is The Castle of Otranto (1764),

written by Horace Walpole. It is a tale of

supernatural terror that caught on with the

public instantly. The stories were called

Gothic because they typically took place

in gloomy castles built in the Gothic style.

These had secret passageways, dungeons,

and towers that provided ideal settings for

strange happenings to occur unexpectedly.

Most were set in Italy or Spain because

these countries in that era seemed remote

and mysterious to English readers. In the

1800s, the Gothic novel gave birth to the

horror novel genre proper, starting with

Frankenstein (1818) by Mary Shelley. The

new genre inﬂuenced American writers

such as Nathaniel Hawthorne, Herman

Melville, and Edgar Allan Poe.

The popular interest in the horror narrative and its many subgenres, which range

today from slasher movies to traditional

haunted house and vampire stories, really



started with pulp ﬁction. The appeal of

the horror pulp magazines was bolstered

by sensationalistic cover designs, with

monsters, vampires, and scantily dressed

women shown in dark, foreboding settings. Horror programs on early radio were

also highly popular. The deep voices that

introduced horror programs such as Inner

Sanctum were designed to frighten listeners, as was the eerie signature music used

to announce the program.

Why are we so attracted to horror stories? The Greek philosopher Aristotle saw

the theatre form itself as a spectacle that

allowed people to come to grips with their

inbuilt fears through catharsis. The anticipation of evil, the anxiety of impending

doom that a horror story creates in us, is resolved by the horror narrative itself, safely

and conclusively. The narrative thus allows

us to ‘release’ inner fear through catharsis.

However, when the release does not occur,

then the horror remains. This is the technique used by some ﬁlm directors, such as

Alfred Hitchcock. Catharsis is suspended

because of the lack of any real resolution

at the end of the story or because there are

no monsters, alien creatures, vampires, or

the like to help channel fear into the open

through screaming, shouting, screeching,

or crying.

The horror genre creates fear in several

ways – through the use of dark settings,

haunted places, monsters and eerie creatures (werewolves, vampires, etc.), repugnant images (showing body parts), and

various audio-visual effects (unexpected

appearances, banging doors, etc.) intended

to startle and surprise audiences. In some

ways, horror ﬁction has the same function

as the carnival freakshows, where ‘monsters’ of nature evoke an unconscious fear

of the grotesque. Fictional monsters like

Frankenstein and King Kong stir up a similar kind of fear.

The horror genre has always been a staple of movie fare. From the zombie movies

of the 1950s and 1960s to current gore and

slasher movies like the Hostel and Saw series, the horror movie seems to provide a



Horror Fiction

cathartic relief from the horrors of real life.

There are other explanations of the meaning of horror movies, from psychoanalytic

theories to feminist critiques (Willis 1997;

Jones 2002). It seems plausible, however,

to interpret horror stories as a means to

escape to a fantasy world – a dark, horriﬁc

place where we can confront our inner

nightmares in a safe way. The director who

has shown a deep understanding of horror

is the Canadian David Cronenberg. In his

classic Videodrome (1983), he makes it obvious that the real horror is the video medium itself, having become a metaphor for

modern life. A video virus emits infectious

rays that induce hallucinations in viewers –

for example, a television screen becomes a

huge pair of lips, a videocassette is inserted

forcibly into a woman’s genitals. At the

end the protagonist mutates into a videocassette, ready to induce hallucinations in

others. Videodrome is both a warning and a

parody about modern-day critiques of horror as well as a metaphor for the horrors of

technology. As Cronenberg himself put it:

‘Censors tend to do what only psychotics

do: they confuse reality with illusion’ (Cronenberg 1992: 134).

The ghosts, vampires, zombies, undead,

serial killers, slashers of horror stories are

archetypes that populate this ‘dead zone,’

as master horror writer Stephen King has

labelled it in one of his stories. In Dawn

of the Dead (1978), the Alien movies (1978,

1986, 1992, 1997), and The Thing (1982), the

ﬁctional alien characters are perfect examples of such archetypes. They invade our

private spaces, imposing themselves more

and more indelibly on us. The subtext is

an obvious one: the ultimate fear comes

from within the human mind itself. In The

Texas Chainsaw Massacre (1974), the character Hitchhiker slits his hand open just for

the thrill of it. Onlookers recoil in horror,

except for Franklin, who (as an invalid)

realizes that only a small membrane of skin

lies between the inner organs of the body

and the outside world. Breaking that skin

is protected only by social taboos. The gap

between the inner and outer worlds is liter-
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ally a thin one. When the inner body ‘spills

out’ into the world, as it does in many

horror stories, it becomes nothing but matter devoid of life. In Tod Browning’s 1932

movie Freaks, the horror comes from its

shots of an armless, legless man crawling

with a knife between his teeth, and then

emerging from under a circus wagon like

a gigantic worm. At the end, a high-wire

artist is transformed into a chicken with

the head of a woman. This fascination with

‘freakishness’ has always been evident

in horror movies. In Attack of the 50 Foot

Woman (1958) we witness a woman grow

to be nearly ﬁfty feet tall; in The Fly (1958)

we see a scientist experimenting with matter transference and accidentally exchanging his arm and his head with those of

the ﬂy in the transfer chamber; and in The

Blob (1958), The Crawling Eye (1958), and

Creature from the Black Lagoon (1954), we

encounter various slithering, slimy, and

horriﬁc creatures. Fear of the body is a frequent theme in the horror genre; otherwise

such movies would not be as popular as

they are. The same fascination with the

body and freakishness is evident in current

TV shows such as Fear Factor and the CSI

programs, which regularly show the body

parts of victims openly, from human organs

to tissues found on blood-soaked ﬂoors or

furniture.

There has been a considerable psychological debate about why horror is such

a popular genre. One view is that it taps

into emotions that would otherwise be

repressed. Another is that it allows for the

cathartic release of darker feelings. A third

theory posits that the interest in horror is

simply a part of human curiosity about

mysterious and scary aspects of existence

– the horror is anchored in the unknown,

and it is this that we wish to understand.

Horror stories often revolve around the

mystery of monsters and what they tell

us about ourselves. The repulsive nature

of monsters is precisely what makes them

appealing. Horror brings out our need for

beauty, since it constitutes its counterpart.

The spectacle of horror reminds us that
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there is a good side to life that we must

strive for. It is part of the profane, the carnivalesque. As a consequence, it validates the

sacred, as the social critic Mikhail Bakhtin

argued in his writings on the nature of carnivals (Bakhtin 1981). In the end, though,

we will probably never really understand

why horror stories are so alluring. It is unlikely that any one theory will fully explain

its appeal. Fear of the dark and of mysterious events seems to be an innate response

of childhood. Paradoxically, getting scared

was one of the ﬁrst pleasures we experienced as children. Perhaps horror stories

are nothing more than reminders of this.

Marcel Danesi
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HYPERMEDIA AND HYPERTEXT

[See also: Berners-Lee, Tim; Multimedia; Text

Theory]



The term hypermedia is used to describe any

media that involve links of various kinds –

musical, graphic, video, audio, and so forth.

In contrast to multimedia, which refers to

the amalgamation of various media into a

singular text, hypermedia refers to the linkage of media in a digital way with various

texts that are external to the one at hand.

Both terms hypermedia and hypertext were

coined in 1965 by graphics designer Ted



Nelson. The best example of hypermedia is

the World Wide Web, where sites are found

that provide multimedial hyperlinks (hypertext links). By clicking on the hyperlink,

the user is immediately connected to the

document speciﬁed by the link. Web pages

are written in a simple computer language

called HTML (hypertext markup language).

A series of instruction ‘tags’ are inserted

into pieces of ordinary text to control the

way the page looks and can be manipulated

when viewed with a Web browser. Tags determine the typeface and act as instructions

to display images. They can be used to link

with other web pages.

Hypertext is a system of storing written

text, images, and other kinds of ﬁles that

allow for links to related texts, images, and

the like. Hypertext makes it easy for users

to browse through related topics, regardless of their presented order. In internet

browsers, hypertext links (hotlinks) are

usually indicated by a word or phrase with

a different font or colour or by an underline. These create a branching structure

that permits direct, unmediated jumps to

related information.

The ﬁrst hypertext system was introduced by Apple Computer with its HyperCard software in 1987, providing users

with a processing system consisting of

‘cards’ collected together in a ‘stack,’ with

each card containing text, graphics, and

sound. This was the ﬁrst program to provide a linking function permitting navigation among ﬁles of computer print text and

graphics by clicking keywords or icons. By

1988 compact disc players were built into

computers, introducing hypertext-capable

CD-ROMs onto the computer market. It

was Tim Berners-Lee who introduced hypertextuality to the internet in 1991, as a

system that enables a user to go from one

document to another by clicking words or

phrases, even if the documents are found

on different parts of the internet. Clicking

the word brings information to the screen

(information contained either on the same

site or elsewhere on the internet).

There are two main kinds of hyperlinks

(Petroni 2011: 98–100). Visual hyperlinks



Hypodermic Needle Theory

utilize icons, pictures, and other visual

forms (videos, animations, and so on); generally, these are called ‘procedural links’

because they are highly standardized and

conventional. Second, verbal hyperlinks

utilize words or sequences of words or

numbers embedded into texts or standing

alone.

Hyperlinks can be divided in two ways

(Petroni 2011: 94–5):

(1) static links, which are point-to-point

connections that are embedded in a

written text;

(2) dynamic links, which are built into databases occurring separately from the

documents to which they refer.
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requires some knowledge on the part of the

decoder of cultural codes other than the

strictly verbal and non-verbal ones used to

physically create the text. Finally, various

contextual factors enter into the entire process to constrain the interpretation; for example, what the individual reader will get

from the text or what the intent of the maker of the text was. The integration of these

dimensions makes possible the extraction

of a meaning from the text. This triadic

process mirrors computer hypertextuality.

The physical structure of hypertextuality

on the computer screen may thus constitute

a kind of mirror model of how we process

texts in the brain.

Marcel Danesi



Hypertextuality may actually mirror

how the brain processes written texts.

Reading a printed page is a one-dimensional process which consists in decoding the

individual words and their combinations

in sentences in the framework of a speciﬁc

textual system (a novel, a dictionary, etc.)

and then assigning a holistic interpretation

to it. Information on any speciﬁc sign in

the text must be sought out physically: for

example, if one wants to follow up a reference in the text, one has to do it by consulting other printed texts. This is what we do

when we want to look up the meaning in a

print dictionary of a word found in a print

text. As opposed to the linear textuality of

paper books, hypertextuality permits the

user to browse through related topics on

the same screen, without having physically

to search them out in other books or textual

materials.

Interpreting a text involves three processes. First is the ability to access the actual

contents of the text at the level of the signs

in it. Only someone possessing knowledge

of the sign codes with which the text has

been assembled can accomplish this. If it is

in Russian, then in order to derive a meaning from it, the decoder must ﬁrst know the

Russian language. The second process entails knowledge of how the text generates

its meanings through a series of internal

and external signiﬁcation processes. This
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HYPODERMIC NEEDLE THEORY

[See also: Media Effects; Two-Step Flow Theory]



Hypodermic needle theory (HNT) claims that

the mass media can directly inﬂuence the

human mind, with the same kind of impact

that a hypodermic needle has on the body.

The theory has been a topic of debate within both psychology and media studies.

The starting point for the investigation of HNT was the 1938 radio broadcast

of Orson Welles’s adaptation of the H.G.

Wells novel War of the Worlds. It was designed as a radio docudrama simulating

the style of a news broadcast. Welles made

it sound very realistic. As a consequence,

many listeners believed that the broadcast

was real, despite periodic announcements

that it was ﬁction. Some people in the

New Jersey area (where the invasion was
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reported to have occurred) left their homes

and phoned the local authorities. The event

became a topic of media attention and led

to the ﬁrst psychological study of the effects of media on people, called the Cantril

Study, after Hadley Cantril who headed a

team of researchers at Princeton University.

After interviewing 135 subjects, the team

concluded, however, that better-educated

and thus more critical listeners were more

capable of recognizing the broadcast as ﬁction than were less-educated listeners. They

also concluded that the panic was real,

even though many subjects did not admit

to believing the fake broadcast, lying about

it to hide their shame.

The Cantril Study seemed to demonstrate that the media did indeed produce

negative impacts, but since its methodology was subsequently found to be ﬂawed,

it really did not establish a veriﬁable causal

link between the radio broadcast and the

degree of panic reported. Actually, the panic was not as widespread as was reported

by the media, which produced screaming

headlines such as: ‘Radio Fake Scares Nation’ (Chicago Herald Tribune, 31 October

1938); ‘Radio Listeners in Panic’ (New York

Times, 31 October 1938); ‘Fake “War” on

Radio Spreads Panic over U.S.’ (New York

Daily News, 31 October 1938).

Titled The Invasion from Mars: A Study

in the Psychology of Panic (1940), the Cantril Study is perhaps the ﬁrst study to put

forward a version of what soon came to be

called HNT. The theory was instantly debated, starting with sociologist Paul Lazarsfeld (1901–76), who suggested that audiences got out of media content what they were

already inclined to get from it. In his 1950

study The People’s Choice, he and his team of

researchers found that the media had little

power to change people’s opinions about

how to vote in a presidential election. People simply extracted from newspapers or

radio broadcasts those views that matched

their preconceptions, ignoring the others.

Together with Elihu Katz (b. 1926),

Lazarsfeld subsequently found that the

perception of media content was ﬁltered by



‘leaders’ of the communities to which audiences belonged. Audiences are, in other

words, interpretive communities, since

the people in them are part of inﬂuential

social structures such as families, unions,

neighbourhoods, and churches. In such

communities, some members take on the

role of ‘opinion leaders’ and thus arbitrate

how other members will interpret media

content. So, in contrast to HNT, in which

media are seen to have a direct impact on

a homogeneous audience, Lazarsfeld and

Katz saw it as a two-step process, in which

opinion leaders interpret media content

and then pass it on to group members.

The power of media to affect people’s

opinions, however, cannot always be

dismissed. This was evident in the 1960

Kennedy-Nixon TV debate. People who

listened to the debate on radio proclaimed

that Nixon had won it and that they would

vote for him. Those who saw it on television proclaimed the opposite: Nixon looked

unkempt and worried. He also sweated

noticeably. Kennedy looked conﬁdent,

coming across as a young and idealistic

‘president of the future.’ Kennedy went on

to win the election.

Marcel Danesi
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IDEOLOGY THEORY

[See also: Hegemony Theory; Marxism]



The term ideology was coined by AntoineL.-C. Destutt de Tracy (1754–1836) in his

1796 book, Mémoire sur la faculté de penser.

He then wrote a ﬁve-volume work on the

topic of ideology called Éléments d’idéologie

(1801–15), in which he conceives of ideology as a sort of ‘primary philosophy,’ a

basic way of understanding human mental

faculties. Destutt de Tracy belonged to a

heterogeneous group of thinkers known as

the Ideologues. This meaning of ideology as

the ‘science of ideas’ has in modern times

been substituted by a more negative sense

of ideology as ‘false consciousness’ or ‘false

thought’ – a meaning associated with the

work of Marx and Engels, but which can

be traced back to Napoleon, who used it

in a disparaging sense against the French,

calling them ‘doctrinaires.’ This meaning

occurs (albeit to a limited extent) in Destutt de Tracy and later in Vilfredo Pareto

(1848–1923) from the school of Lausanne

(Systèmes socialistes, 1902–3, Trattato di sociologia generale, 1916). Another meaning of

ideology, coming essentially from a book by

Karl Mannheim (1893–1947), Ideology and

Utopia (1929), is the equating of ideology

with ‘world view.’

In the twentieth century, it was the Russian social critic Mikhail M. Bakhtin who

theorized Mannheim’s conception by relating ideology to sign systems, seeing it as



world view with a social basis. Bakhtin

emphasized the inseparability of signs and

ideology. He maintained that an adequate

interpretation of Marxist ideology theory

based on structure and superstructure is

not possible without including signs in the

theory. The question of the signs-ideology

relation undergirds most of Bakhtin’s

works, including his books on Dostoevsky

and Rabelais, and those he authored with

(or using the name of) Valentin N. Voloshinov (1894–1937) and Pavel N. Medvedev

(1891–1938). The distinction he made in

Freudianism (Voloshinov 1927) between ofﬁcial ideology and unofﬁcial ideology is

applied in Rabelais to the literature of the

humanist and Renaissance periods, which

he sees as being linked to the ‘low genres’

of medieval comico-popular culture. In

Marxism and Philosophy of Language (1929,

under the name of Voloshinov), Bakhtin

looks at how carnivalesque genres also undergird high European literature. Bakhtin

uses the term ‘carnival’ to refer to the complex phenomenon, present in all cultures,

of attitudes, conceptions, and verbal and

non-verbal signs based on comedy and on

a satirizing of the ‘sacred’ form of culture.

In his revision of his book on Dostoevsky

in 1963, Bakhtin inserts a chapter on the

genesis of Dostoevsky’s ‘polyphonic’ style

(a style where many voices are given legitimacy) as emanating in the comical genres

of popular culture. He sees the polyphonic

form of writing as the epitome of ‘carnivalized literature.’
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In Rabelais (1965), Bakhtin describes the

sign as a plurivocal form, the expression of

centrifugal forces in linguistic life, unfolding in public places where vulgarity and

decorum blend into a polyphony of discourse genres. In contrast to oversimpliﬁed

and suffocating interpretations of Marxism,

Bakhtin thus developed Marx’s idea that

the human spirit is fully realized when the

dictates of necessity end. Consequently, a

social system that is effectively alternative

to capitalism is one which considers ‘free

time’ as real social capital, and not ‘working time,’ since the former is what made

possible the ‘great era’ of literature.

Today, ideology theory has taken a different turn because of the advent of global

communications and the concurrent stress

on improving the means of production and

productivity and on non-corporeal communication. This view contrasts sharply with

Bakhtin’s carnivalesque view of ideology,

based on a conception of intercorporeity

(bodies interacting with each other), rather

than on the abstract virtuality of modern

communications. Though dominant, the

logic of production, individualism, and

efﬁciency cannot suppress the constitutive

human inclination towards non-functionality (free time and intercorporeal communication), Bakhtin would claim. The properly

‘human’ is the properly ‘non-functional.’

This is why the carnivalesque endures as

a state of mind even in the current age of

cybercommunications. Art, Bakhtin would

claim, is our portal into non-functionality.

Orwell’s 1984, for instance, has for decades

been used by many as a moral tale inspiring resistance against production-based

and efﬁciency-based social systems.

One of the ﬁrst journals devoted to the

study of ideology was founded in the

spring of 1967 by the Italian philosopher

and semiotician Ferruccio Rossi-Landi,

who called the quarterly journal Ideologie

(Ideologies). In his 1972 paper written for

that journal, ‘Ideologia come progettazione

sociale’ (in Rossi-Landi 1972a) (Ideology as

Social Programming), Rossi-Landi brings

ideology theory in line with the modern



world by, ﬁrst, rejecting its deﬁnition as

‘false conscience,’ replacing it with the

notion of ‘social programming,’ which he

pursued subsequently in Il linguaggio come

lavoro e come mercato (Language as Work

and Trade) (1968) and Semiotica e ideologia

(Semiotics and Ideology) (1972b), where

he shows that ideology is a result of speciﬁc sign systems (language, art forms,

etc.) acquired in speciﬁc social contexts.

Rossi-Landi’s semiotic approach to ideology is being used today to explain a host of

cultural phenomena, including the media

domination of cultural forms. In line with

Marxist theory, Rossi-Landi deﬁned the

dominant class as the class that controls

the production and spread of the messages and discourses constituting a given

society (Rossi-Landi 1972a: 203–4). Then,

in Linguistics and Economics (1975), Ideologia

(1978), and Metodica ﬁlosoﬁca e scienza dei

segni (Philosophical Methods and the Science of Signs) (1985), he equates his view of

social programming to the view of hegemony expressed by Antonio (see Ponzio 2008).

The scholar Adam Schaff (1913–2007)

also saw the need to eradicate the view of

ideology as false consciousness, connecting it to language and sign systems (as did

Bakhtin). Schaff saw the need for an approach to ideology theory as a ‘semantic’

theory of human language and socialization. For Schaff, the concepts of ‘choice,’

‘responsibility,’ and ‘individual freedom’

are affected by a ‘tyranny of words’ and

ultimately by ‘linguistic alienation.’ Schaff

provides a three-pronged approach to the

study of ideology: (1) a genetic approach,

which would examine the physical conditions from which any ideology is seen to

emerge; (2) the structural approach, which

will deﬁne the speciﬁc forms of ideology

(establishing differences in logical terms between the structure of ideological discourse

and the structure of scientiﬁc discourse);

and (3) the functional approach, which will

examine the functions fulﬁlled by ideology

in relation to social group, class interests,

and so forth.

In the end, however, one cannot escape
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the deﬁnition given to ideology by Marx

and Engels as false consciousness, since

this is the meaning still being used (implicitly or explicitly) in various contemporary

media theories. In the Marxist tradition,

expressions such as ‘bourgeois ideology’

and ‘ideological science’ actually reveal a

functionalist view of ideology, as Schaff

pointed out. In this framework, ideology is

understood as a system of opinions related

to social tendencies which are, in turn,

founded on a system of values that undergird typical social behaviours and world

views.

Susan Petrilli
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INDEPENDENT PRODUCTION

[See also: Cinema, History of; Internet; Narrowcasting]



Independent production, also known as

‘indie’ production, is work ﬁnanced and

prepared outside of major conglomerate

media industries. Independent productions

are now common in the ﬁlm and music

domains.

The term ‘indie’ was coined by movie

producers who resisted being controlled by

the Motion Picture Patents Company, also

known as the Edison Trust. The trust, made

in 1908, involved eight American ﬁlm companies (Edison, Biograph, Vitagraph, Essanay, Selig, Lubin, Kalem, American Star)

along with one foreign company, American

Pathe, a distributor, George Kleine, and a

ﬁlm supplier, Eastman Kodak. The trust

covered sixteen patents on almost all American-produced ﬁlms. It was originally put in

place in order to create cooperation among

ﬁlm companies, but it instead became a monopoly of the production and distribution of

movies. The trust required that all producers, distributors, and exhibitors pay licensing fees and set standard fees for ﬁlm. Eastman Kodak was the executive supplier, only

supplying ﬁlm to licensed companies. The

trust also began cooperating with the National Board of Censorship. While the deadline to pay licensing fees was set for January

1909, many ‘independents’ protested: Fox in

New York and Carl Laemmle (today known

as Universal) in Chicago were leaders in the

‘independent movement,’ illegally distributing foreign ﬁlms and producing movies

by importing raw ﬁlm and using cameras

not covered in the patents.

In 1910, members of the Edison Trust

made efforts to control the ‘independents’

by creating a distribution company, General Film. Although in 1912 General Film

dominated the market, both General Film



and the Motion Picture Patent’s Company

were charged by the Attorney General

with violating the Sherman Anti-Trust Act

(which limits monopolies). A court decision allowed the ‘independents’ to use

standard cameras. As a result, many ‘indie’

ﬁlms were licensed. The eventual demise

of the Motion Picture Patents Company

came in October 1915, when a federal court

ordered its dissolution. So, ironically, long

before today’s so-called indie revolution,

the establishment of Hollywood as a major

locus for moviemaking (chosen by producers to get away from the previous eastern

monopolizing companies) was an act of

revolution.

The deﬁnition of indie production today

has changed, however. It entails a form of

ﬁlmmaking that goes contrary to Hollywood’s expensive and often sensationalistic

mode of moviemaking. Instead, the indie

producers use low-budget ﬁlm sets, cast,

and crew to create ﬁlms typically with a

more aesthetic or artistic focus, rather than

pure entertainment value. Indie productions, ironically, have themselves become

proﬁtable, even having their own festivals

(the Sundance Film Festival being the

most notable). ‘Sundance,’ as it is widely

known, was founded in 1978 by ﬁlmmakers Sterling Van Wagenen and Charles Gary

Allison in an attempt to attract ﬁlmmakers

to Utah. Now, the ﬁlm festival has grown

into the leading site for showcasing both

American and international independent

feature-length and short ﬁlms. It has introduced now-famous directors to the world

of cinema, including Quentin Tarantino

and Robert Rodriguez.

Similarly, in an attempt to distinguish

themselves from mainstream music producers, ‘indie’ musicians have become an

integral part of the contemporary music

scene. Indie music started as part of an

‘underground music scene,’ where it developed cult-like followings. Because of the internet, indie music is now a pattern, rather

than an exception. Indie rock musicians are

unsigned artists who prefer to make music

for its own sake or to showcase themselves
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to audiences on their own, not a record

label’s, terms. The indie music scene originated in the late 1980s in the United Kingdom, and has since evolved into a parallel

music universe to the mainstream music

scene, with its own genres, among which

Britpop (British guitar pop music) and Riot

Grrrl, a feminist punk rock movement are

the best-known ones to have sprung up

from the indie music scene. In the indie

universe, trends seem to come and go very

rapidly. Those indie musicians who become

popular online generally tend to migrate

towards the mainstream.

Mariana Bockarova
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involve information that is true, that actually exists, or that can be veriﬁed according

to an established standard of evaluation.

Knowledge can be seen as information in

context, together with an understanding

of how to use that information; it is a mix

of information, experience, and values that

provides a framework for assessing and

incorporating new information. Knowledge

can be either explicit (a person is able to

make this information available for introspection) or tacit (the person is not able to

make this information available for introspection). Intelligence refers to the quality

of the information (e.g., information concerning crucial facts, military intelligence,

a secret) or to the capacity of a sentient

being to combine data, facts, information,

and knowledge with insight and acuity.

Intelligence is derived from information as

information is derived from facts and data.

Information may therefore be deﬁned as

facts and data organized to describe a particular situation or problem and information is what people share with each other

when they communicate.

Information and Media



INFORMATION

[See also: Information Society; McLuhan, Marshall;

Media Literacy]



Information is a concept with ancient roots

that translates across multiple ﬁelds of

inquiry. Use of a general model of information allows scholars to share ideas and

employ words with the same meaning to

describe information phenomena across the

spectrum of academic disciplines.

Information has often been deﬁned in relation to four distinct but related concepts:

data, facts, knowledge, and intelligence.

Information is organized data presented in

context, a coherent collection of messages

or cues structured in a way that has meaning or use for human beings. Data may

be described as a set of discrete, objective

facts about events that become information

when assigned meaning or value. Facts



Information is conveyed through a medium, such as language, dance, music, architecture, databases, or electronic documents.

In organizations, information becomes

embedded in documents and repositories

as well as in organizational routines, processes, practices, and norms. In societies

and cultures, information is transmitted

through numerous cues and in contemporary societies, via mass media such as

newspapers, television, radio, or Web 2.0.

Information (and the study of its transmission, processing, and principles) was

initially a branch of statistics and probability theory overlapping with cybernetics and systems theory. Information is a

signiﬁcant notion that has been adopted

in the arts (languages, ﬁne art, music), sciences (biology, physics), and social sciences

(particularly economics and psychology)

as a construct that holds across disciplinary
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boundaries and divisions. Studies of information in the arts emphasize the meaning

and interpretation of information; the sciences typically stress the engineering principles of transmission and perception; studies in the social sciences usually consider

how people are able or unable to communicate accurately due to different experiences

and attitudes. Whereas in mathematics and

other statistical applications, ‘information’

is considered separate from meaning and

is used to refer only to data accurately sent

and received, in humanities and social science disciplines, information and meaning

are not considered separate.

In a number of disciplines, the principles of information theory have been applied to systems wherein a message can be

sent from one place to another. There are

many different systems including ordinary

language, visual images, textual genres,

and musical recordings. The important

distinction between information theory

and media theory is that information is a

theory of transportation, whereas media

is a theory of translation and transformation. Whereas information theory built on

the mathematical model of communication

proposed by Claude Shannon and Warren

Weaver, so that the theory is grounded in

mathematical principles of how information is encoded, moved through a channel,

and decoded by a recipient, the study of

media focuses on the nature of the mediation, examining the effects of the medium

through which that information is conveyed. In information theory, the model is

of information being transported between

encoder and decoder; media theory, by

contrast, views the communication transaction as encompassing the encoder, medium,

and decoder in a translation of information

that somehow has a transformative impact

on that information. So, for example, when

a person attempts to describe the image

on a vase in words on a page, or translate

a book to a movie, or adapt a short story

for a radio program, the information is

transformed when it is converted from one

medium to another.



Information in Historic Language

The word ‘information’ has its origins in

the Latin word informare, which means

‘to give form, to shape, to form an idea of

something, or to describe,’ so the root of

the modern meaning can be discerned in

the use of informare, meaning the shaping

of an idea in one’s mind, that is, to inform.

Though the word information comes down

to us from the Latin, the Romans had borrowed the concept from the ancient Greek

eidos (form, shape, pattern). For the Greeks,

the eidos represented the fundamental

shaping forces of the universe that unfolded in regular patterns. The ancients held

that the form manifest in an object, image,

or text was prior to the content. The table,

for example, participates in the idea of a table and both have the same name, the idea

of the table and the table. The table takes

its place in a complex system of sequences

of dichotomous classiﬁcations arranged in

hierarchies and used to classify all the phenomena in the physical world. The content

is informed by being organized into various

shapes and patterns based on classiﬁcations that arrange information in sequences

of topics (topoi, places) and ideas. Whereas

we think of ideas as things occurring in the

mind or brain or as things that are transmitted by culture or history, the Greeks

thought of forms and ideas as occupying

a radically different place or space. We

consider topics as occurring in different

paragraphs in a text; in the Greeks’ system,

topics were thought to occupy a particular

mental place. In this mental place system,

the interwoven sequences of classiﬁcations

that formed the framework of the different places were called the forms, and ideas

were ordered and arranged within this

system of places. The forms and ideas were

thought to occupy a different world, but

one that our world matches in the sense

that the order on our planet is a reﬂection of certain fundamental mathematical

principles that govern the order of the

cosmos. Thus, in the ancient Greek system,

information was organized into topics and
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ideas which were grouped with other like

notions and stored in a particular mental

place relative to other ideas in a complex

mental architecture organized by way of

various taxonomies of classiﬁcations.

Having come down through the Latin,

these connotations associated with information entered the English language

through the earliest uses of the verb

‘inform’ (to give form or character, or

to imbue with …), which date from the

fourteenth century, and from which our

noun derives. ‘Inform’ survived as a

seldom-used word in the language until

it re-emerged in information theory in the

twentieth century.

History of the Field

Information theory was pioneered in the

1940s by Claude Shannon, an electrical

engineer at Bell Telephone Laboratories,

who was primarily concerned with the

efﬁciency and clarity of radio, telephone,

and telegraphic transmissions during

the Second World War. Shannon worked

with Warren Weaver on the classic book

The Mathematical Theory of Communication

(1947), which developed a model of the

communication process. The signiﬁcance

of this book was immediately recognized

by scholars in a range of disciplines and

became the basis for many later studies in

information theory.

Shannon’s investigations considered

the effects of factors such as entropy (the

randomness or disorder of the information

or its source), interference (‘noise’ or distortion), data redundancy, channel capacity,

and transmission speed on the rate of errors in transmission – that is, how these factors affected the probability of an error-free

transmission – and developed principles

concerning the construction of binary codes

that would minimize errors and maximize

efﬁciency. In information theory, the concept of ‘coding’ refers to the translation of

data into a stream of binary ‘on/off’ messages representing ‘bits’ of information

(the principle of the computer chip), and is
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similar to the view of language in semiotics

or structuralism as a series of ‘signs’ or ‘signals’ with conventional connotations.

Shannon’s work on ‘information theory’

built on research in Harry Nyquist’s 1924

article ‘Certain Factors Affecting Telegraph

Speed,’ published in the Bell System Technical Journal, which referred to what was

transmitted over the telephone wire as

‘information.’ There are two basic factors

governing the maximum speed of data

transmission: ﬁrst, the shape of a signal;

and second, the choice of code used to represent the intelligence. Nyquist was able

to measure the amount of intelligence that

can be transmitted using an ideal code.

Four years later and in the same journal,

R.V.L. Hartley, also an engineer, published

The Measurement of Information, addressing

the ‘precision of the information’ and the

‘amount of information’ in the transmission. Hartley argued that information exists

in the transmission of symbols that convey

‘certain meanings to the parties communicating.’ When receiving information, the

receipt of each symbol allows for the ‘elimination’ of other possible symbols and their

associated meanings.

The precision of information depends

on the other symbol sequences that might

have been chosen. The measure of these

other sequences provides an indication of

the amount of information transmitted.

Hartley suggested taking ‘as our practical

measure of information the logarithm of

the number of possible symbol sequences.’

Thus, if we receive four different symbols

occurring with equal frequency, this represents two bits of information. Hartley

was aware that there was a relationship

between the amount of energy in an information system and the amount of information that could be transmitted. Energy

serves as a component of the transmission

process; applying energy to an information transmitting system increases the ease

with which the recipient receives or hears

the transmitted signal in order to decode

its message. Increasing the signal-to-noise

ratio increases the probability that the in-
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formation will be received correctly. Thus,

information does not carry energy; energy

carries information.

Information Theory

Entropy is for information theorists the

measure of the disorder in a system: the

idea is that natural processes tend to move

from relative order toward disorder. The

term was borrowed from the Greek word

(entrop•) for ‘transformation’ or ‘turning

towards’ by the German physicist Rudolf

Julius Emmanuel Clausius in 1850 in his

articulation of the second law of thermodynamics, which states, in part, that ‘the

entropy of the universe tends to a maximum.’ The principle of entropy entails that

the disorder in a closed system always

increases, and as the entropy of a system

increases, there is less energy available

and the system becomes progressively less

ordered. Entropy can also be deﬁned in

terms of complexity based on the number

of ways the parts of a system can be organized; the greater the number of possible

arrangements, the greater the entropy.

(Some information theorists take issue with

this deﬁnition, arguing that the growing

complexity of information distribution and

consumption leads to greater social and

technological organization, not less.) In the

mid-nineteenth century, the German physicist Hermann von Helmholtz and others

predicted that the universe (considered a

closed system) will eventually ‘run down,’

ultimately reaching maximum entropy and

suffering a ‘heat death’ when all temperature differences have disappeared.

A system of low entropy and a high

degree of order provides relatively clear,

unambiguous information and ‘sends a

message’ about where all the elements are

and how they are ordered in a coherent arrangement. ‘Noise,’ in information theory,

is what is produced in a high-entropy, disordered system. As a system moves toward

higher entropy, order decreases and noise

increases, causing interference. The system

provides less detail and sends less infor-



mation about the system as a whole until

gradually it disperses into undifferentiated

parts, a homogenized mixture wherein

it is hard to identify the components and

harder to receive, decode, and understand

the message.

Repetition (or redundancy) is a fundamental mechanism for distinguishing

messages from noise, and order from disorder, in a communications system and is

therefore a crucial principle enabling communication. Verbal and visual messages

are expressed through codes – languages

– and messages conform to the rules of

the code. Repetition is the reproduction

of information as veriﬁed by objective

observation. Verbatim repetition involves

precisely the same words, or exactly the

same visual form, but allows for some differences in style. Duplication is a repetition

that is an identical copy of the original. To

reduplicate is to repeat again and again, to

double in order to produce an inﬂectional

or derivational form. Reiteration refers to a

process of achieving a result by repeating a

sequence of steps to get successively closer

to the desired outcome. In linguistic or

visual codes, synonymy is created by reiteration that involves not exact repetition,

but the substitution of a related item that

has equivalence of meaning. Antonymy

refers to instances where words or visual

elements are presented as polarities, as

with day and night. Ellipsis entails instances where something is left unsaid or not

depicted that the listener or viewer must

ﬁll in themselves. In synonymy, something

with equivalent meaning is substituted,

while in ellipsis, the place is left blank or

there is a silence, or in a visual representation, that place is left empty. Observers or

receivers must know the language or visual

code well enough to know when something is missing, and to go on and ﬁll in the

missing elements themselves.

Redundancy is the term in information

theory for repetition of parts or all of a

message to provide alternative functional

channels in case of a transmission failure.

In nearly all forms of communication, more



Information

messages are sent than are strictly necessary to convey the information intended

by the sender. Such additional messages

diminish the unexpectedness, the surprise

effect of the information, making it more

predictable. This extra ration of predictability is redundancy, and it is one of the

major concepts in information theory. With

each repetition, redundancy eliminates alternative inaccurate interpretations, so that

clarity increases gradually over a number

of iterations.

Social anthropologists have analysed the

function of repetition in cultural systems,

and their understanding is derived from

the principles of structural linguistics. The

way they explain redundancy as a cultural

phenomenon has a great deal in common

with that of information theorists. For example, if a person is trying to communicate

a message to a friend who is just out of

earshot, he will typically shout the message several times, giving slightly different

wordings each time, and supplement these

with visual cues or signals. The friend at

the receiving end may not get the meaning

of individual messages, but when she puts

the information together, the redundancies

and the mutual consistencies and inconsistencies will make readily apparent what

her friend is attempting to communicate.

In this way, repetition is an enabler of communication because it reinforces precision

and reduces errors in the transmission and

decoding of information. Just as Hartley

argued that information exists in the transmission of signs that communicate certain

meanings to the people communicating,

when receiving information, the receipt of

each symbol makes it possible to eliminate

other possible symbols and their associated

meanings so that clarity increases with each

repetition.

Based on the premise that information

theory can be applied to different systems,

scholars such as Ann Steiner, in her 2007

work Reading Greek Vases, have applied

information theory to comparative analyses of verbal repetition in texts such as

Homer’s Iliad and Odyssey and repetition
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of visual images and motifs on material

artefacts, speciﬁcally Greek vases of the

late Archaic period. Since verbal and visual

messages are expressed through language

codes, and Athenian vase imagery is varied

but still highly repetitive, the hypothesis is

that vase painting is a redundant system

producing vital cultural information. The

principle of redundancy suggests that the

great variety of scenes on Athenian vases

send a ﬁnite set of key cultural messages.

Shannon and Weaver’s model of a

communication system describes how

information is encoded, transmitted via a

channel, and then decoded. The Shannon

and Weaver communication model may be

understood in functional terms so that the

model can be translated to other systems

and applied to different media and even

abstract notions, including perception, observation, belief, and knowledge.

Critics have argued that the model of

information transmission proposed by

Shannon has been applied in theoretical

domains distant from the electrical communication environment in which it was

developed and that the theory has been

frequently used to characterize situations

that do not meet the assumptions and constraints of the original paradigm. Others

counter that while the underlying principles of information theory are based on

mathematics, it does not necessarily follow

that applications of its principles to other

domains is inaccurate. While information

may be considered separate from meaning

in mathematics and used only with regard

to data accurately transmitted, in other disciplines, information and meaning are not

considered distinct.

Semiotics, the science of signs, which is

integrated with structural linguistics both

in origin and in application, provides an

explanation as to why theoretical models

developed for information theory can be

applied to verbal and visual languages.

Semiotics informs us that the visual imagery on Athenian vases, for example, is

a uniﬁed language with its own rules of

grammar and syntax, where information
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is encoded through visual symbols much

as experience and objects are encoded

through words in ordinary language. The

principle of repetition conﬁrms that the

language of imagery on vases is in fact a

code. Individual images belong to a wider

set of contexts in the culture beyond what

is represented on a single vase. Thus, every

image resonates with a number of related

images in the cultural code (the language

in which the images are expressed). To recognize these connotations, we must look

at a range of images from the same time

period which allows us to contextualize the

information presented on any one vessel.

Thus, the repertories of images in the cultural code are all interconnected. Images on

any one vase participate in a language that,

through repetition over many instances,

builds up a cumulative meaning that exceeds that particular representation. The

image on any one vase is informed by the

entire culture.

Fields of Inquiry

Information is a concept that has increasing relevance in the arts and sciences. Since

information can be applied to any system

in which a message can be sent from one

place to another, information theory has

been applied to diverse systems in the

humanities including everyday language,

genres, visual images, and music. Information has also become a useful concept

in the sciences. Cellular biologists, for

example, think of deoxyribonucleic acid

(DNA) as a code that contains information;

genes contain information that is communicated to a new cell through mitosis.

Economists discuss money as information

that is increasingly transmitted across the

internet as electronic commerce. Computer

scientists consider bits on a hard disk to be

the smallest quantity of data. In cognitive

psychology, information-processing theory

likens the human brain to a computer, considering mental processes in terms of the

input, storage, manipulation, and retrieval

of data. In this perspective, incoming sense



impressions are encoded according to established patterns – as images, symbols,

concepts, and so on, or, in the connectionist view, as separate but interconnected

‘bits’ of information. They are then stored

in memory, where they are available for

future retrieval and for comparison with

other information in learning and problemsolving applications. Each of these disciplines has advanced by applying the idea

of information to the problems in its ﬁeld

of inquiry.

Twyla Gibson
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INFORMATION SOCIETY

[See also: Globalization; Information; Internet; Mass

Communication; McLuhan, Marshall]



The term information society (IS) is used in

cyberculture and media studies to refer to

an economic system based primarily on the

retrieval, processing, and management of

information, in opposition to an economic

system based on the production of material

goods. The latter is known as an industrial

society. By extension, IS refers to the fact

that in the age of the internet information,

in all its forms and uses, is the basis of both

the economic system and a prized target of

cultural and knowledge-making activities.

Other terms that are used to mean more or
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less the same thing, but with subtle differences, are post-industrial society, post-Fordism

(referring to the role of the automobile and,

thus, of Henry Ford, in the establishment

of an industrial society), postmodern society,

knowledge society, and network society.

The advent of an information society

lends support to Marshal McLuhan’s

contention that any major change in mass

communications technologies invariably

leads to a paradigm shift in the social order.

The invention of cheap print technologies

led to the diffusion of literacy and thus

to the emergence of literacy-based social

structures and values, from obligatory

schooling to industrialist workplaces that

required the ability to read and reason.

With the advent of the computer and the

internet, information-based activities have

come to the forefront. From this, knowledge industries have risen to the top as the

most important ones. This does not mean

the disappearance of a material-goods

economy, but its convergence with the new

one, since computer media are now used

for the design, production, and distribution

of material goods.

As a consequence, the way people come

to understand the world has changed, especially the ways in which work is understood and valued. In the industrial world,

working at speciﬁc hours (nine to ﬁve, for

example) and on speciﬁc days of the week

(Monday to Friday) were considered to

be ‘natural’ ways of working. In the information world, where work can be done

around the clock through portable computing devices, and where family members are

not necessarily tied to the same locale, the

concept of work, workplace, and family are

in ﬂux. This has raised worldwide debates

on the role of traditional social institutions in human life. Political systems too

are adapting to the new world order. In an

IS, totalitarian models of political control

are becoming increasingly less effective

because people can exchange information

almost instantly through digital media and

thus look beyond the conﬁnes imposed by

the totalitarian system to garner support
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for political change. In fact, where such

regimes exist, control of the information

media is seen as the most important aspect

of political control.

But in the IS debates several myths have

arisen. The ﬁrst one is that print books are

dead. Books still exist, and even though

they may become more and more available

in e-book form, the concept and function

of the book as a container of knowledge,

creative writing, and so on, are alive and

well. A second myth is that this is an ‘information age.’ Every age is such an age.

The media for delivering information

have changed, but the need for and use of

information have been present in all eras.

Perhaps it is more accurate to say that information is more available now than ever

before, because of the internet. More troubling to many is the purported decline in

the deep, reﬂective reading of texts, given

an age where digesting snippets of information (such as tweets) seems to be the

rule. But there is no reason to believe that

reading discontinuously is a characteristic

only of the digital age. People have always

‘consulted’ books for imformation for various reasons; reading texts from cover to

cover still exists in the domain of ﬁction,

for example.

Perhaps the most important question

concerns the relation of information to

knowledge and meaning in an IS. Information is unstructured, raw data until it is given a form and a meaning, and transformed

into usable knowledge. The founder of information theory was Claude E. Shannon,

who deﬁned it as an abstract ‘quantity’

present in some communication system. In

1945, Shannon published a paper entitled

‘A Mathematical Theory of Cryptography,’

which was stamped as a secret document

and thus never made public. He published

an expurgated version in 1948, called ‘A

Mathematical Theory of Communication,’ which became the founding work

for information theory. Decoding what the

‘message’ in any amount of information

is, claimed Shannon, should be separated

from measuring the information itself. One
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can always decipher the content, if one

wants. But information can and should be

considered on its own.

Before Shannon, no one thought of envisioning information as a quantiﬁable entity.

And no one thought that there may be a

mathematical relation between information and the devices that carried it. In the

mid-1960s, Gordon Moore, the electrical

engineer and founder of Intel Corporation,

put forth a law which showed that there is

such a relation. The law, known as ‘Moore’s

law,’ states that the price of electronic devices would decrease as their numbers increased by a factor of two every month and

by a factor of one hundred every decade.

The prediction turned out to be remarkably accurate. The law applies as well to

the information that the devices carry. The

storage of information is called ‘memory,’

and its processing ‘computing.’ The law in

this case states that the price of memory

and computing increases by a factor of a

hundred every decade.

Shannon’s idea of information as a quantiﬁable entity was based on how computers

and various other devices carry and store

information. The information is stored

in electric charges. One level of charges

represents the digit 0, and the other 1. A 0

or a 1 by itself is called a bit, which is an

abbreviation of binary digit. The computer

uses combinations of eight bits, called bytes,

which may be one of 256 distinct values, or

patterns of 0 and 1 bits. Millions of transistors process bit charges by switching them

from circuit to circuit. When a circuit is off,

it corresponds to 0; when it is on, it corresponds to 1. Computer information is

measured in multiples of bytes – a kilobyte

equals 1,024 bytes; a megabyte, 1,048,576

bytes; a gigabyte, 1,073,741,824 bytes; and a

terabyte, 1,099,511,627,776 bytes.

The U.S. Library of Congress is estimated to contain 100 trillion bits of information. A memory disc drive storing the same

amount of information today weighs only a

few pounds and costs less than a thousand

dollars (Gleick 2011) – a fact that shows



how Moore’s law operates. But, as Gleick

(2011) and other social critics suggest, this

conceptualization of information is the

cause of the sense of meaninglessness that

people feel today with respect to the ﬂood

of information that bombards us constantly.

This has implications for an IS. For such a

society to evolve and even survive, it must

bring back meaning into the ﬂood so that it

will not drown us.

Marcel Danesi

Bibliography

Castells, Manuel. The Rise of the Network Society.

Oxford: Blackwell, 2000.

Gleick, James. The Information: A History, a Theory,

a Flood. New York: Pantheon, 2011.

Fuchs, Christian. Internet and Society: Social Theory in the Information Age. London: Routledge,

2008.

McLuhan, Marshall. The Gutenberg Galaxy: The

Making of Typographic Man. Toronto: University of Toronto Press, 1962.

– Understanding Media: The Extensions of Man.

Cambridge, MA: MIT Press, 1964.

Shannon, Claude E. A Mathematical Theory of

Communication. Bell Systems Technical Journal

27 (1948): 379–423.

Shannon, Claude E., and Warren Weaver. Mathematical Theory of Communication. Chicago:

University of Illinois Press, 1949.

Webster, Frank. Theories of the Information Society.

London: Routledge, 2006.



INNIS, HAROLD (1894–1952)

[See also: Communication; McLuhan, McLuhan]



Harold Innis occupies a unique place in the

history of Canadian thought for his work

as an economic historian and as one of the

pioneers in communication theory. His

contributions to the understanding of the

development of Canada led him to a leadership role, not only in his profession, but also

in the growth of Canadian universities and
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society. His studies also formed the basis

of what is called the ‘staples theory’ of economic development and, later in his career,

a wide-ranging theory on Western civilization and the role that media and communications played in creating that civilization. It

is his later analysis of the tensions between

space- and time-bound societies that led

Innis to a rather bleak view of our future but

that makes him one of the twentieth century’s pre-eminent thinkers on civilizations.

His emphasis on the role of communications and media also makes Innis a central

ﬁgure in communication theory.

Innis was born on 5 November 1894 near

the small southwestern Ontario town of

Otterville, a name that is ironic given Innis’s later studies of fur-bearing animals.

He lived on a farm and, as Alexander John

Watson’s biography Marginal Man: The

Dark Vision of Harold Innis suggests, this

provided Innis ‘a rich practical background

for a future economic historian’ (2006: 30).

Innis grew up in a predominately Scottish

environment, where the attendant values

of hard work and respect for education

played a role in his development. In addition, living in a farming district where

one’s livelihood is dependent on the ﬂuctuations of markets and the difﬁculties of

getting products to market inﬂuenced Innis

in his formulation of the staples theory. The

theory places the exploitation of natural

resources such as wheat, grain, timber, furs,

ﬁsh, and minerals at the centre of economic

activity. It was a short step for Innis in his

later years to expand the notion of staples

to include ideas and values as central to

civilization itself.

North American societies, from the beginning, were dependent on the cod ﬁsheries, especially in New England and Atlantic

Canada. Innis devoted his 1940 study The

Cod Fisheries to European demand for ﬁsh

and its impact on North American societies. The link between the ﬁsheries and

the nature of government is signalled in

the book’s section headings, such as ‘The

Mackerel and Confederation,’ ‘Trawls and
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Responsible Government,’ ‘The End of

Sail,’ and ‘The End of Responsible Government.’ The book is a plea for responsible

public institutions – a plea that would

become even more pronounced in Innis’s

later writings.

Innis, however, did not begin forming

his staple theory model with the cod but

rather with a central symbol for Canada

– the beaver – in The Fur Trade in Canada,

which appeared in 1930. On the one hand,

The Fur Trade is a detailed study of the facts

of the trading pelt industry. On the other

hand, it is a guide to understanding how

economies work, how colonialism operated, how Canada developed differently

from the then-emerging United States, how

geography shapes and is shaped by human

activity, how technology rises, and how

interconnected communication systems

became integral to North American society.

It also details the contributions of the aboriginal population to the success of the fur

trade and the creation of Canadian society.

Innis pursued his graduate work in the

United States at the University of Chicago

and was undoubtedly inﬂuenced by the

Chicago School of Social Thought. Nonetheless, as Watson (2006: 114) has concluded, in the end he did not ﬁt in there. However, Innis was able to separate his thought

from the prevailing mainstream European

models derived from Adam Smith and

David Ricardo, which, in his view, did not

ﬁt the circumstances of the New World. Innis’s rejection of the European economics of

‘production’ led him towards other aspects

of economic theory, especially the one that

places distribution at its centre.

Innis was also resistant to other theories such as the frontier thesis, prevalent

in many American schools, and to Marxism, which could not easily be applied to

a country without a factory system or a

proletariat. While Innis was quite capable

of exposing many of the negative aspects

of emerging capitalism, he remained insensitive to the suffering imposed on the

working class, as can be seen in History of
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the Canadian Paciﬁc Railroad (1923), a study

that focuses mainly on ﬁnance capitalism,

but does not mention the many labourers

who lost their lives in the construction of

the railroad.

The Fur Trade is an explanation of how

Canada came into being and why it resisted becoming part of the United States.

It is about colonization seen through the

analysis of a centre and its margins or

hinterlands. Innis viewed North America

from the perspective of how it incorporated

European culture into the new frontier. The

centre-margin thesis was adopted by other

economic historians after Innis’s death, for

example, Tom Easterbrook and S.D. Clark

both at the University of Toronto. From the

perspective of the emerging trade in the

New World, the fashion habits of the centre, especially England’s desire for beaver

hats and furs, translated into an increasing

demand that fed into an exchange with

North America for manufactured goods

that would transform the continent.

Nonetheless, the demand for beaver

soon outstripped the easily accessed source

of pelts. From the beginning, the European

colonists were dependent on the aboriginal

inhabitants for securing the pelts. Innis’s

description of how the indigenous peoples

not only allowed for the survival of the

European settlers but also advanced the

trading interest is a story that later commentators have built on. While Innis had

little concern for indigenous culture per

se, he was one of the ﬁrst commentators

to recognize the immense contribution

the indigenous nations made to Canada’s

development. Their involvement in the fur

trade was also one of the chief differences

in approach from the American exploitation of the fur trade. In part, this related to

the differences in geography and climate.

Unlike the cod that preferred warmer

waters, beavers were more sought after

in regions with a more severe winter. The

cold weather thickens the pelt. Accessing

the beaver involved, especially after the

early years, the use of the river system,



where mastery of canoeing was critical.

The indigenous peoples of Canada were

more proﬁcient than their counterparts to

the south. Innis’s narrative then follows the

massacre of the beaver, as hunting made

an ever-deeper penetration into the west.

This penetration required the development

of forts and trading posts to establish a network dependent initially on the canoe but

soon requiring different forms of transport.

Hence the symbiosis between expansion

and forms of transportation, as ﬂat-bottom

boats replaced canoes, steam power replaced manual power, and the railway replaced water forms of transit.

In these economic history studies, Innis

rarely lifts his sights above the descriptive

only to issue the occasional sweeping statement, as he does in the concluding chapter

of The Fur Trade: ‘The economic history of

Canada has been dominated by the discrepancy between the centre and the margin of

Western civilization’ (2001: 385). His economic histories were recognized by a few

for their potential. It was only when Innis’s

focus changed to the question of Western

civilization that Innis the theorist emerged

and his work became more recognized.

Innis’s biographer, Alexander John

Watson, tells the story of Innis’s involvement in the First World War. Innis was

wounded and returned home, having experienced the horror of the war that Watson

believed marked him for the rest of his

life, creating in his words ‘the dark vision.’

Whatever personal wounds came from the

war it undoubtedly started Innis down

the path to thinking about culture and the

values held by society. Out of the historical

research on Canada grew a larger template

that views civilizations from the tension of

space and time and the values that are created by emphases on one or the other. Out

of this also came the larger theories upon

which Innis’s reputation as a communication theorist rests.

Innis faced a dilemma when he embarked on studies of the history of Western civilization. Although he was able to
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research many original documents and indeed could voyage, as he did to learn about

the fur trade and northern communities, for

the larger theoretical canvas he had to rely

on the work of others. Some of this expertise

was readily at hand in the Classics department of the University of Toronto. Eric

Havelock’s studies of the transition from

oral to written societies or the important

work of C.N. Cochrane on Christianity and

classical culture, to name just two, were

sources of ideas and of academic legitimacy.

At other times, Innis drew from his earlier

teachers or from scholars as he sensed a

need for further information. While this

gives his later works a type of ‘cut-andpaste style’ and, from time to time, it may be

hard to discern what is authentically Innis

and what is not, his overall thesis emerges

in his view of empire as arising from spaceand time-binding communications.

The return to the past encompassed

a number of articles that concerned the

civilizations in Egypt, Babylonia, Greece,

and Rome. In an overall sense, Innis was

advancing the thesis, captured in the

titles of two of his later collections of essays – The Bias of Communication (1968) and

Empire and Communications (1972) – that

there exists a bias in every mode of communication that contributes to the type and

structure of each empire. Empires are thus

seen through the perspective of continuity

in time and extension in space, each facilitated or enhanced by the speciﬁc dominant

technology that underlies communication

itself. Within the empire there is a struggle

between these two aspects with a preponderance of one over the other that always

threatens the ‘equilibrium’ of the empire.

Spatial emphasis tends to support the ‘political’ structure, whereas a concern for time

tends to reinforce the ‘religious’ aspects of

any empire.

Take, for example, Innis’s analysis of the

tensions in ancient Greece between the oral

tradition and the emergent writing-based

culture. This gave rise to increased commerce, favouring, as it did, the spatial as-
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pects that would later develop into the Roman Empire. It also spawned monopolies

of power vested in those who could read

and write. This is ground also traversed by

Eric Havelock and later reworked by Marshall McLuhan, but it is interesting that Innis saw, even in Plato, a balance of the oral

tradition, with its epics and poems, and his

written dialogic approach. For Innis, the

oral tradition does not in the end die out

but becomes dominated by the written and

the spatial. Even in his time he felt that the

oral tradition of British common law and

the unwritten constitution were preferred

to the written Roman law or the written

American Constitution. Universities were

another venue where the oral tradition survived (through dialogue), even though it

was threatened by the rise of social science

and the power of vested interests in the

university.

The march toward empire followed the

shift to the use of materials to write on. Innis connects the use of stone, papyrus, and

paper with the attendant quasi-monopolies

that each conferred on those best able to

use these media. In some cases, the use

of paper was tied to the use of uniform

alphabets and the use of the vernacular.

This allowed for a resistance to the control

exercised by religion or large-scale political organizations that only writing can afford. At other times, the improvement in

communications created the possibility

of empire by allowing for the creation of

interconnected large administrations. Once

embarked on the centrality of the media,

it is a short distance for Innis to look at the

newspaper, itself a wonderful product of

the staples system, and then the radio as

the emergent communication technologies

of his time. Each of these communications

innovations would have profound implications for the social evolution of North

America in particular.

It is interesting that Innis used the notion of empire to describe the great political

organizations in the past and continued to

use it to describe the United States of his
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time, which he viewed as increasingly imperialistic. Again, the margins, in this case

the United States in reference to Europe,

become important as the site of innovation and challenge along with new modes

of communication. These, he claimed,

destabilize the ‘equilibrium’ between space

and time. The relentless expansion of the

United States in the nineteenth century was

pushed by the railroad and the telegraph,

which furthered western settlement and

destabilized the older power structure of

the eastern seaboard. Similarly, the growth

of the south through the cotton industry

was aided by technological improvements

in both the harvesting and transport of

the cotton. Innis pointed to a number of

incidents where the conﬂicts engendered

by competing modes of communication

were resolved by force. In his last publication, The Changing Concepts of Time (2004),

Innis details the large number of American

presidents who had a military career before

entering politics and how this career often

was the springboard to electoral success.

Coupled with the new modes of communication such as the newspaper, Teddy

Roosevelt became a paradigm of foreign

military adventurism feeding the domestic

market skewed ideas especially through

the ‘yellow journalism’ of the Hearst publications. Later, President Franklin Roosevelt

used a new mode of communication, the

radio, to speak directly to the people in an

attempt to circumvent the Congress. Innis’s

‘conclusion’ can be easily seen in this quotation from his essay entitled ‘The Strategy

of Culture’: ‘The overwhelming pressure

of mechanization evident in the newspaper

and the magazine has led to the creation of

vast monopolies of communication. Their

entrenched positions involve a continuous,

systematic, ruthless destruction of elements

of permanence essential to cultural activity.

The emphasis on change is the only permanent characteristic’ (2004: 11).

Innis, as he approached his death in 1952,

became more pessimistic about a resolution

of the dominance of spatial organization

fuelled both by imperialisms and by the



new technologies over the time-bound institutions that would preserve and enhance

a sense of continuity and permanence.

Two essays that he wrote for The Bias of

Communication (‘A Plea for Time’ and ‘The

Problem of Space’) (1968) capture his struggle to readjust the imbalance of Western

civilization. The plea was based, in part, on

the Canadian experience at the margins set

against American spatial imperialism. Innis

the economist is never far from the surface

in these essays as he is more concerned

with the ‘market’ that will balance space

and time without providing an indication

of the content of this new balance. Arthur

Kroker’s judgment in Technology and the

Canadian Mind (1984) that Innis advocated a

pragmatic liberalism based on a technological realism is accurate. In this realism Innis

has articulated one of the ﬁrst substantive

theories of the relation of power, culture,

and communication.

In many ways Innis was too exceptional

to be the centre of a school of thought. In

Toronto and branching out across Canada

are many thinkers who have been inﬂuenced by Innis even while disagreeing with

him, including Marshall McLuhan, Tom

Easterbrook, S.D. Clark, Danny Drache,

Derrick de Kerkove, Marcel Danesi, and

perhaps most inﬂuential in developing

aspects of Innis’s thought, Arthur and Marilouise Kroker. All contribute to our understanding of empire and communications.

David Cook
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INSTANT MESSAGING

[See also: Email; Internet; Text Messaging]



Instant messaging (IM) is an ever-expanding

form of interpersonal communication that

allows for immediate response between

two or more people via a variety of devices connected through a digital network.

It differs from electronic mail (email) in

that it allows for real-time conversation at

speeds that are virtually equal to face-toface speech delivery. IM occurs in real time,

thus allowing users to conduct a back-andforth communication act. Examples of IM

services on the internet are: AOL Instant

Messenger, Google Talk, iChat, Windows

Live Messenger, and Yahoo! Messenger. IM

services allow users to create ‘buddy lists’

of other users – a service that notiﬁes a user

when someone on the buddy list is online.

History

Long before the internet was established

in its current state, messages were being

exchanged from computer to computer

through the Compatible Time Sharing System (CTSS) as early as the mid-1960s (Van

Vleck 2004). The subsequent two decades

saw the establishment of the Internet Message Access Protocol (IMAP4) and Post

Ofﬁce Protocol (POP3) for the retrieval and

transmission of messages on dedicated

servers. The most important development

which would subsequently lead towards

instant messaging was the introduction of

the Quantum Link, offered on the Commodore 64 and Amiga lines of personal

computers. Launched on 5 November 1985,

Quantum Link was developed by Quan-
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tum Computer Services, based in Vienna,

Virginia. It allowed connected customers

to send online messages (OLM) from one

user to another (Evans 2002). Using the

Commodore’s PET Standard Code of Information Interchange (PETSCII) character

set, users were able to view rudimentary

OLMs that listed the name of the sender.

The early 1990s saw the advent of the online chat room, designed to accommodate

the increasing number of users on the internet. The chat room worked as a bulletin

board of sorts, where multiple users were

able to type in messages that would be seen

by everyone in a given ‘room’ (Tyson and

Cooper 2001). The popularity of chat rooms

and Quantum Link would later inspire

rapid developments in the IM ﬁeld. Quantum Computer Services later renamed itself

America On-Line (AOL) in 1991.

ICQ

The Israeli development house Mirabilis

released the IM program ICQ (a homophonic acronym for ‘I Seek You’) in November

1996. ICQ was the ﬁrst free IM application

to be made available to the public. At the

time, the Windows operating system did

not have a service similar to Quantum Link.

Consequently, Mirabilis took it upon itself

to deliver a program that retained the accessibility and tools of Quantum Link, while

also incorporating the Channel system of

organized multi-user groups created by

Mark Jenks (De Hoyos 2009). Not wanting

the real-time market to be cornered by Mirabilis, AOL released AOL Instant Messenger

(AIM) in May 1997, while also acquiring

Mirabilis for $407 million in 1998. With user

bases rapidly ballooning into the millions, it

was inevitable that new competitors would

enter the market: Yahoo Messenger by

Yahoo! in 1998 and MSN Messenger by Microsoft in 1999. In 2000, open-source applications Jabber and Trillian were introduced,

giving users simultaneous access to the

ICQ, AIM, Yahoo, and MSN IM protocols.

By the year 2007, Yahoo Messenger alone

had 248 million users (Baker 2008).
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Mobiles

Short Message Service (SMS) developed

as a means to send short text-based messages through telecommunication devices

for those who were away from a computer.

Originally introduced in the early part of

the 1990s, the service allowed cellphone

users to send SMS messages of 160 characters or less through the Global System

for Mobile Communication (GSM) cellular

network. The relative accessibility and low

cost of SMS encouraged users to ﬂock to

the service, and hundreds of billions of

texts are now sent out annually (Ahmed

2002). SMS currently has the same capabilities as IM, especially on smart phones,

allowing mobile phone users to have realtime conversations between other SMScapable devices and even computers.

Today, IM has evolved into a medium

that allows for more than just real-time

conversation to occur between users. Most

of the major IM applications now offer ﬁle

sharing capabilities, multi-player gaming, integration between IM and standard

emails, communication between IM applications and SMS devices, weather updates,

and local news, among numerous other

options. In addition, the built-in audio and

video capabilities of IM applications such

as Skype, MSN, and Yahoo messenger allows users to see each other face to face

and hear each other’s voices. As a result,

billions of people around the world are

now able to have fully ﬂedged conversations without physical limitations. Because

of IM, device-to-device communication has

become a kind of default register of informal communication, with email having

morphed into a more formal register, and

voice-to-voice phoning a mode that implies

a certain level of urgency that is not present

in the SMS register.

Alexander Lim
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INTELLECTUAL PROPERTY

[See also: Defamation]



The term intellectual property (IP) refers to

the property on a non-material good, connected to a creation of the mind. Abstract

creation implies an intellectual effort. Commonly, IP comprises four types of rights.

One is that of author or authorship rights:

usually known as ‘copyrights’ in commonlaw systems, they are speciﬁc to artistic

creations. The second is patents, protective

rights granted for technological inventions.

The third is trademarks, protected symbols

(or logos) which distinguish goods or services as belonging to different companies
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or individuals. The fourth type is designs,

the shapes of a two- or three-dimensional

object. IP rights may also be categorized as

‘registered rights’ and other rights which

do not need registration, like copyrights or

neighbouring rights protecting performers,

interpreters, producers, and broadcasters.

Registered rights (for example, patents,

trademarks, designs) usually depend on an

entry in a public register, which in principle

guarantees the holder exclusive use and

control of the work, creation, or product. In

these cases, the territorial principle applies,

and IP protection is assured by a country

only if it is registered in that country. Registered rights are usually limited in time or

need and must thus be renewed.

Economically, without rules on IP, the

exploitation of non-material works that are

publicly accessible (for example, a song) is

easily circumvented, which discourages the

production of new ideas or concepts. One

function of IP is therefore to protect the

work from piracy and encourage individual creativity. IP also has a social function,

because IP protection stimulates economic

trade and fosters the development and

growth of a society through innovation.

The original concept of IP was intended

to protect the economic well-being of authors and their literary works. It evolved

with the support of and by means of communication and technology as well as

through various social events. Historically,

the ﬁrst actual copyright act was issued in

England in 1709 with the ‘Statute of Anne’;

the copyright issue was extended to the

United States with the Constitution of 1787

and the Patent Act of 1790. The following

international legal sources (the list is not

exhaustive) are worth mentioning: the Madrid system for the international registration of marks (the agreement of 1891 and

the protocol of 1989); the Paris Convention

for the Protection of Industrial Property of

1883; the Bern Convention for the protection of Literary and Artistic works of 1886;

the Hague Agreement concerning the International Registration of Industrial Designs

of 1925; the Strasbourg Agreement concern-



363



ing the International Patent Classiﬁcation;

the Nice Agreement concerning the International Classiﬁcation of Goods and Services for the Purposes of the Registration of

Marks; the Locarno Agreement establishing

the International Classiﬁcation for Industrial Designs; the Vienna Agreement establishing the International Classiﬁcation of

the Figurative Elements of Marks.

Modern international IP is managed by

the World Intellectual Property Organization (WIPO). Founded in 1967, it became

a speciﬁc agency of the United Nations

in 1974. The modern IP conventions and

laws had to be amended after the rise of

the internet and the new legal challenges it

posed.

Marcello Baggi
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INTERACTIVITY

[See also: Educational Technology; Multimedia]



The term interactivity refers to a system of

communication in which there is the possibility of responding to, participating in,

or affecting the information delivered or

contained in the system. An interactive program, for instance, is a computer program

that has the capacity to modify its outcome

or formatting in response to input from a

user. A computer game is an interactive

program. Many educational software programs are similarly interactive.

There are three main levels of interactivity: (1) non-interactive, which refers to any

system in which a message cannot be related (or relatable) to previous messages; (2)

reactive, which refers to any system in which

a message can be related (or relatable) only

to an immediately previous message; and

(3) interactive, which refers to any system

in which a message can be related (or relat-
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able) to a number of previous messages and

to the relationship between them.

Human-to-human communication

involves both verbal and non-verbal exchanges that are interrelated both to the

immediate context in which the communication takes place (reactive communication)

and to a system of implicit references, such

as previous conversations, social patterns,

and so forth (interactive communication).

Essentially, interactivity in human-to-human systems involves a sense of collaboration between the interlocutors in the interest of guaranteeing a successful outcome

to the communication. Human-to-machine

interaction (sometimes called wiki communication) involves the exchange of information or instructions between a human

individual and a computer (or some other

device). To be interactive, a computer system must be responsive to users’ actions.

The notion of interactivity has also been

extended to embrace consumer-to-user and

user-to-user interactions in the marketing, media, and advertising worlds. In this

framework, the media are seen as channels

for commercial messages to consumers or

audiences that the latter can interact with,

in contrast to the non-interactive media of

the past (Hoffman and Novak 1996). With

the advent of email and instant messaging technologies, along with social media,

consumers are now able to communicate

directly and instantly with different companies. This type of communication helps

both the company and the consumer. Consumers can pass on their opinions on the

different products to companies, and the

company is able to identify which of their

products has captured the interest of consumers (and why it has done so).

Angela Palangi
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INTERCULTURAL

COMMUNICATION

[See also: Conversation Analysis; Culture and

Communication; Discourse; Hall, Edward T.]



Human communication is a social ritual

that involves implicit rules of conduct and

verbal devices that guide how it unfolds

(Goffman 1959). When interlocutors who

speak the same language and who belong

to the same culture enter into a conversation they automatically know how to

utilize these rules and devices. When the

speakers belong instead to different speech

communities, yet engage in conversation

through a common language, which may

or may not be spoken by either one of them

as a native language, then problems of miscommunication may emerge.

The problems that characterize such

intercultural communication (IC) are characteristic of life in a global society. For this

reason, IC has become an area of study in

several ﬁelds, from psychology and sociology (Klyukanov 2005) to linguistics (Danesi

and Rocci 2009). It is now assigned an

autonomous disciplinary status in various

academies throughout the world.

Research on conversations reveals that

human interaction is marked by verbal

devices that allow people to connect with

each other, to get something speciﬁc out of

an interaction that is beneﬁcial to them, and

so forth. Clearly, these are used and interpreted in IC in different ways, since people from different cultures and language

backgrounds tend to ‘deﬁne their collective

identities by drawing boundary lines between themselves, looking for a mutually

acceptable boundary ﬁt’ (Klyukanov 2005:

21). Lack of knowledge of the appropri-
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ate conversational devices will entail a

‘meaning asymmetry’ whereby only a ‘set

formula’ is used or a wrong one applied to

the situation. Misunderstandings are often

traceable to this asymmetry.

As Klyukanov (2005: 36) observes, human interaction is coloured by uncertainty.

The implication of this for IC study is

rather profound, since it suggests that

interlocutors tend to bring speciﬁc expectations to the speech situation and that these

are hardly ever objectively determinable.

Most of the time, the ‘objectives’ that are

latent in a conversation involve regulation, and thus are uncertain. The two main

objectives are, arguably: (1) the formation

or maintenance of close bonds, and (2)

the linkage of the conversation to perceptions of solidarity and empathy. Of course,

these objectives can be enacted in a fairly

straightforward fashion by speakers with

a common linguistic-cultural background,

although many failures to do so also characterize such interactions. But in the case of

IC, they are perhaps the most difﬁcult ones

to accomplish.

Another aspect of IC is what Klyukanov

(2005: 60) calls the ‘performativity principle’:

When people communicate with one

another, they try to reach their goals by

using various language means. Every

act of communication is a performance

whereby people face each other (either

literally or in a mediated fashion, such as

via telephone or the Internet) and, as if

on stage, present themselves – their very

identities – dramatically to each other.

The concept of communication as a selfpresenting strategy through performativity

can be traced to the work of the late Erving

Goffman (1959). Every time we speak we

are exposing who we are, or purport to be.

We are in effect playing an imaginary role

in the imaginary theatre of life each time

we engage others in conversation. This role

entails knowledge of the script (or frames)

that a speciﬁc speech community makes
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available. That is where the problem lies

in IC – there tend to be different (and often contrasting) cultural scripts or frames

being acted out in many situations. The

strategies used in the delivery of a personal

agenda or in the construction of persona in

conversation, even in highly ritualized situations, are not predictable to anyone who

does not have access to the source scripts

(which Goffman called codes) as fashioned

by historical cultural forces. In normal intracultural conversation, words ensure that

there is a predictability to relations; that is,

they ensure that the ways in which people

interact in their cultural spheres, and in

society generally, are regular and ﬂuid.

They are, in other words, regulatory strategies designed to maintain cooperation and

harmony, even if, paradoxically, the actual

act of conversation is conﬂictual. But in IC

the predictability might be lacking, leading

to misunderstanding and even conﬂict.

Another problematic feature of IC is

the contact of potentially divergent world

views in the interactional setting. Klyukanov (2005: 93) characterizes this as the

‘positionality principle’:

Intercultural communication is a matter of positionality. As cultures occupy

different positions and interact, their

cultural gaze makes it possible for them

to see the world and their own place in

it. In this process, cultural meanings are

generated, or – to put it another way –

each culture is grounded.

The notion that language, culture, and

world view are interlinked generally falls

under the rubric of the Whorﬁan hypothesis

(WH), after the American anthropological

linguist Benjamin Lee Whorf (1897–1941).

The WH posits, basically, that languages

predispose speakers to attend to certain

concepts as being necessary. But, as Whorf

(1956) emphasized, this does not mean that

understanding between speakers of different languages is blocked. On the contrary,

through translation and various modes of

cooperation people are always attempting
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to understand each other. Moreover, Whorf

claimed, the resources of any language allow its speakers to invent new categories

any time they want. When we name something anew, we are putting forth something

anew and thus expanding cognition. All

this raises some interesting questions about

expectations during IC, because a speciﬁc

language predisposes its users to view certain social roles in culture-speciﬁc terms.

This may trigger unanticipated reactions

and may be the most typical source of arguments in encounters between people of

radically different cultural backgrounds.

Marcel Danesi
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INTERNET

[See also: Broadcasting; Communication; Convergence; Digital Divide; Mass Communication; Webcasting; World Wide Web]



The internet has become a buzzword that

signals the technological achievements of

the late twentieth and early twenty-ﬁrst

century in digital networks. What makes

the internet so appealing to millions of

users is its versatility, speed, economic

potential, and connectivity. The internet

has not only changed many aspects of

daily life for those users for whom internet

is a daily activity, it has also created new

opportunities for the creation of virtual

spaces, e-commerce, digital publishing, and

the like. On the one hand, early writings



on the internet characterized it as a utopian

place, where new communities of solidarity could be formed without constraints of

space and time. On the other hand, sceptics

saw the internet as another technology that

would draw people away from family and

friends and alienate them from society.

These dystopian and utopian views are

slowly becoming obsolete, as the evidence

suggests that the internet has blended into

the rhythms of everyday life and is used for

a wide variety of purposes, such as surfing for information, playing online games,

communicating, and making important life

decisions, without necessarily revolutionizing the fabric of society. This entry provides

a brief overview of the history of the internet and discusses key theories, approaches,

debates, and challenges in the ﬁeld of internet studies.

The Historical Context of the Internet

The development of the internet needs to

be understood in the historical context of

the Cold War. There was not only an arms

race taking place between the Union of

Soviet Socialist Republics (USSR) and the

United States, but also a race for technological developments. With an impending nuclear war, there was a sense in the United

States that resources needed to be allocated

to both armament and communications. On

4 October 1957 the USSR launched Sputnik

I, the world’s ﬁrst artiﬁcial satellite to orbit

the Earth. In the context of the Cold War,

this was perceived in the United States as

a technological and scientiﬁc advantage

of the Communist bloc. To counteract this

supremacy, a number of measures were

taken. In 1958 the U.S. Department of Defense (DoD) created the Defense Advanced

Research Projects Agency (DARPA) with

the mandate of developing new and strategic forms of communication. The agency

worked in conjunction with scientists to

create new forms of diffusing information

through data networks that would allow

the United States to have an advantage

over the USSR. An important scientiﬁc
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achievement of DARPA was the Advanced

Research Projects Agency Network, or

ARPANET. ARPANET was unique in that

it allowed data to move swiftly and ﬂexibly through a network without being

burdened by speciﬁc physical constraints.

For example, information could continue

to be delivered to its destination even if

one of the routes along the way was no

longer in operation. This made ARPANET

the ﬁrst network based on packet switching technology and set a benchmark for the

development of what is known today as

the internet.

Pioneers in Internet History

The history of the internet is marked by

a number of internet pioneers who made

breakthrough innovations that led to the

internet we are familiar with today. These

pioneers seldom worked alone, forming

tightly interconnected networks linking

academia, government, the military, and

business. The ﬁrst glimpse of what the

internet would become can be found in a

series of documents from August 1962 in

which J.C.R. Licklider of the Massachusetts

Institute of Technology (MIT) discussed

the concept of the ‘Galactic Network.’ The

Galactic Network was envisioned as a set

of globally interconnected computers that

would enable people to access data and

programs from a distance. At the time, the

sharing of computer resources through

access to supercomputers hosted at a few

locations in the United States and Europe

was a primary research goal.

Three developments can be identiﬁed as

central to the materialization of the Galactic

Network. A ﬁrst central development was

packet switching, pioneered by Leonard

Kleinrock, another professor at MIT, who

published a seminal paper in 1961. Packet

switching theory maintains that information can be broken down into pieces (or

packets) and then sent from one destination

to another. The packets travel through any

open route available without necessarily

sticking together and maintaining a certain
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order. However, the packets rearrange

themselves once they reach their ﬁnal destination. It became clear that information

could travel more efﬁciently using packets

rather than circuits, and this became the

basis for ARPANET. A ﬁnal breakthrough

in the practical application of packet

switching technology occurred when the

computers at the University of California,

Los Angeles (UCLA) and Stanford got

connected through telephone lines for the

ﬁrst time. When Charles Kleine, one of the

researchers at UCLA, tried to connect to a

computer at Stanford by typing ‘L-O,’ the

computer crashed as he typed the next letter, ‘G.’ Nonetheless, Stanford received the

‘LO,’ making the ﬁrst communication between computers possible. By 1 December

1969, two other computers were connected

to the grid – Santa Barbara and Utah – constituting the ﬁrst four nodes of ARPANET.

The theoretical developments and practical

applications of packet switching were the

ﬁrst milestone in the development of the

internet.

A second major breakthrough occurred

when Vinton Cerf and Robert E. Kahn

wrote a paper outlining an internet protocol and system architecture, called TCP/

IP, that regulated transport and forwarding

services of data. The Transmission Control

Protocol (TCP) allowed different machines

to route and assemble data packets, while

the Internet Protocol (IP) provided a global

addressing mechanism that organized the

transfer of data packets to their destination.

This protocol continued to be developed to

allow for the swift transfer of data across

networks. A third major turning point in

the history of the internet was the development and implementation of the World

Wide Web, WWW, or just the Web. Sir Tim

Berners-Lee, while working at the Conseil

Européen pour la Recherche Nucléaire

(CERN) in Switzerland in 1989, developed

a system of interlinked text – hypertext

– that can be accessed via the internet

through a Web browser. A Web browser

is the interface that allows users to access

Web pages containing text, image, video,
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and sound and allows them to navigate

from one Web page to another via hyperlinks. Hypertext radically changed the nature of the internet by facilitating access to

information as well as the ability to locate

and interconnect that information, making

the Web an easy-to-use interface for less

technically adept users.

The transition from the military/scientiﬁc to the civilian ﬁelds came in 1987,

when the National Science Foundation

(NSF) started funding and maintaining the

civilian nodes of ARPANET. The NSF then

worked with DARPA to expand ARPANET

to provide connectivity for the wider scientiﬁc and academic community, relying on

the TCP/IP standard. The NSF had built

a T1 supercomputer backbone capable of

bringing together the ﬁve supercomputers

in America. NSFnet, as these new networks

came to be known, proved to be much faster and efﬁcient than the older ARPANET.

Commercial conglomerates soon became

interested in the ﬁnancial implications of

this new technology. In 1990, ARPANET

was formally decommissioned and NSFnet

became the main network of networks. Finally, in 1991 the NSF allowed commercial

enterprises to use NSFnet, marking the

beginning of our modern-day internet. The

military nodes of ARPANET developed in

parallel to the internet and were no longer

directly connected to the internet.

The Nature of the Internet

The internet is a ﬂexible tool that supports

a wide range of capabilities based on information; it allows for worldwide broadcasting, the dissemination of information, and

collaboration and interaction among individuals and their computers without time

and space constraints. The internet consists

of interconnected computer networks that

constantly exchange data; these interconnections between households, academic

institutions, businesses, and government

agencies are often referred to as ‘a network

of networks’ which together form the infrastructure of the internet. It is important to



distinguish between the internet, which can

be thought of as the infrastructure carrying

the information, and the various services

and software that can be accessed through

the internet, such as the World Wide Web,

email, File Transfer Protocol (FTP), instant

messaging, and many other applications.

These applications function on top of the

internet and help with the transmission

and display of data.

The Digital Divide

The term digital divide refers to the situation in which some people have access

to the internet while others do not. These

differences in access point toward inequalities that are grounded in such characteristics as: (1) class, (2) gender, (3) urban or

rural address, and (4) race/ethnicity. Early

adopters of the internet were characterized as primarily white males with higher

socio-economic status living in urban areas.

While the gap in internet access has considerably narrowed since the mid-1990s,

scholars have identiﬁed variations between

users in terms of the types of access they

have to the Web (dial-up, broadband, and

wireless), their knowledge and skills when

online, and the variety of activities performed. Hence, equality of internet access

may be less of a concern today, but differences between internet users continue to

be an important component of the digital

divide. In addition, the term global digital

divide describes the gap that exists in access to the internet between developed

and developing countries. Developing

countries continue to struggle in their effort

to become digital, having to overcome numerous barriers, including (1) lack of infrastructure in terms of hardware, software,

and internet connectivity; (2) low levels of

literacy; and (3) lack of computers and internet skills. Nonetheless, the composition

of internet users has changed considerably

since the early inception of the Web, with a

large proportion of Asians, Europeans, and

South Americans using it. Statistical data

on users around the world and information
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on programs of digital literacy can be obtained from the United Nations (UN) website as well as through the World Internet

Project (WIP), an international collaboration of scholars.

Social Impact of the Internet

As Canadian communication scholar Marshall McLuhan stated, technologies shape

our society, and at the same time, society

shapes how technologies are developed,

implemented, and used. The internet has

grown dramatically in terms of the content

offered, the services available, and the

number of global users. Thus, the internet

has had a revolutionary impact on all aspects of life – including work, play, communication, politics, and education – on a

global scale. Through its communication

capabilities, the internet can overcome

constraints of time and space, creating the

notion of a smaller planet.

Utopian-Dystopian Debate

Many analysts have suggested that the

internet will bring positive change to people’s lives due to its rapid diffusion among

the world’s population, its relatively low

cost for getting online, its ease of use, and

its diversity of information sources and

communication tools. The internet will

bring about a digital revolution in which

a sense of community will be restored by

connecting friends and family near and

far, providing information resources on

a wide variety of topics, and stimulating

various groups of individuals to engage in

political and organizational participation.

The digital realm will foster new forms of

community by providing a space in which

people with common interests can meet.

Online communities will ﬂourish because

people will be able to choose communities

of shared interests regardless of their physical location. Howard Rheingold describes

in his classic book The Virtual Community

how one of the earliest online communities,

THE WELL (Whole Earth Electronic ‘Link’),
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became a close-knit social network providing members social support, friendship,

information, and a forum for discussion.

Through the internet, people are maintaining far-ﬂung ties with virtual communities

as well as local relationships with friends

and family. The utopian perspective expands to other social effects including

e-learning, e-democracy, and e-commerce.

While the internet has had a strong impact

on social life, it has not always had the

long-lasting and revolutionary effects predicted by early analysts.

On the other hand, scholars see a parallel between the effects of television and the

internet because both technologies draw

people away from their immediate environments, potentially alienating them from

social interactions and civic engagement.

Social contact online can be immersive,

drawing people away from face-to-face

and phone contact. Moreover, the global

nature of the internet can have negative

consequences for local community. Even

those activities that are social can lead to

domestic conﬂict. Maintaining many farreaching ties may result in less time for

interactions with household members. In

addition, if people are spending more time

online, public spaces become less relevant

for interaction and socializing. The addictive component of the internet has also

been identiﬁed as potentially harmful, with

people spending many hours, for example,

playing online games, becoming involved

in online sex, and engaging in virtual

environments. While both utopian and

dystopian perspectives pinpoint important

aspects of the internet, the impact of the internet on society has been less pronounced

than predicted by these perspectives. The

internet has become a part of most people’s

everyday life, presenting some advantages

and some challenges.

Asynchronous and Synchronous Forms of

Communication

A key distinction about the internet is made

between asynchronous and synchronous
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forms of communication. Asynchronous

forms of communication do not require

communication partners to be simultaneously available to exchange messages, allowing for ﬂexible communication across

time and space. The most common forms

of asynchronous communication are email,

social network sites, newsgroups, and listservs. Social network sites (SNSs) are deﬁned as online services where users create

a proﬁle – consisting of information about

their birthdates, music preferences, reading

preferences, and so on – with the intention

of connecting that proﬁle to other proﬁles

to create a social network. Some of the

most popular social network sites include

MySpace, Facebook, Bebo, and BlackPlanet.

Although all age groups use social network

sites, young people and university students

are by far the largest group of adopters.

What makes social network sites particularly attractive to this group of individuals

is the ability to converse with their friends

and peers, share digital cultural artefacts

and ideas, and connect to vast networks of

interest.

Synchronous forms of communication have had a strong impact on society

because they embody the promises of

the information age and the networked

society and allow for instant or real-time

communication with multiple individuals

across the globe. A wide range of internet

applications support synchronous forms

of exchange: instant messaging, Internet

Relay Chat (IRC), and cyberworlds. Instant

messaging (IM) systems are deﬁned as

applications that provide text-based, nearsynchronous communication between two

or more users who are usually known to

one another. Some of the most popular IM

platforms include AOL Instant Messenger

(AIM), Google Talk, ICQ, Tencent QQ,

Skype, Windows Live Messenger (WLM),

and Yahoo! Messenger. Instant messaging

is one of the largest-growing internet applications – estimates suggest that approximately 510 million users worldwide send

nearly 12 billion messages each day. Although all age groups in society use instant



messaging, the Pew Internet and American

Life project has identiﬁed young people as

the largest group of adopters. What makes

it appealing for this group of users is its

speed, display of availability information,

and support for multiple conversations.

Studying and Researching the Internet

Not only is the internet an evolving technology that constantly recreates itself, it

is also a social technology. The internet

does not simply drive social trends; it

also resonates with and responds to social

trends. Hence, there are a number of challenges that researchers need to take into

consideration. First, the internet has chameleon-like properties that are constantly

changing. The most prominent changes

include the large expansion of content,

the increase in bandwidth, the ubiquity of

access, and the commercialization of the

internet. Second, the composition of internet users has also changed from users who

were predominantly young, white, North

American, and male to a more diverse set

of users. Third, many of the changes associated with the internet are speciﬁc to a

particular user group. For example, women

seek health information on the internet

more frequently than men. Thus, the particulars of a group have to be examined to

understand how they are appropriating the

internet and how the internet ﬁts into their

everyday routines. Finally, there has been

an implicit assumption that as the internet

diffuses around the world, it will increasingly resemble the North American internet. That is, email will be a principal use,

complemented by Web surﬁng. Yet, with

time and research, two things are becoming clear. First, internet use varies around

the world. For example, Catalans use email

less frequently than North Americans, and

Japanese, Chinese, and Europeans often

use short message texting (SMS) or instant

messaging instead of email. Second, cultural norms and practices inﬂuence how

the internet is used on a daily basis. Culture plays an important role in determin-
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ing who adopts the internet and the role

the internet plays in the daily life of these

cultures.

Internet research is an interdisciplinary

area of study. Of great importance to internet scholars and policymakers is the

Association of Internet Researchers (AoIR),

founded in 1996. AoIR organizes an annual

conference and promotes a listserv for discussion. The International Communication

Association (ICA) presents an international

forum for researchers to get together and

discuss current research, curriculum innovations, and challenges, as well as key

concerns of media professionals. While

internet studies cross disciplines, some

universities have started to offer programs

speciﬁcally geared toward internet studies,

such as the Oxford Internet Institute.

Anabel Quan-Haase

Useful Websites

Association of Internet Researchers (AoIR).

http://aoir.org/

AoIR brings together international researchers, practitioners, and policymakers with

an interest in the design, uses, social consequences, and developments of the internet.

The website also incorporates a mailing list, a

wiki, workgroups, newsletters, and publications.

International Communication Association (ICA).

http://www-rcf.usc.edu/~ica/

The ICA is an organization linking communications researchers and includes mass communication as one of its seventeen principal

divisions. This group also publishes several

journals, such as the Journal of Communication.

‘Internet.’ Wikipedia.org. http://en.wikipedia

.org/wiki/internet

This entry offers a brief overview of the development and signiﬁcance of the internet.

Internet Corporation for Assigned Names and

Numbers (ICANN). http://www.icann.org/

ICANN is an international non-proﬁt partnership whose aim is to keep the internet

secure, stable, and interoperable. The website

contains information on the history, mission,
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and current challenges of managing unique

internet identiﬁers or addresses.

NASA History on Sputnik. http://history.nasa

.gov/sputnik/

This site provides historical background on

the launch of Sputnik I and its social, political,

and international signiﬁcance.

National Communication Association (NCA).

http://www.natcom.org

The NCA is a non-proﬁt organization dedicated to researching communication and publicizing scholarship within communications.

The NCA is responsible for publishing nine

academic journals.

Oxford Internet Institute (OII). http://www.oii

.ox.ac.uk/

The OII is a department of the University of

Oxford dedicated to researching the societal

implications of the internet. The website contains publications and press releases in the

areas of the internet in everyday life, internet

governance and democracy, e-learning, and

the social shaping of the internet.

Pew Internet and American Life Project (PEW).

http://www.pewinternet.org/

PEW is a non-proﬁt ‘fact tank’ focused on examining the impact on the internet. The website contains reports, presentations, data sets,

and press releases on the internet’s impact on

children, families, communities, the workplace, health care, and civic and political life.

United Nations Information and Communication

Technology Web site. http://stdev.unctad

.org/themes/ict/docs.html/

This website contains reports from around

the world about the current state of the digital divide. Information is available on recent

conferences that address concerns around the

global digital divide.

World Internet Project (WIP). http://www

.worldinternetproject.net/

WIP is a major international, collaborative

project founded in 1999 by the University of

Southern California Annenberg School Center

for the Digital Future, and is focused on examining the social, political, and economic

inﬂuence of the internet and other new technologies. The website contains publications

on household and nation adoption and use of

the internet.
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INTERNET AND SOCIAL

INTERACTION

[See also: Internet; Social Networking]



The internet today has become more than

just a source of information. It is now a

major point of reference for social interaction. The previously labelled ‘information highway’ has morphed into a ‘social

roadway.’ The internet has become a social

space in which many interactions now

take place: from online dating (e-dating)

– a form of dating that allows people to

meet others through the use of social network sites, which provide the medium for



computer-mediated communication (CMC)

– to everyday communicative activities

on sites such as Facebook and Twitter.

Finding a romantic or sexual partner is no

longer just part of a ‘real-world’ ritual, but

also of a ‘hyperreal’ one, to use Baudrillard’s (1983) epithet for the imaginary

world of reality created by engagement

with computer-generated spaces. The initial stages and contact techniques often

take place in hyperreal space with realworld contact coming at a later point in

time. The possibility of constructing personas for romantic purposes is now seemingly part of the social game. Users can

sign into the site with minimal information

using pseudonyms (such as a nickname), a

purported age, and email address. Or they

can go through a lengthy process of ﬁlling

out information about themselves, including likes/dislikes, hobbies, music preferences, and so on, to give a more detailed

representation of themselves.

After going through the initial process in

hyperspace, individuals are then in a position to sift through all eligible mates who

match their expectations. The process of

matching is narrowed down when individuals seek speciﬁc traits in their partners – a

search bolstered by the site’s social script

and analyses of the user’s needs and wants.

For example, one can seek a partner within

a certain age range, of a speciﬁc nationality,

and/or of a certain religious background.

Initially, many people will often browse

through photos to get an idea of what their

options are before actually interacting with

someone online. The internet is taking the

role of courtship tutors and/or romantic

locales of various kinds. And it would seem

that hyperspace is viewed as much more

reliable than any other locus for such interaction, as studies continually show (for

example, Romm-Livermore and Setzekom

2008).

Many social networking sites have an

IM (instant message) option. If a contactee

does not respond, the feeling of rejection

that usually coincides with face-to-face

encounters is reduced because of the many



Intertextuality

other options available to the contactor.

From this point forward, discourse unfolds

in ways that are similar to those in a faceto-face encounter but are often more direct

and personal, with the computer screen

acting as a kind of emotive ﬁlter. In effect,

using Jakobson’s (1961) notion of emotivity, the online world is allowing for the

emotional aspects of oral speech to become

attenuated and thus repackaged through

the writing medium in more controlled

ways.

Many online friendships and relationships carry on for months or, in some cases,

years before a face-to-face encounter is

negotiated. This is due, paradoxically, to

various ‘real-world’ restrictions such as

geographical barriers. Those who choose to

continue the interaction then utilize other

CMC modes of contact, from email to webcams and Skype. These allow for individuals to communicate while viewing each

other in real time. This brings intimate conversation closer to real-space interaction.

When communicating through typed text

there is more opportunity for misunderstanding. Without facial expressions and

intonation the communication becomes

disjointed and must be inferred delicately.

The proliferation of webcams and the use

of video-conferencing applications like

Skype have made it easier to maintain a

long-distance relationship.

Initially, social interactions through Facebook and online dating rituals through

various sites were looked at negatively by

society at large. People who used it were

often considered desperate and lacking real

social skills. In a short time, and certainly

by the mid-2000s, the stigma vanished.

There are websites now speciﬁcally designed to introduce people to others who

are like-minded or of the same ethnicity,

race, or religion such as JDate, Love from

India, or Manhunt for gay men. In fact, the

world has become a digital global village,

and the social interaction aspect of the

internet is bringing this out more and more.

Lorraine Bryers
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INTERTEXTUALITY

[See also: Hypermedia and Hypertext; Text Theory]



The term intertextuality is used in several

disciplines, especially literary studies

and media studies, to refer to how texts

generate meaning. Intertextuality is the

connection between one text and other

texts by allusion, inference, implication,

or suggestion. Extracting a meaning from,

say, John Bunyan’s novel Pilgrim’s Progress

(1678, 1684) depends upon knowing the

relevant Bible narrative and the theological concept of a journey from the City of

Destruction to the Celestial City. James

Joyce’s novel Ulysses, which takes its title from Homer’s Ulysses (Odysseus in

Greek), interconnects the adventures of

the main character, Leopold Bloom, to

those of the Homeric Ulysses. Bloom, an

advertising salesman, his wife Molly, and

young Stephen Dedalus are the Joycean

counterparts of Ulysses, his wife Penelope,

and their son Telemachus in the Greek epic.

Bloom’s one-day adventures in Dublin mirror the many years of wanderings Ulysses

endures as he tries to return home to Ithaca

after ﬁghting in the Trojan War. Ulysses is

also ﬁlled with intertextual references to

many areas of knowledge, including theology, mythology, astronomy, Irish legends,

history, and languages such as Hebrew,

Latin, and Gaelic.

The notion of intertext was introduced

into semiotics by Roland Barthes and

elaborated subsequently by Julia Kristeva.

As Barthes pointed out, a text is constituted
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by bits of codes, various conventional formulas, and speciﬁc kinds of discourses, all

of which pass into the text and are reconﬁgured within it. For Barthes the text is, thus,

a blend of unconscious quotations, without

quotation marks. For Kristeva a text is

more than the result of a single author’s efforts – it is the result of other texts converging on it through the author’s own unconscious memory. Any text is, thus, the result

of an author absorbing and transforming

other texts. It is an intertextual creation.

Marcel Danesi
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JAKOBSON’S MODEL OF

COMMUNICATION

[See also: Bull’s-Eye Model; Communication;

Discourse]



The communication model developed by

the Moscow-born American linguist and

semiotician Roman Jakobson (1896–1982),

has become inﬂuential in communication

studies and other social sciences. The model, which was based on linguist Karl Bühler’s Organon model (Bühler 1934), identiﬁes the main functions and constituents of

human communication in a comprehensive

way. Jakobson (1960) posited six constituents that make up verbal communication:

(1) an addresser who starts (or addresses) a

communication; the addresser can be a

single person, an organization, or any

other entity capable of communicating

something;

(2) a message that he or she constructs for

some reason or in response to something;

(3) an addressee to whom the message is

addressed; the addressee can be a single

person (as in a conversation), an audience, and so on;

(4) a context in which the message is constructed and which gives it its overall

meaning; for example, the utterance

‘Help me’ would have a different meaning depending on whether it was spoken by someone lying motionless on the



ground or by a student in a classroom

working on a difﬁcult math problem;

(5) a mode of contact by which a message

is delivered; this involves the social and

psychological connections that exist or

are established between the addresser

and addressee; it could be face to face,

through a chatroom, on Facebook, and

so on; the mode can thus be synchronous, occurring at the same time (as in

oral conversation or through devices

such as instant-messaging devices;

(6) a code providing the expressive forms

or resources (language, gesture, facial

expressions, etc.) for constructing and

deciphering messages meaningfully

and efﬁciently.

Each of these constituents determines or

involves a different communicative function:

(1) emotive, which comprises the addresser’s emotions, attitudes, social status,

etc.; emotivity here refers to the addresser’s intent, which, no matter how

literal his or her message might be, will

invariably involve the latent presence of

emotions;

(2) conative, which is the effect (physical,

psychological, social) that the message

has or is expected to have on the addressee;

(3) referential, which is a message constructed to carry information unambiguously;

it is also the term that indicates that
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any message is perceived as referring to

something other than itself;

(4) poetic, which is a message constructed

with poetic style;

(5) phatic, which is a message designed to

establish or ensure continuous social

contact;

(6) metalingual, which is a message referring to the code being used (‘The word

noun is a noun’).

Jakobson’s model suggests that ordinary

discourse goes well beyond a situation of

simple information transfer. It involves

determining and comprehending who says

what to whom; where and when it is said; and

how and why it is said. Jakobson was among

the ﬁrst to point out that human discourse

is shaped by the setting, the message, the

expressive resources used (verbal and nonverbal), and the participants, making an

emotional claim on everyone involved.

The notions of phatic function and context require further elaboration here. At

a pure contact level, the phatic function

ensures ﬂuid social continuity. So, for example, when two ofﬁce workers pass each

other in the morning and say, ‘Hi, how’s

it going?’ ‘Not bad, and you?’ they are not

literally inquiring about each other’s health.

The formulas used are part of phatic speech

and are intended solely for making contact

and keeping the social relation going. All

kinds of rituals and social practices are

based on phatic communication, which is

not intended to create new meanings but to

reinforce ritualistic ones and, thus, to ensure social cohesion. The term context is not

a synonym for setting. Taking his cue from

Otto Jespersen (1922), Jakobson saw the

words used in communication as ‘shifters,’

pointing to the cause and context of an utterance – place (here, there), time (now, then),

and speciﬁcity (this, that). In other words,

language use is a shifter process, whereby

cues are constantly referring to spatio-temporal aspects of the communication act.

Finally, Jakobson claimed that one of the

functions in the model becomes dominant

depending on message and context. In



poetry, the poetic function dominates, as

it does in some formulaic contexts (as in

greeting cards and love letters).

Marcel Danesi
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JAMESON, FREDRIC (b. 1934)

[See also: Postmodernism; Marxism]



Fredric Jameson is considered to be one of

the foremost contemporary Marxist literary

critics writing in English. He has published

a wide range of works analysing literary

and cultural texts and developing his own

neo-Marxist theoretical position. A proliﬁc

writer, he has assimilated a large number of

theoretical discourses into his project and

has intervened in many contemporary debates while analysing a diversity of cultural

texts, ranging from the novel to video, from

architecture to postmodern ﬁlm.

Jameson’s early work was mainly on literature, but in the 1980s he turned to media

and popular cultural criticism as well. Over

the past decades, Jameson has published

a diverse and complex series of theoretical

inquiries and cultural studies. One begins



Jameson, Fredric (b. 1934)

to encounter the characteristic range of

interests and depth of penetration in his

studies of science ﬁction, ﬁlm, magical

narratives, painting, and both realist and

modernist literature. Although Jameson has

never developed a speciﬁc media theory,

he has analysed many forms of media and

popular culture, including ﬁlm, video, and

popular literature. Thus, his work can be

seen as part of the movement toward cultural studies as a replacement for canonical

literary studies. Yet cultural studies for

Jameson are part of a broader project of

developing interdisciplinary theory of culture, politics, and society.

Jameson has characteristically appropriated into his theory a wide range of

positions, from structuralism to post-structuralism and from psychoanalysis to postmodernism, producing a highly eclectic

and original brand of Marxist literary and

cultural theory. Marxism remains the master narrative of Jameson’s corpus, a theoretical apparatus and method that utilizes

a dual hermeneutic of ideology and utopia

to criticize the ideological components

of cultural texts, while setting forth their

utopian dimension, and that helps produce

criticism of existing society and visions of a

better world. Inﬂuenced by Marxist theorist

Ernst Bloch, Jameson thus has developed

a hermeneutical and utopian version of

Marxist cultural and social theory.

Drawing on Bloch, Marcuse, and other

neo-Marxist theories, Jameson has suggested that mass cultural texts, such as ﬁlms,

often have utopian moments and proposes

that radical cultural criticism should analyse both the social hopes and fantasies in

the ﬁlms as well as the ideological ways in

which fantasies are presented, conﬂicts are

resolved, and potentially disruptive hopes

and anxieties are managed (Jameson 1979,

1981). In his reading of Jaws, for instance,

the shark stands in for a variety of fears

(uncontrolled organic nature threatening

the artiﬁcial society, big business corrupting and endangering community, disruptive sexuality threatening the disintegration

of the family and traditional values, and so
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on) which the ﬁlm tries to contain through

the reassuring defeat of evil by representatives of the current class structure. Yet Jaws

also contains utopian images of family,

male bonding, and adventure, as well as

socially critical visions of capitalism that articulate fears that unrestrained big business

will inexorably destroy the environment

and community.

In Jameson’s view, mass culture thus

articulates social conﬂicts, contemporary

fears and utopian hopes, and attempts at

ideological containment and reassurance.

According to Jameson (1979: 144),

works of mass culture cannot be ideological without at one and the same time

being implicitly or explicitly Utopian as

well: they cannot manipulate unless they

offer some genuine shred of content as a

fantasy bribe to the public about to be so

manipulated. Even the ‘false consciousness’ of so monstrous a phenomenon

of Nazism was nourished by collective

fantasies of a Utopian type, in ‘socialist’ as well as in nationalist guises. Our

proposition about the drawing power of

the works of mass culture has implied

that such works cannot manage anxieties

about the social order unless they have

ﬁrst revived them and given them some

rudimentary expression; we will now

suggest that anxiety and hope are two

faces of the same collective consciousness, so that the works of mass culture,

even if their function lies in the legitimation of the existing order – or some

worse one – cannot do their job without

deﬂecting in the latter’s service the deepest and most fundamental hopes and

fantasies of the collectivity, to which they

can therefore, no matter in how distorted

a fashion, be found to have given voice.

Jameson’s hermeneutic of media culture

contains a mode of dialectical criticism that

involves thinking which reﬂexively analyses categories and methods, while carrying out concrete analyses and inquiries.

Categories articulate historical content and
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thus must be read in terms of the historical environment out of which they emerge.

For Jameson, dialectical criticism thus involves: thinking that reﬂects on categories

and procedures while engaging in speciﬁc

concrete studies; relational and historical

thinking, which contextualizes the object

of study in its historical environment; utopian thinking, which compares the existing

reality with possible alternatives and ﬁnds

utopian hope in literature, philosophy, and

other cultural texts; and totalizing, synthesizing thinking, which provides a systematic framework for cultural studies and a

theory of history within which dialectical

criticism can operate. All these aspects are

operative throughout Jameson’s work, the

totalizing element coming more prominently (and controversially) to the fore as

his work evolved.

Jameson has published two collections

of essays on ﬁlm, Signatures of the Visible

(1990) and The Geopolitical Aesthetic (1992),

consisting of characteristically astute readings of individual ﬁlms as well as major

statements on contemporary ﬁlm theory,

‘The Existence of Italy’ and ‘Totality as

Conspiracy’; his work remains outside the

mainstream of contemporary ﬁlm studies. Slavoj Zizek, a ﬁgure who has himself

written extensively about ﬁlm but remains

intransigently outside of any mainstream

critical position, took up Jameson’s intervention at a conference on Krzysztof

Kie◊lowski to present his reﬂections of

Jameson, Kie◊lowski, Lars von Trier, and

revolutionary politics. In a different register

Michael Chanan interviewed Jameson on

ﬁlm. In this wide-ranging discussion, Jameson reﬂects upon Cuban and Latin American cinema, the politics of Screen in the

1970s, documentary ﬁlm-making, and the

role of music in ﬁlm. In particular Chanan

and Jameson explore the crucial role music

and sound play for our sense of temporality in ﬁlm and how this connects to the

familiar Jamesonian concerns of narrative,

realism, and form.

In general, Jameson is perhaps best

known on a global scale as one of the major

theorists of the postmodern. The important



essay ‘The Existence of Italy’ (in Signatures

of the Visible) develops this problematic, as

do the studies in Postmodernism (1991), The

Cultural Turn (1998), A Singular Modernity

(2002), and Archaeologies of the Future: The

Desire Called Utopia and Other Science Fictions (2007). Indeed, Jameson’s studies on

postmodernism are a logical consequence

of his theoretical project. Within his analysis, Jameson situates postmodern culture

in the framework of a theory of stages of

society – based on a neo-Marxist model

of stages of capitalist development – and

argues that postmodernism is part of a new

stage of capitalism. Every theory of postmodernism, he claims, contains an implicit

periodization of history and ‘an implicitly

or explicitly political stance on the nature

of multinational capitalism today’ (1991: 3).

Following Ernest Mandel’s periodization

in his book Late Capitalism (1975), Jameson

claims that ‘there have been three fundamental moments in capitalism, each one

marking a dialectical expansion over the

previous stage. These are market capitalism, the monopoly stage or the stage of

imperialism, and our own, wrongly called

postindustrial, but what might better be

termed multinational, capital’ (1991: 35).

To these forms of society correspond the

cultural forms realism, modernism, and

postmodernism.

Jameson emerges as a synthetic and

eclectic Marxist cultural theorist who attempts to preserve and develop the Marxist theory while analysing the politics and

utopian moments of a diversity of cultural

texts. His work expands literary analysis

to include popular culture, architecture,

theory, and other texts and thus can be seen

as part of the movement toward cultural

studies as a replacement for canonical literary studies.

Douglas Kellner
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JOURNALISM

[See also: Newspapers; Print Culture]



What is journalism? And how does it ﬁt

into the context of media and communication studies? The most prototypical representation of journalism, in both the media

and in the scholarly literature, is that of the

enthusiastic and righteous reporter investigating the secret or illegal affairs of corrupt

and powerful politicians. This is the image

that comes across in movies such as All the

President’s Men, with Robert Redford as

the prototypical investigative reporter. The

only difference between a reporter and a

criminal investigator in this scenario is that

(1) the affairs that are of interest to the reporter need not be strictly illegal (as long as

they involve a cover-up), and (2) the reporter needs to sell his or her story. Of course,



379



this scenario is not restricted to political intrigue, as long as the stories are about people or organizations that have some direct

or indirect inﬂuence on the readers’ daily

lives. Watergate-style journalism is often

referred to as watchdog journalism. Murrey

Marder (an ex-reporter at The Washington

Post) puts it as follows (Marder 2010): ‘For

me the watchdog reporter is always in a

struggle, because he is always trying to extract time to think.’ A more neutral term for

this kind of journalism is perhaps investigative journalism. As Tony Burman (2006: 2)

of CBC News observes: ‘There is no more

important contribution that we can make to

society than strong, publicly-spirited investigative journalism.’ As these two citations

bring out, the tradition of Watergate-style

journalism is a highly celebrated. Other,

less celebrated, traditions include Gonzo

journalism (Johnny Depp in Fear and Loathing in Las Vegas), new journalism (Philip

Seymour Hoffman in Capote), and sports

journalism (Josh Hartnett in Resurrecting the

Champ). Finally, there is paparazzi journalism. In the words of Phil Graham, also an

ex-reporter at the Washington Post, all forms

of journalism constitute ‘a ﬁrst rough draft

of history’ (cited in Easton 2004: 31).

Journalism is typically deﬁned as the

collecting, writing, and editing of news

and information for media, such as newspapers, television, websites, and the like.

Local reporters cover stories of local community interest such as ﬁres, sports events,

and other local stories. National reporters,

on the other hand, cover stories of broader

national interest, such as presidential

campaigns and international events. Freedom of the press in democratic countries

encourages the exchange of ideas freely

through the media, while in governmentcontrolled societies, the media are expected

to present mainly news that supports the

philosophy and policies of the government.

Developments in technology are shrinking

audiences for traditional journalistic media

(newspapers and broadcast television). Today, many (if not most) people use the internet for journalistic purposes. Advertisers

also have been shifting their spending from
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mass media to niche media. Most newspapers and television outlets now have online

news sites. ABC News, for instance, can be

viewed on cable television or on a cellular

telephone (among other media).

So, what role should journalism play

today? Controversy over the role of journalism is best represented by the debate

between Walter Lippman and John Dewey

in the 1920s. Lippman saw journalism as a

mediator between politicians or institutions

and the public. Reporters, he thought, were

supposed to explain, sum up, and criticize

what the politicians do, or what is decided

within society’s institutions. Dewey saw

journalism as vastly different, since, in his

view, the public does not need mediators.

The goal of journalism is, rather, to engage

the public and politicians in dialogue and

debate.

If one of the roles of journalism is, for

example, to investigate the secret affairs of

inﬂuential people and institutions, journalism can be said to involve moral or ethical

dimensions. For that reason, reporters are

expected to follow a strict code of conduct,

such as using multiple sources, declining

gifts from interviewees, and avoiding conﬂict-of-interest situations. Another expectation is encapsulated in the so-called harm

limitation principle, from the Code of the

Society of Professional Journalists: ‘Show

compassion for those who may be affected

adversely by news coverage,’ and ‘Balance

a criminal suspect’s fair trial rights with

the public’s right to be informed.’ Gonzo

journalism, however, suspends many of

the tenets of this code of conduct. Traced

back to Hunter S. Thompson (author of and

main character in Fear and Loathing in Las

Vegas), this constitutes a style of journalism that deliberately blurs the distinction

between fact and ﬁction. Gonzo stories

also typically involve the reporter himself/

herself as the main character: ‘Unlike Tom

Wolfe or Gay Talese, I almost never try to

reconstruct a story; they’re both much better reporters than I am, but then, I don’t

think of myself as a reporter,’ Thompson

once said (cited in Thompson 2009: 57).



Codes of conduct are also balanced with

a more concrete goal of journalism, hinted

at in (2) above; namely, to sell newspapers,

TV ads, internet banners, and so on – in

other words, to make money. Codes of

conduct and the need to earn money are

often in conﬂict, as seen in extreme cases

of paparazzi journalism. The somewhat

disparate goals of being society’s watchdog

and earning money may also be in conﬂict.

There have been some concerns in recent

years about the fact that reporters no longer

investigate complex political issues because

the public is not interested in them and that

politicians deliberately obfuscate their decisions in order to avoid difﬁcult press questions. All this seems to support Lippman’s

view of journalism. On the other hand, in

Denmark, a best-selling novel written by an

ex-reporter led to the reopening of a criminal case from the eighties, in part because

of the public interest in best-selling novels,

but also because of the political pressure

that ensued from the ex-reporter’s treatment of the case.

The many dilemmas of modern reporters

are illustrated by quotes such as the following: ‘Trying to be a ﬁrst-rate reporter on the

average American newspaper is like trying

to play Bach’s “St Matthew’s Passion” on a

ukulele’ (anonymous). On the other hand,

the value of a free press in society cannot

be underestimated. To honour outstanding

achievements in journalism that meet the

goal of journalism and satisfy the code of

conduct, the Pulitzer Prize, named after

Joseph Pulitzer, is awarded each April. The

ﬁrst prize was announced in 1917. In 2007,

the prize in the category for investigative

journalism was given to Brett Blackledge

of The Birmingham News ‘for his exposure

of cronyism and corruption in the state’s

two-year college system, resulting in the

dismissal of the chancellor and other corrective action’ (Pulitzer Prize website 2011).

The long list of Pulitzer Prize winners

informs us that journalism can make the

world a better place if it takes seriously its

obligation to investigate people and institutions. It is for this reason that the story of



Journalism

the lonesome reporter has become a modern legend, as evidenced by the Hollywood

movies cited above.

Anders Søgaard
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KATZ, ELIHU (b. 1926)

[See also: Audience Research; Lazarsfeld, Paul; Media Effects; Uses and Gratiﬁcations Theory]



Elihu Katz is a sociologist whose main research interest is the nature of human communication and the role of media in human

life. Throughout his career, Katz made signiﬁcant contributions to the ﬁeld of media

research through his numerous and widely

respected theories. He also established novel methodological models for conducting

media effects research and advanced audience research. For his accomplishments,

he was appointed Distinguished Trustee

Professor of Communication at the University of Pennsylvania’s Annenberg School

of Communication – a position he has held

since 1992 – and was elected a member of

the American Academy of Arts and Sciences. He is also the former director of the

Israel Institute of Applied Social Research

and is an Emeritus Professor within the Department of Sociology and Anthropology at

the Hebrew University of Jerusalem.

During the 1940s and 1950s, social

psychology and sociology were heavily

involved in mass communications research.

In 1955, Katz’s ﬁrst book, written with his

Columbia University mentor Paul Lazarsfeld, and entitled Personal Inﬂuence: The Part

Played by People in the Flow of Mass Communications, was published. The work claimed

that the social psychology of the group

accounts for the diffusion of media effects,



and carefully examined the relationship

between interpersonal communication and

mass communication. Despite the fact that

mass communication has become a ﬁeld in

its own right since then, Katz has routinely

drawn upon social psychology and sociology to analyse its processes and effects.

Some of Katz’s subsequent books, including Medical Innovation: A Diffusion

Study (1966) and The Politics of Community

Conﬂict: The Fluoridation Decision (1969),

co-authored with James Coleman and Herbert Menzel, and Robert Crain and Donald

Rosenthal respectively, also focus on the

relation between mass and interpersonal

communication, but concentrate on speciﬁc

events (for example, the dissemination of

medical innovations and ﬂuoride use). Katz

explores how mass media processes are

anchored in their various contexts (political, social, and psychological) yet still allow

for the manoeuvrability of the ‘active audience.’ His works generally reﬂect French

psychologist Gabriel Tardé’s view of the

public sphere as consisting of interactions

among mass media (institutional contexts),

public opinion (democratic processes), and

conversation (interpersonal networks).

In the 1960s, Katz’s research focus shifted to the acculturation of immigrants in

Israel. Later in the decade, after founding

the Hebrew University’s Communications

Institute in Jerusalem, he accepted the Israeli government’s request to lead the task

force responsible for introducing television

broadcasting. Katz subsequently worked
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with E.C. Wedell to introduce broadcasting

in developing countries and collaborated

with a team of scholars to assess the impact

of television on Israeli culture and communication.

In 1993, Katz’s book, co-authored with

Tamar Liebes, The Export of Meaning: CrossCultural Readings of ‘Dallas,’ integrated his

work on uses and gratiﬁcations theory

with that on social networks and diffusion,

examining the underlying social structures

associated with television. He links these

to audience reception in different cultures

and explores the effects of cultural imperialism and how it induces a ‘re-negotiation’

of Dallas’s (the American TV soap opera)

themes. The Export of Meaning is also important for using a convergent approach to

audience research, since it integrates different methods (qualitative versus quantitative, textual analysis), disciplines (linguistics, sociology, and mass communications),

and communication components (audience,

text, context) in order to draw a portrait of

the ‘active viewer.’ To this day, Katz and

Liebes’s work on Dallas is one of only a

handful of studies that have examined the

relationship between cultural context, media imperialism, and audience reception.

Alexandra Birk-Urovitz and Elizabeth

Birk-Urovitz
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KINESICS

[See also: Non-Verbal Communication; Proxemics]



Kinesics is the scientiﬁc study of the body

movements involved in communication,

especially as they accompany speech.

These include gestures, facial expressions,

eye contact, and posture. Kinesic communication is studied both as a complementary

and as a substitutive mode to verbal (vocal)

language. The founder of the discipline

was the American anthropologist Ray L.

Birdwhistell (1918–94). Inﬂuenced by his

teacher, the anthropologist Margaret Mead

(1901–78), and the research of David Efron

(1941), Birdwhistell started analysing the

way people interacted by watching ﬁlms

in the late 1940s, documenting how people

communicated information through eye

movements, facial expressions, postures,

and other bodily schemas. His ﬁrst book on

his ﬁndings, Introduction to Kinesics, came

out in 1952. In a series of subsequent studies (1955, 1960, 1961, 1963, 1974, 1979), Birdwhistell established and institutionalized

kinesics within anthropology. His method

of analysing non-verbal behaviour was

based on American structural linguistics:

‘The ﬁrst premise in developing a notational system for body language is to assume

that all movements of the body have meaning. None are accidental’ (Birdwhistell

1970: 157). In analogy with the concept of

phoneme, he designated such movements

kinemes, which are deﬁned as body schemas that ‘may be used interchangeably

without affecting social meaning’ (Knapp

1978: 94–5) and thus ‘can be construed as

having a deﬁnite organization or structure,

just as language is understood in terms of

its grammar’ (Duncan and Fiske 1977: xi).

Birdwhistell divided the study of kinesic

communication into four main methodological procedures:

(1) prekinesics, the actual description the

relevant movements, called kines (in

analogy with phones), which constitute

the raw data of kinesic research, includ-
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ing movements of the head, face, trunk,

shoulder, hands, legs, feet, and neck;

(2) microkinesics, the organization of the

kines into kinemes and their variants,

called allokines (in analogy with allophones);

(3) social kinesics, the analysis of the social

meanings of each kineme;

(4) parakinesics, the analysis of qualiﬁers

such as intensity, range, velocity of

movement associated with the kinemes.

Kinesics has been applied to the study of

various communicative situations, from lying to the ordinary uses of gesture in daily

interactions. Discoveries in psychology and

especially the neurosciences indicate that

non-verbal communication is processed in

different parts of the brain than verbal communication. The latter is processed primarily in the cerebral cortex, a highly evolved

area that is unique to the human species. In

contrast, non-verbal cues are processed in

lower areas such as the limbic system, connecting us to our animal heritage. They are

thus laden with emotional meaning.

Marcel Danesi
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LACAN, JACQUES (1901–81)

[See also: Popular Culture; Psychoanalysis;

Semiotics]



Jacques Lacan was a French psychoanalyst whose theories on language and the

unconscious have been adopted broadly

within various subﬁelds of media, literary,

and pop culture studies. Lacan was born

in Paris and attended the Jesuit College

Stanislas. But by the mid-1920s he became

disillusioned with religion, entering medical school and specializing in psychiatry in

1926 at the Sainte-Anne Hospital in Paris.

His interests broadened to encompass the

role of language and the unconscious mind

in art and human interaction. Throughout

his career he remained a fervent Freudian,

holding seminars on the structure of the

unconscious that were open to the public

throughout the 1950s. From these seminars

and the writings connected to them came

the notions that have become highly admired among some scholars, especially the

one that everything we do, even in art, is

guided by the ‘language of the unconscious

mind,’ which itself mirrors actual language.

Using the Freudian notions of id, ego, and

super-ego, he mapped linguistic structures

to the origin and formation of these three

psychic levels. Thus, language that is emotional and evocative is id-based, whereas

language that is self-serving is ego-based;

ﬁnally, language that is conventional and

formulaic is super-ego-based. The inter-



esting thing in this Lacanian framework

is that the unconscious part of the mind

already possesses these three levels as if

they were built into the very structure of

the brain. In other words, language and

the unconscious mirror each other, being

replicas of a deep psychic force that seeks

to understand itself. This comes out in psychotherapy as it does in conversation and,

more broadly, in human cultural activities.

This is why we ‘understand’ all these. We

already possess the ‘understanding structures’ inside of us.

These three dimensions correspond to

three orders of cognition. First, there is the

imaginary, which is the area through which

the ego ‘navigates’ to make sense of the

world. This distorts perceptions of others

since it is inward-focused. It is, for Lacan,

part of human biology. Essentially, we imagine who we are by a kind of internal imaginary instinct. Second, there is the symbolic, which is where awareness of others

emerges and interacts or interferes with the

imaginary in the process of understanding

the world. This is part of cultural rearing.

Finally, the ‘real’ is the sense we have of the

external world, a sense that is ‘cut through’

by the symbolic, as Lacan put it. It is what

is outside language.

Despite the abstruse views that Lacan

put forward in his writings, he nonetheless has attracted a signiﬁcant following

of scholars. His legacy rests on the notion

that language, cognition, and culture are

a product of the three-level interaction
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between the imaginary, the symbolic, and

the real.

Marcel Danesi
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LAKOFF, GEORGE (b. 1941)

[See also: Cognitive Language Studies; Conceptual

Metaphor Theory; Generativism]



American linguist George Lakoff is the

leading ﬁgure in cognitive linguistics, an

approach to language study that has come

forward since the early 1980s to compete

against the generativist model of language,

associated with Noam Chomsky. Lakoff

taught linguistics at UCLA at Berkeley for

most of his career. He is now retired. In

recent years, he has garnered international

attention with his writings in the realm of

politics and the metaphorical structure of

political discourse. Interestingly, Lakoff

started off his career as a student of generativism under Chomsky. In most of its versions, generativism holds that syntax (sentence structure) is independent of meaning.

Lakoff and Chomsky engaged in a debate

that became rather ﬁerce in the 1980s and

1990s, but which has subsided since the

2000s, given that Lakoff’s ideas have ﬁnally

penetrated the mainstream with generativism gradually receding.

Of particular importance to linguistics

is Lakoff’s notion of conceptual metaphor,

which he developed initially with philosopher Mark Johnson in their now-classic

1980 book Metaphors We Live By. Consider

the metaphorical statement ‘That person

is a snake.’ In it there are two referents:



(1) ‘that person,’ called the topic; and (2)

‘a snake,’ termed the vehicle. The linkage

of the two creates a new form of meaning,

called the ground, that is much more than

the simple sum of the meanings of the two

referents. It engenders a perspective of personality that literal language cannot possibly convey – a perspective that is sensory

and based on cultural experience of snakes

as dangerous reptiles. The reason why we

speak this way, claims Lakoff, is because

we unconsciously perceive qualities in one

domain (the animal kingdom) as coexistent

in another domain (human personality).

The brain ‘blends’ these two domains into

what Lakoff and Johnson called a ‘conceptual metaphor,’ namely ‘humans are

animals.’ Utterances of this type – ’John is

a gorilla,’ ‘Mary is a snail,’ and so on – are

not, therefore, isolated examples of poetic

fancy. Rather, they are speciﬁc linguistic

metaphors manifesting the unconscious conceptual metaphor.

Lakoff and Johnson termed each of the

two domains the target domain (human personality) and the source domain (animals).

Conceptual metaphors form the basis of

how we grasp abstractions. Take, for example, linguistic metaphors such as the ones

below:

(1) Your ideas are circular, leading us nowhere.

(2) I never saw the point of that idea.

(3) Those are central to the entire discussion.

(4) Our ideas are diametrically opposite.

The target domain in these linguistic

metaphors is ‘ideas,’ and the source domain is ‘geometrical ﬁgures/relations.’ The

conceptual metaphor is, therefore: ideas

are geometrical ﬁgures/relations. The origin

of this conceptual metaphor is traceable

in all likelihood to the tradition of using

geometry in mathematics and education

to generate ideas and to train the mind to

think logically. Such conceptual metaphors

permeate everyday language. Lakoff and

Johnson trace their cognitive source to im-



Language and the Media

age schemas – mental outlines or images that

are produced by our sensory experiences of

locations, movements, shapes, substances,

and so forth, as well as our experiences of

social events in general. They are ‘thought

mediators’ that allow us to articulate our

sensations and experiences with words in

systematic ways.

With Rafaél Núñez (Lakoff and Núñez

2000), Lakoff has shown how blending

occurs in mathematics, constituting the

source of mathematical ideas. At the foundation of mathematical thought are four

different yet related image schemas that

underlie the blended mathematical concepts: object collection, object construction,

measurement with sticks, and movement

along a path. These common human activities and experiences are the basis of our

arithmetical concepts. The theory is controversial among mathematicians and philosophers, but Lakoff has never backed down,

claiming that the same cognitive processes

involved in language are also involved in

mathematics. Whether veriﬁable or not, his

idea provides a fertile intellectual ground

for connecting different disciplines in systematic and fruitful ways.

Marcel Danesi
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Language is the primary means through

which humans communicate, encode

knowledge, pass it on to subsequent generations, investigate reality, and entertain

themselves. Language constitutes an overarching knowledge and memory system.

The ancient Greeks characterized language

as part of lógos, meaning both word and

thought, implying that the two are inseparable.

All languages serve humans in similar

ways – they allow people to classify the

things in their world (simply by naming

them), and thus to understand them as

abstractions. To accomplish this basic task

languages have ﬁve basic things in common: (1) a system of distinctive sounds

and (typically) symbol signs (pictographs,

alphabet characters, etc.); (2) meaning-bearing forms known as words; (3) grammatical

structure (a way of combining words to

make messages); (4) rules and protocols

for using language for various functions;

and (5) resources for making new linguistic

structures (words, phrases, etc.).

Linguists differentiate between language

and speech. The former is a mental sign

system, consisting of principles for making,

understanding, and using words, phrases,

and so forth. Speech, on the other hand, is

the physical use of language to create and

transmit actual messages. Speech can be

vocal, as in spoken communication, or nonvocal, as in writing or gesturing. No particular effort is required in infancy to learn

how to speak and, ultimately, to develop

full-blown language. By simply being in

regular contact with speakers of a language, children gradually learn whatever

language they are exposed to. By the age of

ﬁve or six, they show an extraordinary control of their native language (or languages).

This has led some linguists, notably Noam

Chomsky (b. 1928), to argue that our brain
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is equipped at birth to acquire language on

the basis of speech samples. He calls the

‘equipment’ a ‘universal grammar’ (UG),

deﬁning it as a set of innate principles that

inform, or unconsciously guide, each child

in acquiring the particular grammar of a

language from the bits and pieces of that

language to which she or he is exposed.

The idea of an innate predisposition

towards language is not a modern one. It

goes back to the ideas of the Greek philosopher Plato (ca 427–347 bce), who asked:

How it is that children, whose contacts

with the world are brief and limited, are

able to know as much as they do know?

Plato’s answer to his own question was

that much of what we know is innate.

Knowledge of a particular language, therefore, is a matter of setting in motion the

innate mechanisms and allowing them to

do their work of language creation. Plato’s

theory is called the ‘poverty of stimulus’

theory, since it claims that we would otherwise have to explain why children develop full language on the basis of simple

exposure to fragments of it in a very short

time. The opposing idea that the mind is

an empty slate is illogical. But, as many

linguists have countered, is it not also possible that children come endowed with a

creative capacity to process incoming information by trial and error, extrapolating

from it whatever they need, changing their

guesses only when corrected (by others or

by the force of experience). The Russian

psychologist Lev S. Vygotsky (1962) called

children ‘little poets’ because he noticed

that they used the resources of the language to which they are exposed to make

inferences about the world and to construct

verbal forms that are quite similar to those

created by poets.

Studying the relationship between language and the media is a growing ﬁeld of

linguistics. The media have a clear effect on

language and verbal communication generally. Take the word cool as an example.

This word came out of early jazz culture,

referring to a type of musical jazz style.



In the mid-1950s it was appropriated by

the media to describe a lifestyle trend associated with adolescence. It meant (and

continues to mean) knowing how to look,

walk, and talk in socially attractive and

youthful ways. It was the media, thus, that

brought this word (with that meaning) into

common usage (even if traces of this meaning go back further in time). This is not an

isolated example. The words, phrases, and

mannerisms initiating in the media that

gain general currency were called part of

pop language by journalist Leslie Savan in

2005. Pop language allows people to ‘talk

the talk.’ Pop language actually traces its

source to the American showman P.T. Barnum (1810–91). To promote his attractions,

Barnum relied on colourful language, using

hyperbole to create interest in his shows

and exhibits. Barnum introduced expressions such as the following into colloquial

American English:

‘Don’t miss this once-in-a-lifetime opportunity!’

‘Limited edition at an unbelievably low

price!’

‘All items must go!’

‘Not to be missed!’

The style and vocabulary used in early

pulp ﬁction magazines and novels were

similarly part of an emerging pop language

style. With the rise and spread of the media, pop language style has become more

and more prevalent. Savan notes that people from all walks of life, from adolescents

to doctors and lawyers, are using a mediasitcom conversational style, which appears

to carry with it a built-in applause or laugh

sign. Expressions such as ‘That is so last

year,’ ‘Don’t go there,’ ‘Get a life,’ ‘I hate

it when that happens,’ ‘It doesn’t get any

better than this,’ all come from television

sitcoms or popular movies. Pop language,

claims Savan, is light, self-conscious, and

highly ironic, replete with put-downs and

exaggerated inﬂections. Savan compares

the 1953 Disney cartoon Peter Pan with the
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2002 sequel Return to Never Land and points

out how the former ﬁlm was free of pop

and trendy phrases. The sequel, however, is

replete with them, including such mannerisms as ‘In your dreams, Hook,’ ‘Put a cork

in it,’ ‘Tell me about it,’ ‘You’ve got that

right,’ and ‘Don’t even think about it.’

Savan’s point seems to be that in the

past, the primary conduits of such language were great writers. Shakespeare, for

instance, brought into common usage such

slang terms as hubbub, to bump, and to dwindle. But since the advent of media culture,

the sources of pop language are the media,

not great writers. Although there seems to

be an elitist subtext to Savan’s overall assessment of pop language, her main point

that the media are powerful conduits of

linguistic innovation is well-taken. Animal

House (1978) introduced wimp, a commonly

used term for someone who is fearful or

has no courage, and brew, which means getting a beer; Clueless (1995) introduced As if,

an exclamation of disbelief, and whatever to

convey disinterest in what another person

is saying; and Mean Girls (2004) introduced

plastic, meaning fake girls who look like

Barbie dolls, and fetch, which is an abbreviation of ‘fetching’ to describe something

cool and trendy.

As the platform for pop language trends

shifts to cyberspace, or at least converges

with it, online verbal trends are now mirroring and guiding language evolution

across the globe. In sum, the synergy

between language change and the mass

media is undeniable. In addition to its

study in the ﬂedgling branch called media

linguistics, this synergy is becoming more

and more a target of interest within various

branches of linguistics (from psycholinguistics to sociolinguistics).

Marcel Danesi
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LAZARSFELD, PAUL (1901–76)

[See also: Hypodermic Needle Theory; Media Effects;

Two-Step Flow Theory]



Paul Felix Lazarsfeld was an inﬂuential

sociologist who pioneered various methodologies based on quantitative analysis that

came to be used to conduct research in the

areas of mass communication, public opinion, voting behaviour, and popular culture.

Born on 13 February 1901 in Vienna, Austria, Lazarsfeld graduated in 1924 with a

doctoral degree in mathematics from the

University of Vienna. There, he remained

as a mathematics instructor for the next ﬁve

years. In 1929, he took on an instructorship

in social psychology at the Psychological

Institute of the University of Vienna and

eventually served as the director of its Division of Applied Psychology. In Vienna,

Lazarsfeld turned his attention to analysing

the unemployment rate in a nearby town,

Marienthal. In 1933, he published his ﬁndings in Marienthal: The Sociography of an

Unemployed Community. The work was immediately considered to be groundbreaking

for its use of quantitative analysis. That

same year, Lazarsfeld was offered a grant

from the Rockefeller Foundation in the

United States. Four years after arriving, he

became the director of the foundation’s Ofﬁce of Radio Research and in 1940 became

the director of the Columbia Bureau of Applied Social Research.

Lazarsfeld became particularly famous

for his analysis of voting behaviour, based
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on two studies of presidential elections in

the United States in Erie County, Ohio, in

1940 and Elmira, New York, in 1948. He

discovered that people tended to vote for

the party they (or their immediate community) would have voted for traditionally, no

matter how the candidates were portrayed

in the media. A change in voting pattern

would occur only if leaders in a community

brought forward conﬂicting opinions. This

led Lazarsfeld to develop his inﬂuential

model of media, known as the ‘two-step

ﬂow of information.’ The model claims

that the information relayed by the media

reaches its audience in two stages: (1) the

community leaders ﬁrst interpret the information from the media directly and then

(2) pass it on to community members. The

notion of ‘personal inﬂuence’ was coined

as a result of this transitional step from the

media’s communication of a message to

the audience’s response. The model helped

explain how the mass media inﬂuence an

audience’s decisions and could be used to

help shape future outcomes.

In 1950, Lazarsfeld became chair of Columbia University’s sociology department,

and thirteen years later he was named

Quetelet Professor of Social Science, eventually moving to the University of Pittsburgh until his death in 1976. Among his

many inﬂuential works, The People’s Choice:

How a Voter Makes Up His Mind in a Presidential Campaign (with Bernard Berelson

and Hazel Gaudet; 1944) and Personal Inﬂuence: The Part Played by People in the Flow

of Mass Communications (1955; with Elihu

Katz) have become classics in the ﬁeld and

are still widely referenced.

Mariana Bockarova
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LÉVI-STRAUSS, CLAUDE

(1908–2009)

[See also: Myth; Structuralism]



Claude Lévi-Strauss was a Belgian-born

French anthropologist and is considered

the founder of structuralism in anthropology. He expanded the basic notion of opposition within structuralism, which posits

that signs have value only in relation to

other signs. The relation can be binary, as

are phonemic oppositions (cat vs rat); it can

be four-part, as in some semantic distinctions (rich-not rich-poor-not poor); it can be

‘graduated,’ since in between an opposition

such as night vs day, there are gradations

(morning, noon, afternoon, evening); or it can

be cohesive (set-based) as Lévi-Strauss

argued. These are not mutually exclusive.

The speciﬁc type of opposition that applies

to a situation depends on what system

(language, kinship, etc.) or subsystem

(phonemic, semantic, etc.) is involved. In

some systems, pairs of oppositions seem to

cohere into sets forming recognizable units.

Lévi-Strauss found that the elementary unit

of kinship is made up of a set of four oppositions: brother vs sister, husband vs wife,

father vs son, and mother’s brother vs sister’s

son. He went on to suggest that similar sets

characterized other cultural systems and,

thus, that their study would provide key

insights into the fundamental structure of

human societies.

Crucial to Lévi-Strauss’s anthropology

is the Saussurean notion of value (valeur).

Rather than carrying intrinsic meaning,

Saussure argued that signs had valeur

in differential relation to other signs. He

called this différence. It is through différence that the meaning of something is

determined. To understand the value of
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an American dollar, for instance, one must

know that the dollar can be exchanged for

a certain quantity of various coins – for

example, four quarters, ten dimes, and

so forth. Similarly, a mythic concept such

as ‘hero’ has valeur because it can be exchanged with, say, the concept of ‘villain’

or with another concept such as ‘father’

in an associative chain of reasoning. It can

also be compared to other concepts, such as

‘good,’ which has the same valeur.

Overall, Lévi-Strauss’s contribution to

anthropology and various other disciplines

was leaving behind the instinctual quest

to ﬁnd what he often called ‘unsuspected

harmonies’ across the spectrum of human

culture. His proposal was to look for pairs

of opposites common to all human societies. His ﬁeldwork among Amerindian

tribes in the 1930s impressed upon him that

those harmonies were present in myths

(Lévi-Strauss 1978). The purpose of a myth,

he suggested, was to provide a logical

theory that could explain inherent opposites or contradictions. The human brain,

he thought, structured cognition in terms of

binary opposites. Throughout cultures, humans have attempted to resolve the tension

between them through myth making.

One of these attempts was to resolve

the tension between raw and cooked food,

which he saw as a primordial opposition

between nature and culture (Lévi-Strauss

1964). Cooked food allows humans to leave

the world of nature behind and to focus

on their own adaptations. Culture emerges

the instant that cooked food does. Another

primordial opposition is found in the difference he made between the ‘savage mind’

and the mind of the ‘thinker’ (Lévi-Strauss

1962). The former has a ‘tinkler’ approach

to the world, working with the hands to

extract from it what is necessary for survival. The thinker is an engineer who has a

more abstract approach to solving practical

problems of existence. The engineer invents

tools and materials that transcend the

limitations imposed on humans by the immediate environment. The tinkler and the

engineer face similar problems of survival,
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but they solve them in dissimilar ways. The

tinkler’s mind is spontaneous, the engineer’s methodical.

Other primordial oppositions discussed

by Lévi-Strauss in various works are ‘I

versus we’ and ‘language versus word.’ In

kinship patterns among the Amerindian

societies, Lévi-Strauss found that the Western ideal of individual self-expression was

not valued at all. He concluded, therefore,

that it was simply part of Western tradition. This ideal favours the ‘I.’ In the tribes

he visited the ‘we’ or communal approach

to life was instead the dominant one. This

experience showed him that what we often

call ‘common sense’ is really nothing more

than ‘communal sense.’ From Ferdinand

de Saussure (1916), the founder of modern

linguistics, he took the distinction between

langue, or the system of language itself,

and parole, or the use of words for speciﬁc

purposes. Lévi-Strauss extended this distinction to other codes. Thus, for instance,

in music there is a langue that inheres in the

harmonic, rhythmic, and various other possibilities that it makes available to composers and performers. When someone plays

an actual piece of piano music, on the other

hand, then the performer is engaging in

parole, using langue for a speciﬁc reason.

Although today anthropology, linguistics, and semiotics are not bound to opposition theory as Lévi-Strauss envisioned it,

these disciplines have nevertheless been

inﬂuenced by it. Lévi-Strauss’s inﬂuence is

still conspicuous.

Marcel Danesi
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LINGUISTICS

[See also: Chomsky, Noam; Communication and

Media; Conceptual Metaphor Theory; Discourse;

Language and the Media; Media Studies]



The origins and nature of language have

fascinated humans since the dawn of civilization. The motivation for establishing

a ‘science of language,’ however, can be

traced only as far back as 1786, when the

English scholar Sir William Jones (1746–94)

suggested that Sanskrit, Persian, Greek,

and Latin sprang from the same linguistic source and thus belonged to the same

‘language family.’ Shortly thereafter, the

systematic study of languages started in

earnest, leading in the subsequent century

to the emergence of linguistics as a science

of language.

One of the ﬁrst attempts to describe

a language scientiﬁcally occurred in the

ﬁfth century bce, when the Indian scholar

Panini compiled a grammar of the Sanskrit

language. Grammars are the equivalents of

scientiﬁc theories in physics or chemistry.

They show how words are constructed

from smaller structures or units and how

they cohere into the construction of sentences and larger forms (such as texts

and discourses). Grammar is a theoretical

construct. The Greek philosopher Aristotle

(384–22 bce) put forward the ﬁrst division

of sentences into subject and predicate – a

division that has remained fundamental

to this day. The Greek scholar Dionysius

Thrax, who lived between 170 and 90 bce,

then showed how the parts of speech relate

to each other in the formation of sentences.

He identiﬁed nouns, verbs, articles, pronouns,

prepositions, conjunctions, adverbs, and participles as the main parts. Thrax’s grammar

was adopted and elaborated by Roman

grammarian Priscian, who lived in the

sixth century ce.

In the seventeenth and eighteenth centuries, the ﬁrst surveys of languages were

attempted, in order to determine which

features of grammar were universal and

which were speciﬁc to various languages.



In the latter century, a group of French

scholars, known as the Port Royal Circle,

put forward the idea of a ‘universal’ grammar, showing how certain sentences are

derivatives of others, and thus part of the

brain’s innate grammar. Operating in the

mind, they claimed, was a set of principles

of sentence formation that speakers used

unconsciously. The linguist Noam Chomsky has always acknowledged his debt to

the Port Royal grammarians, admitting that

it was strikingly similar to his 1957 framework for describing linguistic competence.

The German scholar Wilhelm von

Humboldt (1767–1835) also espoused a

universalist view of language, but his take

on the issue was quite different from that

taken by the Port Royal grammarians and

later by Chomsky. He viewed the particular

sentence structure of the language spoken,

which he called the innere Sprachform (internal structure), as conditioning how people

came to view reality. In effect, each language has a different innere Sprachform that

conditions how people view the world. Von

Humboldt’s work was, thus, the precursor

of a view of language known as ‘linguistic

relativity,’ which nonetheless has roots in

the ancient Greek philosophy of correspondence whereby words and meanings are

seen to mirror each other. Humboldt (1836

[1988]: 43) put it as follows:

The central fact of language is that

speakers can make inﬁnite use of the

ﬁnite resources provided by their language. Though the capacity for language

is universal, the individuality of each

language is a property of the people who

speak it. Every language has its innere

Sprachform, or internal structure, which

determines its outer form and which is

a reﬂection of its speakers’ minds. The

language and the thought of a people are

thus inseparable.

It was the Swiss philologist Ferdinand de

Saussure (1857–1913) who put the ﬁnishing

touches on the blueprint for the emerging

science of language by proposing that the
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new science should focus on langue (‘language’), the system of rules that members

of a speech community recognize as their

‘language,’ rather than on parole (‘word’),

or the ability to use the rules in conversations, writing, and so forth (Saussure 1916).

Basic to Saussure’s plan for the scientiﬁc

study of langue was the notion of différence

(‘difference, opposition’). This is the view

that the structures of a language (such as

its single words) do not take on meaning

and function in isolation but rather in differential relation to each other. For example, the linguist determines the meaning

and grammatical function of the word red

by opposing it to a word such as bed. This

shows, among other things, that the initial

consonants /r/ and /b/ are important in

English for establishing the meaning of

both words. These are designated phonemes.

From such différences we can see, one or

two differential features at a time, what

makes the word red unique in English, not

just phonemically but also at other levels of

language, allowing us to pinpoint what red

means by virtue of how it is different from

other words.

Saussure’s approach came to be known

as structuralism. In Europe, it was adopted

and elaborated by a number of linguists

who congregated in the Czech city of

Prague, coming to be known as the Prague

Circle in 1920. In America, the structuralist approach was adopted in the early

twentieth century by the anthropologist

Franz Boas and his student Edward Sapir.

However, unlike Saussure, Boas and Sapir

did not see the goal of linguistics as a study

of langue, but rather as the description of

how a speech community uses a language

for its speciﬁc cognitive, social, and cultural

purposes.

The ﬁrst major rupture from the structuralist tradition came in 1957, when

Chomsky argued that any truly scientiﬁc

understanding of language could never be

developed from a piecemeal description of

sounds, word forms, and so on, through

simple differential techniques. Like the Port

Royal grammarians, Chomsky argued that



393



a true theory of language would have to explain, for instance, why all languages seem

to reveal a similar pattern for constructing complex sentences from more simple

ones. He thus suggested that all languages

are built on the same blueprint, present

in the brain at birth, and that individual

languages are context-speciﬁc derivatives of this blueprint. Since the late 1960s,

various arguments have come forward to

challenge the Chomskyan paradigm. It has

been pointed out, for instance, that abstract

rule-making principles do not explain the

semantic richness of languages. Moreover,

there are other kinds of universals that

Chomskyan theory ignores

One major argument against the Chomskyan paradigm is that sentences are not

the basic units of language – discourse

texts are (stretches of speech consisting of

logically concatenated sentences). British

linguist Michael Halliday (b. 1925), for instance, showed that some parts of speech

are ‘text-governed’ structures, not sentencebased elements (Halliday 1985). Consider,

for example, the following stretch of conversation, which has no pronouns in it.

Even though it is completely understandable, we nevertheless perceive it as being

awkward:

Speaker A: Alex is a great guy.

Speaker B: Yes, Alex is a great guy.

Speaker A: But Alex always likes to talk

about Alex.

Speaker B: Yes, Alex does indeed always

talk about Alex.

The more appropriate version of the

conversation is one in which pronouns are

used instead:

Speaker A: Alex is a great guy.

Speaker B: Yes, he is.

Speaker A: But he always likes to talk

about himself.

Speaker B: Yes, he does indeed always

talk about himself.

The use of pronouns is ‘systemic’; that
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is, it connects the various parts of the conversation, linking them logically like a trace

device. In effect, the choice of pronouns is

hardly due to sentence structure in itself; it

is motivated by text structure.

Another approach to language that has

emerged to challenge Chomskyan theory

started in the early 1980s, and is known as

cognitive linguistics. This approach focuses

on the relation between language, cognition, and culture. The most prominent ﬁgure in the movement is the American linguist George Lakoff (b. 1941). In his inﬂuential book, Women, Fire, and Dangerous Things

(1987), Lakoff looked at an interesting

property of the Australian language Dyirbal to show the inadequacies of Chomskyan

theory and the need for linguistics to focus

on the semantic properties of words, rather

than on sentence-formation principles.

Like other languages, Dyirbal has grammatical gender – each of its nouns must be

assigned to one of the available genders. In

European languages, the gender of abstract

(non-biological) nouns is, arguably, unpredictable from its meaning. For example,

the word for ‘table’ is masculine in German

(der Tisch), feminine in French (la table), and

neuter in Greek (to trapézi). Dyirbal has four

genders, each of which is determined by

meaning. One of the four includes all nouns

referring to women, to ﬁre, and to things that

are dangerous (snakes, stinging nettles, and

the like). Clearly, the words and the grammatical categories used in Dyirbal reﬂect

a view of the world that is vastly different

from that implicit in the grammars of European languages.

Many ideas originating in linguistics are

commonly used in media analysis. One of

these is the notion of opposition. Originally

this referred to the view that words are

kept recognizably distinct by the presence

of minimal differences between them. The

forms pin and bin are recognizably distinct

word units because the difference between

initial /p/ and /b/ cues a difference in

meaning. This minimal, or binary, difference cue is what keeps the two words perceptibly distinct from each other.



The theory was extended by the Prague

School linguists to encompass larger forms

and structures of language. Their claim

was that many aspects of language are

structured in terms of opposites, including

semantic ones – good vs evil, night vs day,

and so on. An opposition often leads to a

connected set of derived oppositions. So,

for example, in a narrative the good characters are opposed to the evil ones in terms of

derived oppositions such as us vs them, right

vs wrong, and truth vs falsity. These manifest themselves in actions, dialogues, plot

twists, and the like. Oppositions have been

found to occur in all kinds of media portrayals. The hero vs villain opposition can be

seen in adventure comics in the persona of

Batman, for example, on the hero side of the

opposition, and the Riddler on the villain

side (along with other evil characters).

Marcel Danesi
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LITERACY

[See also: Media Literacy; Orality; Writing]



Literacy is the ability to read and write, or

to manipulate symbols in speciﬁc knowl-
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edge domains such as mathematics (where

literacy is called numeracy), computers

(computer literacy), and so on. It also refers

to the possession of enough knowledge and

skill to function intellectually in a society.

This is called functional literacy.

Before the ﬁfteenth century and the

advent of cheap print technology, most

people in Europe were illiterate, never having had the opportunity to learn to read

and write. Not only were there few schools,

and books scarce and expensive, but literacy was not required to carry out work

in farming villages and in the trades of the

medieval towns. Most literate people belonged to the nobility, the upper classes, or

the clergy. But the printing press changed

this. The late Marshall McLuhan (1962,

1964) characterized the new world order

brought about by the advent of the printing

press as the ‘Gutenberg galaxy,’ after the

European inventor of the printing press,

the German printer Johannes Gutenberg.

Through cheap books and other materials, the printed word became the chief

means for the propagation and recording of

knowledge and ideas. And because books

could cross national boundaries, the printing press set in motion the globalization of

knowledge and science, thus encouraging

literacy across the globe and paving the

way for such events and movements as

the European Renaissance, the Protestant

Reformation, and the Enlightenment. With

the spread of literacy and with industry

becoming a dominant part of economic

life during the eighteenth and nineteenth

centuries, great numbers of people started

migrating to cities. In order to ﬁnd employment they had to learn how to read

instructions and perform other tasks that

required literacy. Governments began to

value education more, and systems of public schooling cropped up everywhere. By

the late 1800s, formal elementary education

had become a virtual necessity.

Today, literacy is considered to be the

chief means for gaining prestige and economic well-being. In the 1960s, the United

States government set up a federal program
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called Adult Basic Education to provide

basic instruction in reading and writing for

illiterate or undereducated adults. In 1970,

the Ofﬁce of Education (now the Department of Education) initiated the ‘Right

to Read’ movement in order to improve

how literacy is imparted in schools and to

encourage private organizations to offer

instruction to illiterate adults. Countries

across the world have similar literacy

programs and legislation. In the 1960s, the

People’s Republic of China hired 30 million

volunteer teachers with the slogan ‘You

Who Can Read, Teach an Illiterate.’ In 1961,

Cuba sent many of its teachers to rural areas to instruct illiterate people, increasing

the country’s literacy rate from 75 to 96 per

cent. However, functional illiteracy remains

a major problem in developed countries. A

2003 U.S. Department of Education survey

discovered that many Americans lacked

functional literacy skills – for example,

about 15 per cent of Americans aged sixteen and older were unable to ﬁnd and

understand information in short texts. As

a consequence, some states now require

students to pass standardized reading and

writing tests before they graduate from

high school.

The world literacy rate has risen since the

late nineteenth century. By 2000, 79 per cent

of people were literate, although there continues to be a high level of functional illiteracy. Today, there are new forms of literacy

that have emerged because of the digital

revolution. Digital and media literacy have

entered the common lexicon to characterize this new situation. Literacy is changing,

but its basic form has not, since most media

texts, digital and otherwise, still require the

ability to read and write a language.

Marcel Danesi
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LOGO

[See also: Advertising; Branding]



A logo is a picture that stands for for a

brand. The NBC peacock, the Macintosh

apple, the Playboy bunny, Ralph Lauren’s

polo horseman, and Lacoste’s alligator are

just a few examples of memorable logos.

These logos have become as much a part of

the modern cultural landscape as national

ﬂags and sports team symbols.

Historically, a trademark was any symbol that distinguished the products of

one company from those of another. But

a modern-day logo does much more than

identify products differentially. Consider

the McDonald’s golden arches logo. At a

purely visual level, they form the letter ‘M,’

the ﬁrst letter in the brand name. But at an

unconscious level, arches reverberate with

mythic symbolism – they are portals or

gates beckoning people to go through them

to a better world on the other side. The

arches thus beckon people unconsciously

to go through them into a place that ‘will

do it all for you,’ as one of the company’s

previous slogans put it.

There are various types of logos. A classic example of a letter logo is the one used

by Coca-Cola, which consists of the brand

name written in a distinctive calligraphic

style. The letter logo is a visual rendering of

the brand name that stylizes the letters of

that name in some distinctive way. Another

famous letter logo is the one for Campbell’s soup. As mentioned, the McDonald’s

arches suggest the ﬁrst letter of the eatery’s

name. So the McDonald’s logo is considered both a letter and a symbolic logo. The

letter logo in this case can be called alphabetic, since it represents only the initial letter of the brand name, not the whole name.

Another example of this type of letter logo



is Volkswagen, where the V and W refer to

Volks (people) and Wagen (vehicle).

Another subtype of the letter logo is

acronymic, consisting of the initial letters

of the brand name. An example is the IBM

logo, whose letters stand for International

Business Machines. The parallel-line design of the acronym is also symbolic since

it conveys a sense of something accurate,

methodical, and scientiﬁc. The Adidas logo

suggests both the letter ‘A’ (the ﬁrst letter of the brand name) and the shape of a

running shoe. It is thus an example of an

alphabetic logo as well as a descriptor logo.

Portrait logos are pictures of real or ﬁctitious

persons – for example, Uncle Ben, Wendy’s,

Betty Crocker, or Mr Clean. A well-known

portrait logo (sometimes called a mascot) is

the cartoon character Mickey Mouse, which

came into being in 1929. Like a mascot in

sports, it is perceived as something that

brings good luck and humour. Two other

well-known cartoon portrait logos are the

Michelin Man, which is a kind of toy made

up of tires (rather than toy blocks), and

Charlie the Tuna, the product logo for StarKist tuna, whose friendly and humorous

appearance is clearly designed to impart

joyfulness.

A subtype of the portrait logo is the

efﬁgy. The Betty Crocker products, for

instance, bear the efﬁgy of a ﬁctitious female. The logo was ﬁrst created in 1921 by

Gold Medal, and Betty’s physical appearance – that of an idealized stay-at-home

wife – was ﬁxed in 1936. By the mid-1940s

Betty had become the second most popular

woman in America after Eleanor Roosevelt.

Decades later a new image was fashioned

for Betty – older and friendlier. Today, the

efﬁgy has been updated to reﬂect a new

perception of American womanhood: Betty

now resembles an independent ‘woman

of the world’ who still maintains family

values. The Betty Crocker logo ‘makeover’

is a perfect example of how brands attempt

to keep in step with the times through symbolic means.

Some portrait logos are based on real

people. These include Duncan Hines, a



Logo

highly popular newspaper columnist who

was born in Bowling Green, Kentucky, in

1880, and whose image can be found on

cake and brownie mix boxes.

Descriptor logos are trademarks that literally show the product (service) or what

the product (service) is about. An example

is that of a phone company, such as Bell,

which uses the picture of a bell as its logo.

Well-known descriptor logos include

animal ﬁgures such as the jaguar and the

cougar that stand for cars called Jaguar and

Cougar, and the yellow tail kangaroo logo

for Yellow Tail wine.

Suggestive logos are visual signs that suggest something about the product. For example, the apple logo for the Mac computer is suggestive of the biblical narrative of

temptation. The Playboy bunny logo suggests both the playfulness and the proliﬁc

sexual activities associated with rabbits.

The Ferrari logo, which is a black, powerful horse, evokes the qualities associated

historically with horses – nobility, status,

power, and beauty. The horse is shown in

a shield, which suggests heraldry and the

fact that in medieval times it was carried

by a knight so that he could be recognized

from a distance. The Cadillac car also uses

a shield-like crest ﬁgure as its logo. Its

upper-class heraldic style conveys nuances

of nobility blended with distinctiveness. In

feudal times upper-class families passed

their coats of arms down from one generation to the next. By heraldic law, no two

families could use the same coat of arms.

Symbolic logos consist of letter or numerical symbols. For example, the small ‘i’ used

by Apple for its iMac, iPod, iPhone, and

iTunes products is an alphabet logo with

symbolic qualities. It refers not to the brand

or company name, as does the VW logo

(above), but to something else. It symbolizes internet and text-messaging style, which

frequently uses lower-case letters, as well

as individuality, imagination, and many

other concepts that begin with the letter i.

Another symbolic alphabet logo is the

letter X as in the XBox video game system.

This letter has many built-in meanings –
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mystery (X-Files), the forbidden (X-rated

movies), danger (the sign used on poison

containers), adventure and excitement

(Agent Triple X), and so on. Neumeier

(2007) uses the term icon to refer to a logo

that both stands for the brand name (or

part thereof) and serves as a visual symbol.

Icons are effective because they ‘respond to

the new reality by jumping off the printed

page and interacting with people’ (Neumeier 2007: 87). Neumeier claims that the

most effective icon is the avatar, which is a

logo ‘that can move, morph, or otherwise

operate freely as the brand’s alter ego.’

Geometric logos are based on geometric

ﬁgures. Many of today’s most successful

logos are based on geometrical forms. A

well-known example is the Mercedes-Benz

three-pointed star, which is supposed to

suggest the company’s domination of the

land, the sea, and the air (Daimler, the

founder, had a strong desire to produce not

only cars, but also ships and aircraft). The

placement of the star in a circle suggests

perfection and eternity (qualities that one

would desire in an expensive automobile).

A large number of carmakers have adopted

geometrical forms for their logo designs.

The Audi logo, for example, consists of four

interlocking rings, symbolizing the 1932

merger of four independent motor-vehicle

manufacturers. It thus symbolizes partnership and stability. The Toyota logo consists

of three ovals. The two centre ones suggest

a relationship of mutual trust between the

driver and Toyota. They also combine to

form the letter ‘T’ for Toyota. Walsh, Winterich, and Mittal (2010) found that logo

designs that were circular or smooth, in

contrast to angular, have a broad appeal,

especially in countries like China and India.

The histories of logo design and product marketing overlap considerably. It is

impossible to advertise and promote ‘logoless’ products with any degree of success.

Modern-day logos are not just trademarks;

they are visual forms that inﬂuence people’s unconscious perception of products.

Arguably, the goal of marketing is to get

people to react to logos in ways that paral-
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lel how people once responded to sacred or

mythical pictures etched onto cave walls.

Marcel Danesi
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LOTMAN, YURI (1922–93)

[See also: Culture and Media; Semiotics;

Structuralism]



to shape psychic and cultural evolution.

But it is not a deterministic system, like the

biosphere. Humans have the capacity to

redesign the semiosphere or parts of it that

they deem necessary to their cognitive and

emotional survival or interests. On the one

hand, the semiosphere is restrictive because

it imposes on those born and reared into a

speciﬁc culture its historically transmitted

system of meanings (signs, symbols, texts,

etc.), largely determining how individuals

come to perceive the world. On the other

hand, this system is also liberating because

it provides the expressive resources for

individuals to create new texts and encode

new meanings whenever they wish to do

so. New expressive forms are thus constantly being added to the semiosphere by

new generations of people. New generations of artists, scientists, philosophers,

and others create forms (texts, theories,

artworks, and so on) that allow for discovery and innovation, without losing the vital

continuity with the past.

Marcel Danesi



Yuri M. Lotman (also Jurij) was a prominent Russian-born semiotician and cultural

scholar, whose work was conducted within

the framework of the Tartu School (at the

University of Tartu in Estonia) of culture

analysis. Lotman was, early on in his career, a composer and instructor of music

and music theory. Unable to ﬁnd permanent work in Russia, he went to Estonia in

the early 1950s teaching Russian literature

at the University of Tartu, eventually setting up his own school of culture and sign

analysis.

Of particular importance to the study of

media and communications is Lotman’s

concept of the semiosphere. This is the notion that signs, symbols, texts, and any

other expressive or representational human

artefacts inform and sustain cultural life.

In biology, life is sustained by the biosphere.

By analogy, cognitive life is sustained by

the semiosphere. The semiosphere forms a

kind of intrinsic partnership with the biosphere to regulate human behaviour and
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MAGAZINES

[See also: Fanzines; Print Culture; Pulp Fiction]



Magazines, otherwise known as periodicals

or serials, are regularly produced publications consisting of articles, features, and

often photographs and illustrations on various topics, and sponsored generally by advertising revenues and subscriptions. Historically, magazines were more book-like in

structure and had low circulation numbers.

Since the turn of the twentieth century,

magazines have evolved in format and

style. Similar to newspapers, most magazines are ‘popular’ publications written for

the masses. However, they generally have a

stronger in-depth focus on topics, and feature more detail than typical newspapers.

Unlike academic journals, magazines are

written in an accessible, easy-to-read style,

without citations and bibliographies.

Magazines cater to a broad spectrum of

interests:

Art – Art and Antiques

Business – Business Week, Forbes, Fortune,

The Economist

Cars – Car and Driver, Motor Trend

Current affairs – Newsweek, Time Magazine

Entertainment – Entertainment Weekly,

People Magazine

Fashion – InStyle

Health and Fitness – Your Health Now

History – History Today



Hobbies – In-Fisherman Magazine, Games

Humour – MAD Magazine

Literary – The New York Review of Books

Music – Rolling Stone

Politics – Harper’s Magazine, The Atlantic

Monthly, National Review

Science – National Geographic, Popular

Science

Sports – Sports Illustrated

Teen – Teen Beat

Magazines are typically produced under

the guidance and control of an editor-inchief, who is responsible for all aspects of

operations and policies. An editorial board,

consisting of various editors (such as features, section, news, opinions, senior, and/

or managing editors), is responsible for the

speciﬁc contents of the publication. Other

important staff roles include: publisher,

production manager, photographers, columnists, commentators, journalists, and

reporters. Occasionally, an advisory board

may be present to provide further guidance, especially for non-proﬁt publications.

A signiﬁcant portion of a magazine’s operational budget stems from expenditures

relating to staff salaries, marketing and

promotions, along with printing and production. Magazines are generally funded

through subscriptions, advertising, and

off-the-rack sales. Non-proﬁt magazines

can sometimes also be funded through

sponsorships. With overall readership of

print publications declining in recent years

due to the impact of the internet, many
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traditional magazine publishers are now

beginning to see declining proﬁts and are

struggling to maintain operational capacity.

Most of these now have online versions to

bolster readership.

Commercial-quality magazines are typically printed using an offset press. Pages

can be printed in black-and-white, full colour, or multi-toned colour, depending on

the style of the magazine. These pages are

then bound together either through a process known as ‘saddle-stitching’ (folded and

stapled) or ‘perfect binding’ (glued spine,

often for thicker magazines). The sizes of

magazines can vary, but often are 8.5 by 11

inches. Most retail magazines today feature

glossy full-colour covers, printed on slightly thicker glossy paper.

Depending on the type of magazine,

and the timeliness of its content, the production schedule of a magazine may vary.

For magazines with more time-sensitive

content such as politics or business, production schedules will typically be weekly

or bi-weekly. Magazines which are more

specialized, such as literary magazines or

hobby-based magazines, may be published

on a quarterly or monthly basis. Publication dates found on the covers of released

magazines can sometimes be up to a month

in advance, allowing ample time for distribution and mailing.

The earliest magazines were the German

Erbauliche Monaths-Unterredungen (1663–8),

the French Journal des Sçavans (1665), and

the Philosophical Transactions (1665) of the

Royal Society of London, which were collections of essays on trends and research in

the arts, literature, philosophy, and science.

These were followed by ‘essay periodicals’

in the early eighteenth century, such as the

British publications The Tatler (1709–11), The

Spectator (1711–14), The Rambler (1750–2),

and The Idler (1758–60), the latter founded

by the British lexicographer, writer, and

critic Samuel Johnson (1709–84). Later in

the century, general-purpose magazines

emerged, starting with The Gentleman’s

Magazine (1731–1907) in England, an event

that marked the ﬁrst use of the word maga-



zine, which meant ‘storehouse,’ alluding

to the fact that the magazine was a ‘storehouse’ of political reports, essays, stories,

and poems.

By the middle part of the nineteenth

century, magazine publication expanded

considerably, mirroring and guiding social

trends at the same time. Godey’s Lady’s Book

(1830–98) set the style in women’s clothing

and manners; the Illustrated London News

(1842), the Fortnightly Review (1865–1954),

Punch (1841) in England, L’Illustration in

France (1843–1944), Die Woche (1899–1940)

in Germany, and Leslie’s Illustrated Newspaper (1855–1922) and Harper’s Weekly (1857–

1916) in the United States catered to a new

afﬂuent middle class of readers; Youth’s

Companion (1827–1929) and St. Nicholas

(1873–1940) were among the ﬁrst children’s

magazines published in the century, considered useful not only for entertaining

children, but for imparting literacy to them;

and family magazines such as the Saturday

Evening Post (1821–) started to proliferate.

With the advent of Cosmopolitan (1886–),

fashion magazines for women came into

the picture, becoming and remaining to this

day among the most popular of all magazines. Also catering to a female readership

were Ladies’ (later Woman’s) Home Companion (1873–1957), McCall’s Magazine (1876–),

Ladies’ Home Journal (1883–), Good Housekeeping (1885–), and Vogue (1892–). Reader’s

Digest began publication in 1922, an event

that revealed that people had increasingly

little time to read entire books. Weekly

newsmagazines such as Time (1923) and

Newsweek (1933), and weekly and biweekly

magazines, such as Life (1936–72, revived

as a monthly in 1978), Look (1937–71), and

Ebony (1946–), came onto the market in the

same and subsequent decades.

Today, magazine publishing continues

to cater to specialized tastes. Consumer

Reports (1936–), for example, evaluates

consumer products; GQ (1957–) focuses on

issues of concern to urban males; Rolling

Stone (1967–) is devoted to the promulgation and assessment of pop music trends;

Ms. (1970–) deals with topics of concern to
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women; People (1974–) features items on celebrities; National Geographic World (1975–)

provides non-technical information from

the worlds of science, history, and travel to

a broad audience; Discover (1980–) is a science magazine catering to a general public;

and Wired (1993–) looks at issues pertaining

to computer technology and digital culture

generally.

Today, e-zines (magazines published on

the internet) are proliferating, having various advantages over paper-based magazines – they can be updated regularly, they

can incorporate reader comments instantly,

they can be linked with other sources of

information, and so forth. The internet

now also has ‘magazine chat rooms,’ where

readers can click to get the latest gossip or

information about their areas of interest.

Most magazines are really ‘thematic’

readers, since users take from them what

they want to get, thus reading the magazine for practical information or entertainment. Magazines are intended to be kept

much longer than newspapers, and thus

are manufactured with a smaller page size

and printed on better paper. They are also

less concerned with daily changing events

than are newspapers, covering topics of

broader interest to readers (within the area

of interest). Writing ranges from factual or

practical reporting to a more literate and

effusive style. Writers have contributed either occasionally or regularly to magazines.

And many well-known writers published

their early works in them.

Despite being a predominantly print-medium product, many magazines now have

either an electronic version/website, or are

strictly Web-based. This has allowed magazines to expand their audience through

an inexpensive and highly adaptive platform. The beneﬁts of publishing online

are numerous: more responsive reporting

(outside of regular publication schedules),

greater reader interaction (through blogs,

comment sites, and sharing), and the ability

to use dynamic content (videos, audio, and

other media). As a result, magazines such

as The Economist and People now have web-
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sites which provide rich content above and

beyond that which is found within their

printed publications. Feeling the squeeze

from declining print readership, many publications are now beginning to turn their

focus more towards the internet and online

magazine development.

Alexander Lim
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MARCONI, GUGLIELMO

(1874–1937)

[See also: Broadcasting; Communication; Radio]



Italian-born scientist Guglielmo Marconi is

known as the inventor of wireless telecommunications. He called his invention a radiotelegraph (shortened to radio), because its

signal moved outward in all directions, that

is, radially, from the point of transmission.

For his invention, Marconi shared the 1909

Nobel Prize in physics with Karl Ferdinand

Braun of Germany, who had developed the

technical means of increasing the range of

radio transmissions.

As with other inventions, pegging the

invention of a device such as the radio on

one person does not tell the whole story.

Wireless transmission technology grew

out of the theories and experiments of

many people. Joseph Henry of the United

States and Michael Faraday of Britain had

experimented with electromagnets in the

1830s, developing the theory that the electric current in one wire produced a current

in another wire, even though the wires
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were not connected physically. This came

to be known as induction theory. Then,

in 1864, another British physicist, James

Clerk Maxwell, used induction theory to

put forward the idea that electromagnetic

waves travelled at the speed of light. In the

1880s, Maxwell’s theory was corroborated

by experiments conducted by the German physicist Heinrich Hertz. In 1891, the

Austria-Hungary-born American inventor

Nikola Tesla invented a high-frequency

transformer called the Tesla coil, which became a vital component of electronic transmitters, thus setting the stage for Marconi

to send the ﬁrst radio signals through the

air, using electromagnetic waves to transmit telegraph signals a distance of more

than 1.6 kilometres. Shortly thereafter, engineers developed devices called ‘vacuum

tubes’ that could be used to detect and

amplify transmitted radio signals. The ﬁrst

commercial vacuum tube was patented by

American inventor Lee De Forest in 1907.

It was called a triode or audion, constituting

the key element in radio reception. Incidentally, Tesla had developed high-voltage,

high-frequency equipment, which he used

to send signals between his laboratory

and a hotel in New York City. In 1943, the

Supreme Court of the United States invalidated many of Marconi’s radio equipment

patents, recognizing that Tesla had patented similar inventions prior to Marconi.

Marconi had read about Hertz’s work

and began experimenting with wireless

telegraphy as far back as 1894 in his hometown of Bologna, but the Italian government showed no interest in the work. So,

Marconi went to London, England, where,

in 1896, he received the ﬁrst patent on his

so-called wireless telegraphy system. He

then obtained ﬁnancial support in 1897,

forming the Wireless Telegraph and Signal

Company. In 1899, three British warships

were the ﬁrst to be equipped with the

wireless telegraph, and, in the same year,

Marconi sent a wireless message across the

English Channel to France. The ﬁrst transatlantic signal was sent on 12 December 1901,

when the Morse code letter S from Poldhu,



Cornwall, was transmitted to St John’s,

Newfoundland. Marconi’s fame expanded

considerably after his wireless equipment

helped rescue ships and locate the sinking

ocean liners Republic in 1909 and Titanic in

1912, saving the lives of many people. The

ﬁrst demonstrations of wireless telegraphy

in the United States took place in 1899, after

Marconi had been invited by the New York

Herald newspaper to cover the America’s

Cup races in New Jersey.

Already in 1900, Marconi had established the American Marconi Co., which

would eventually become the Radio Corporation of America (RCA), to broadcast radio

transmissions. It is difﬁcult to pinpoint

when the ﬁrst radio broadcast took place.

However, it is unlikely that it took place in

any concrete form until 1918. That was the

year when the American inventor Edwin

H. Armstrong improved the technology of

radio receivers considerably, although a

plan for radio broadcasting to the general

public can be traced back to a 1916 memorandum written by David Sarnoff (1891–

1971), an employee of American Marconi.

In it Sarnoff recommended that radios be

promoted as household ‘utilities.’ After

the First World War ended in 1918, several

manufacturing companies began seriously

to explore the idea of mass-marketing radio

receivers. It was probably the Westinghouse Electric Corporation of Pittsburgh

which established the ﬁrst commercially

owned radio station, called KDKA, which

offered a regular schedule of programmed

broadcasting to the general public. KDKA

received its licence in October of 1920 from

the Department of Commerce, which at the

time held regulatory power after the end

of the war. KDKA aired various kinds of

programs, including recorded music, using

a phonograph with a microphone placed

before it. The station did not charge user

fees, nor carry paid advertisements. It appears that Westinghouse used KDKA as an

enticement for people to buy home radio

receivers.

Marconi’s wireless had transformed the

world by the 1920s, ushering in the age of
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radio broadcasting. In 1926 Sarnoff himself

founded the National Broadcasting Company (NBC), an RCA subsidiary that broadcast programs through a cross-country network of stations. The Columbia Broadcasting System (CBS) radio service followed

suit in 1928. The AT&T Company had

already begun exploring the possibilities of

‘network broadcasting’ in 1922, charging

fees in return for the airing of commercial

advertisements on its stations. However,

fearing legal action, it sold its stations to

RCA. In return, AT&T was given the exclusive right to provide the connections linking local stations to the NBC network.

Marcel Danesi
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MARCUSE, HERBERT (1898–1979)

[See also: Adorno, Theodor; Frankfurt School; Habermas, Jürgen; Hegemony Theory, Ideology Theory;

Marxism]



Herbert Marcuse was a German-born

Marxist philosopher and social theorist.

He was widely known for his criticisms of

capitalism, and was especially inﬂuential to

the counterculture movement of the 1960s.

He is called the ‘father of the New Left’ because, unlike Marx, he did not believe that

it would be workers who would overthrow

capitalism, but students, intellectuals, and

minority groups.

Marcuse served with the German army

in the First World War and after the war became a member of a Soldiers’ Council that

participated in the failed socialist Spartacist

uprising. After completing his PhD thesis

at the University of Freiberg in 1922, on the

German Künstlerroman, he went to work as
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a bookseller in Berlin, returning to Freiberg

in 1929 to study philosophy with Martin

Heidegger (1889–1976).

With Heidegger, Marcuse wrote his

Habilitation thesis, which was published

in 1932 as Hegel’s Ontology and Theory of

Historicity, in spite of Heidegger’s rejection

of the work. In 1933, Marcuse joined the

Frankfurt Institute for Social Research, becoming closely aligned with Max Horkheimer (1895–1973), Theodor W. Adorno

(1903–69), and others in the institute’s inner

circle. To ﬂee from Nazism, Marcuse, a German Jew, emigrated from Germany, going

ﬁrst to Switzerland, and then, in 1934, to

the United States, where he became a naturalized citizen in 1940, living there for the

rest of his life.

During the 1930s and early 1940s Marcuse worked at Columbia University, which

provided ofﬁces and academic afﬁliation

to refugees like him. In 1941 he published

Reason and Revolution, an introduction to

Hegelian-Marxist dialectical thinking and

social analysis. In that work it is obvious

that, besides Georg Wilhelm Friedrich Hegel, Karl Marx, and Martin Heidegger, Marcuse was inﬂuenced by Immanuel Kant,

Søren Kierkegaard, Friedrich Wilhelm Nietzsche, Sigmund Freud, Edmund Husserl,

and György Lukács. In 1955 he published

Eros and Civilization, a synthesis of Marx

and Freud that put forward an outline for

the foundation of a non-repressive civilization. Marcuse’s libertarian perspective anticipated many of the counterculture values

of the 1960s, helping to inﬂuence the intellectual and political thought of that decade.

Marcuse argued that the capitalist system,

as a social system organized around proﬁt

and exploitation, produces a ‘surplus of repression’ by imposing unnecessary labour,

restrictions on sexuality, and limitations on

the individual’s capacity for creativity and

innovation.

In 1952 Marcuse began a teaching career

as a political theorist, ﬁrst at Columbia

University and Harvard University, then,

from 1958 to 1965, at Brandeis University,

where he taught philosophy and politics,
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and ﬁnally (when he was past the usual

retirement age) at the University of California, San Diego. In 1958 he published

Soviet Marxism, a critical study of the Soviet

Union, focusing his critique on the Soviet

bureaucracy and outlining the differences

between authentic Marxist theory and Soviet Marxism.

Perhaps his most inﬂuential work was

his 1964 book One-Dimensional Man, which

aroused a great deal of interest in the student movement of the 1960s. This book

signiﬁcantly inﬂuenced the emergence of

the so-called New Left cadre of critics. OneDimensional Man is a wide-ranging critique

of ‘advanced industrial society’ and its

techniques of stabilization, consensusmaking, and social control. By engendering

false needs in individuals, such societies

create the conditions by which people

are absorbed mindlessly into the existing

system of production and consumption,

thus ensuring the continuity of that very

system. This, according to Marcuse, is why

the working classes lose their revolutionary

zeal in capitalist systems. It is through the

mass media and popular culture that the

‘one-dimensional’ human being is forged

and shaped – an individual who ‘reproduces’ the existing system and thus lacks

any desire to critique or oppose the system.

In his 1965 essay ‘Repressive Tolerance,’

Marcuse characterizes capitalist democracies as enfolding a subtle form of totalitarianism by seeming, on the surface, to be

highly tolerant while in effect being highly

repressive.

Marcuse married three times. His ﬁrst

wife was the mathematician Sophie Wertman (1901–51), with whom he had a son,

Peter (born 1928). His second marriage was

to Inge Neumann (1913–72), the widow of

his close friend Franz Neumann (1900–54).

In 1976 he married his third wife, Erica

Sherover (1938–88), a former graduate

student and forty years his junior. His son

Peter is currently professor emeritus of

Urban Planning at Columbia University.

Marcuse died on 29 July 1979, after suffering a stroke during a visit to Germany. He



had just spoken at the Frankfurt Römerberggespräche, and was about to go to the

Max Planck Institute for the Study of the

Scientiﬁc-Technical World in Starnberg,

having been invited to go there by the second-generation Frankfurt School theorist

Jürgen Habermas.

Augusto Ponzio
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MARKEDNESS THEORY

[See also: Content Analysis; Structuralism]



A foundational principle in structuralism

as it is practised in ﬁelds such as semiotics,



Markedness Theory

linguistics, psychology, and anthropology

is called opposition. It constitutes a model

of cognition that can be traced back to antiquity, when it was called dualism (Ogden

1932; Hjelmslev 1939, 1959; Babin 1940;

Benveniste 1946; Bochénski 1961; Deely

2001; Anﬁndsen 2006). The modern-day

version was formalized for the ﬁrst time

by the so-called Prague School of linguists

(Jakobson, Karcevski, and Trubetzkoy 1928;

Jakobson 1932, 1936, 1939; Trubetzkoy 1936,

1939; Pos 1938, 1964) and gestalt psychologists (Ogden and Richards 1923; Ogden

1932). A pivotal derivative of this principle

was called markedness theory by the Prague

School linguists, becoming a major framework for studying language in the 1950s

and 1960s, and a little later the mass media.

Markedness theory was attacked by poststructuralism in the late 1960s (Derrida

1967). But it was a temporary setback (Andrews 1990; Andrews and Tobin 1996; Battistella 1990, 1996), since it continues to be

used proﬁtably as a framework in several

ﬁelds, from linguistics to media analysis.

The basic idea behind opposition theory

is that the mind grasps the meanings of

objects and concepts not in isolated singular ways, but in terms of relations. Among

the ﬁrst to understand this were the early

founders of psychology (Wundt 1880;

Titchener 1910). Ferdinand de Saussure

(1916) called it différence. When we hear the

word cat we recognize it as distinct because

it is differentiated from other words such as

rat or fat through a sound cue in initial position. In the late 1920s, the Prague School

(known formally as the Prague Linguistic

Circle) expanded upon Saussure’s notion,

establishing it as the primary approach to

the study of sign systems across disciplines

(Wallon 1945; Parsons and Bales 1955; LéviStrauss 1958, 1971; Blanché 1966; Chomsky

and Halle 1968; Belardi 1970; Ivanov 1974;

Needham 1973; Fox 1974, 1975; Lorrain

1975; Jakobson and Waugh 1979).

The essence of the theory is that there

exists a small universal set of ‘binary’ concepts, such as yes/no and right/left. Research

in various disciplines has found, in fact,
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that these occur across cultures. The two

parts of such ‘oppositions’ are called poles.

Other kinds of concepts can be located

between the two poles, implying a kind

of ‘gradience’ in conceptual systems. For

instance, in the white/black polar opposition,

colour concepts such as yellow, red, and so

on are gradient ones since they fall between

the white and black poles. This resonates

with validity both in nature and in culture

– gradient colours are found distributed on

the light spectrum, while white and black

are polar. Words for polar concepts are

found in all languages; gradient ones, on

the other hand, show great variation across

the world’s languages. In like manner, between the polar concepts day/night, which

are found universally, gradient concepts

such as twilight, dawn, noon, afternoon, and

so on, show culture-speciﬁc variations.

Polar concepts form binary oppositions;

gradient concepts do not. In English, it is

difﬁcult to put, say, yellow into a binary opposition with another colour. But, as Ogden

(1932) pointed out, some oppositions, such

as town/country, are binary and not universal; they are clearly culture-speciﬁc. Part

of the research in this ﬁeld is, thus, to determine which concepts are universal and

which are not.

Like Saussure, the Prague School theorists ﬁrst applied opposition theory to the

study of sound systems, identifying various types and tokens of oppositional structure within them. They also came up with

a typology of oppositions – for example, a

multidimensional opposition is one in which

the differential features that are common

to both sounds also occur in other sounds;

a one-dimensional or bilateral opposition is

one in which the features common to both

sounds do not occur in other sounds; and

so on. In a phonemic opposition, such as

the one between /p/ and /b/ (for example,

pin vs. bin), one of the two is considered to

be more basic, and the other is connected

to it in some way. In this case, the /p/ is

assigned ‘basic’ status, called unmarked,

and the /b/ is assigned a ‘marked’ status,

standing out for several reasons – it is less
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frequent as an initial constituent of words;

it has a different feature (voiced, meaning

that the vocal cords vibrate) that makes it

more noticeable; and so on.

This theory can be applied to all levels

of language. Many polar concepts, for instance, seem to be formed on the basis of an

overriding ‘meta-opposition,’ as it can be

called: presence/absence. In the day/night opposition, for example, night is conceived as

being ‘absence of daylight,’ while day is not

normally conceived as being ‘absence of

night time.’ Clearly, polar concepts relate to

each other in terms of ‘markedness’ – night

is marked with respect to day. The pole day

is perceived to be the ‘present’ concept in

the opposition. It is the ‘unmarked’ pole,

while the other one, night, is related to it

through ‘absence’ and is the ‘marked’ pole.

Not all oppositions show such clear-cut

markedness, however. They may be equipollent, as in the give/accept opposition,

since either pole in it could be assigned

unmarked status, depending on the situation or on the viewpoint of those using the

opposition (Tiersma 1982; Eckman 1983).

Markedness has many implications. First

and foremost, it constitutes an unconscious

conceptual reﬂex that guides language

use. When an opposition such as tall/short

is involved, we ask instinctively ‘How tall

is he?’ not ‘How short is he?’ because, unless there is a speciﬁc reason to do so, we

assume tallness to be the unmarked pole,

and shortness to be ‘absence of tallness’ and

thus the marked one. This likely shows that

tallness is a culture-speciﬁc attribute rather

than a natural one.

Despite its obvious utility, markedness

theory became a target of criticism within

the post-structuralism movement in semiotics (Foucault 1972; Derrida 1967; Belsey

2002; Mitchell and Davidson 2007). The

post-structuralists did not view markedness theory as a tool for investigating structure; they saw it, instead, as validating that

very structure. Derrida in particular pointed out that it was a logocentric concoction,

and that it was ultimately perilous because

of the inequalities it encoded. In a binary



opposition such as day/night there are no

problems accepting day as the unmarked

form and night as its marked counterpart.

Problems arise, however, with oppositions

such as male/female and self/other. But Derrida missed the fact that markedness can be

used diagnostically to identify social inequities, not validate them. Moreover, it is a

useful analytical device for understanding

oppositional structure and its ramiﬁcations

in cultural terms. Consider the right/left

opposition (Needham 1973). This polarity

comes from the fact that we have a right

and left hand (foot, leg, ear, and eye). The

right pole is the unmarked one simply

because most people are right-handed. If

the reverse were ever to happen, whereby

left-handedness became the norm, then the

markedness relation would be reversed.

As this simple example shows, markedness

theory can be used to relate forms (words,

symbols, and so on) to cultural emphases.

It is for this reason that it continues to be

used in various disciplines, from linguistics

and semiotics to anthropology and psychology.

Marcel Danesi
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MARKETING AND THE MEDIA

[See also: Advertising; Audience Research;

Branding]



Marketing is the business of ﬁnding buyers for company products, or audiences for

media products. Marketing is so vital today

that about half the cost of production or

manufacturing goes to marketing expenses.

There are ﬁve basic marketing activities:

market research, product development,

distribution, pricing, and promotion. The

United States has the largest marketing industry in the world, with its centre in New

York City.

Marketers determine the demand for

products and services, describe the proﬁles

of probable customers or media audiences,

and measure potential sales or reactions

to products. They also ascertain how price

inﬂuences demand. And they test the effectiveness of advertising. A market study



begins with the statement of a problem that

the business or media client wants to solve.

This leads to a thorough description of the

information or data to be gathered. The

data can be obtained through such means

as questionnaires, interviews, sales audits,

electronic scanners, direct observation, and

ratings. They can also be obtained through

sources such as government agencies and

universities.

The primary objective of marketing

research is to identify the individuals or

groups who are most inclined to react

positively to a certain product on the basis of age, sex, education, class, income,

occupation, and other demographic and

psychographic variables. Marketers also

measure the size and makeup of radio, TV,

and internet audiences at different periods

of time, using this information in selecting

media in which to place ads or in preparing

a ‘media plan’ that will provide reach – the

number of people who will be exposed to

a product – and frequency – the number of

occasions to which they will be exposed to

the product.

Among the strategies and devices used

by marketers in the areas of media and advertising, the following are now standard:

• VALS (the values and lifestyles) questionnaires, which indicate how consumers

feel about or react to a product;

• copy testing, which measures the efﬁcacy

of media programs and advertising messages by showing programs or ads to

sample audiences;

• recognition testing, which indicates how

well someone can recall a program, an

advertisement, etc., with or without

prompting;

• benchmark measuring, which assesses a

target audience’s response to the early

stages of an advertising campaign or

pilot program;

• evaluation questionnaires, which assess

how well a program or an ad campaign

has met its original aims and reached its

target audience;

• commutation testing, which involves
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•



•



•



•



•



•



•



•



•



•



•



changing an image or word in an ad,

‘commuting’ it with another one, in

order to see what kinds of reactions the

change produces in subjects;

consumer jury testing, which consists of

asking consumers to compare, rank, and

evaluate advertisements or media products;

consumer panel groups, in which subjects

report back to the marketers on products

they have used, or programs they have

watched, thus providing vital feedback;

DAGMAR (deﬁning advertising goals

for measured advertising results), which

is used to identify the effects of an ad

campaign or a program in its various

stages, from awareness of the product or

program to action (purchasing, viewing);

day-after-recall testing, which indicates

how much someone can recall about an

advertisement or program the day after

it was broadcast;

diary method, in which subjects keep a

written account of the advertising or

programs they have been exposed to, the

purchases they have actually made, etc.;

eye tracking, which records the eye movement of subjects in order to determine

which parts of the brain are being activated while they are viewing some ad

or program; in the case of the internet

the technique is employed to determine

what users look at and for how long;

forced exposure, whereby subjects are

asked to view an ad or a TV program

and provide commentary on it;

galvanometer testing, which is the use of

a galvanometer to measure physiological changes in audiences or consumers

when asked a question or shown some

stimulus;

motivational research, which involves the

use of questionnaires and other materials investigating the reasons why people

watch certain TV programs or buy speciﬁc types of merchandise;

response testing, which evaluates the efﬁcacy of internet ads by how users respond to them through direct clicking;

tachistoscope testing, which determines
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a person’s recognition or perception of

various elements within an ad or program by changing lighting and exposure

or embedding images in some text;

• voice-pitch analysis, which assess a subject’s emotional reaction to an ad or

program by recording the subject’s voice

during commentary and analysing its

tonal patterns.

Marcel Danesi
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MARXISM

[See also: Culture Industry Theory; Frankfurt

School; Hegemony Theory; Ideology Theory]



Based on the work of German philosopher

Karl Marx, the term Marxism is used in various ﬁelds to apply any use of Marx’s ideas

to a speciﬁc theoretical task at hand – be it

literary criticism or media analysis. Essentially, Marx claimed that capitalism would

collapse and that communism would eventually take its place. The end of capitalism

would be brought about by a workers’

revolution against the owners of the means

of production. The workers would subsequently gain control of society’s economic

resources and of the reins of government.

Marx’s main political theory is found in a

book he co-wrote with the German journalist Friedrich Engels – the Communist Manifesto (1848).

Marx claimed that material forces (nature and human economic production)

determined ideas and the evolutionary
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paths that societies take. His philosophy

can be summed up in terms of four ideas:

(1) history progresses through a series of

conﬂicts; (2) the physical world accounts

for everything real (materialism); (3) public

ownership of property should be the basis

for economic production (socialism); and

(4) market forces determine economic activity. Marx believed that all civilizations had

experienced class conﬂict between workers

and the owners of the means of production.

In ancient societies, these two classes were

the slaves and their masters; in the Middle

Ages, they were the vassals and the lords;

and in industrialized capitalist societies,

they were the workers and the bourgeois

factory owners.

Marxism today entails an array of philosophical and political conceptions which,

rightly or wrongly, refer to Marx’s original

ideas. As Hans Magnus Enzensberger

quips in Gespräche mit Marx und Engels

(1970), Marx himself had stated: ‘The only

thing I can say is that I’m not a Marxist!’

Many of Marx’s ideas continue to be used

in one form or another, even if the users

are probably not aware of their source. One

of these is the concept of alienation, which

is used in sociology and psychology. His

ideas surface, in fact, in a broad range of

disciplines, from philosophy, sociology, and

economics to anthropology, history, media

studies, aesthetics education, and literary

criticism. Unfortunately, as Ferruccio RossiLandi (1978: 16) observes, ‘Marx’s greatness as the founder of scientiﬁc socialism

has obscured his greatness as a thinker.’

‘Marxism’ and ‘Marxist’ are abstractions

which in Marx’s own framework would

hardly be perceived as being ‘determining,’ especially when used as simple labels. Marxism was, and still is, frequently

conceived of as a mere ideological theory.

Antoine Meillet (1950) was right when he

observed that scientiﬁc research cannot

take place under such a banner. Marx said

that he was not Marxist if Marxism, as was

often the case, was to be conceived of as a

speculative (Hegelian) type of philosophy

– a deductive system of thought based on



ﬁxed principles. Marx and Engels would

have rejected such a philosophy outright.

For Marx any framework must be empirically veriﬁable, not speculative, and thus

subject to being falsiﬁed or, at the very

least, revised (Schaff 1975).

Marxist theory has been highly productive in the area of media and mass

communications studies. For Marxists,

media products in capitalist systems are

essentially ‘commodities’ which, like

material commodities, can be sold in the

marketplace of ideas, where they have a

short life. Marx did not see commodities as

given and natural, but as signs of how the

social system was organized. In a Marxist

framework, commodities are thus studied

not only at the level of exchange, but also at

the level of production and consumption.

A commodity is more than a mere product

because it functions as a message. Marx’s

demystiﬁcation of bourgeois economies

and in particular his analysis of commodities as messages are really in line with basic

semiotic method. Commodities are part of

social reproduction cycles in capitalist systems, constituting messages of a particular

kind. All this suggests that economics

should be viewed as a branch of the communication sciences, especially semiotics

(see Ponzio 1986, 1989). A major contribution coming from the Marxist perspective

for a better understanding of culture and

society consists, therefore, in showing the

relationship of commodities to their social

signiﬁcations. ‘Civil society,’ as deﬁned by

Antonio Gramsci (1891–1937), is the social

zone where consensus is produced, and it

is that zone that is the most proper place

for the study of sign systems, whether verbal or non-verbal. Following Adam Schaff

(1913–2006) in Introduction to Semantics and

what he called the ‘fetishism of signs’ (referring to Marx’s critique of the ‘fetishism

of goods’), signs and messages should be

viewed in their connection to human individuals and to social relations.

Among the different Marxist approaches

to media and culture, the best-known are

the Frankfurt School; structural Marxism



Mass Communication

(inﬂuential in France during the late 1960s

and 1970s), associated with the work of the

French theorists Louis Althusser (1918–90)

and Maurice Godelier; British cultural

theory, associated with the Centre for

Cultural Studies of the University of Birmingham, which boasts such well-known

media scholars as Stuart Hall (1932–) and

Raymond Williams (1921–88); and the

Communist Party Historians Group of

Great Britain, which was founded in 1946

with Edward Palmer Thompson (1924–93),

Eric Hobsbawm (b. 1917), Christopher Hill

(1912–2003), and Raphael Samuel (1934–

96). Prominent Marxist authors include:

the Hungarian philosopher Georg Lukács

(1885–1971); the Italian writer, politician,

and political theorist Antonio Gramsci; the

German philosopher Karl Korsch (1886–

1961); the German-American philosopher

Herbert Marcuse (1898-1979); the existentialist philosopher and writer Jean-Paul

Sartre (1905–80); the German pragmatist

philosopher George Klaus (1912–74); the

American economist Paul Marlor Sweezy

(1910–2004), founding editor of the magazine Monthly Review; and the Polish philosopher Adam Schaff. In contrast to the

‘anti-humanist Marxism’ of Louis Althusser, who qualiﬁed Marxist humanism as

revisionism, Schaff maintained the humanistic character of Marx’s original conception

and as a member of the Communist Polish

Party showed evidence of social alienation

even in countries where ‘real socialism’ had

been installed, that is, where socialism had

been realized.

Susan Petrilli
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What role does mass communication play

in our lives? What are the effects of creating and distributing cultural goods on a

mass scale for individuals and society?
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How does the audience make sense of the

unlimited stream of content being produced by the media industry? While the

nature of mass communication has drastically changed since the inception of the

discipline of mass communication in the

early twentieth century, understanding the

role mass media play in people’s everyday

lives is still of utmost importance. The role

of the mass media in people’s lives also

changes continually as society develops

and new forms of mass media emerge. For

example, since the 1990s the internet and

cellphones have radically transformed how

media content is produced, accessed, and

distributed. This shift in mass communication raises many questions about how

new forms of mass media are used, the

nature of the audience in producing and

consuming content, and the effects it has

on society. Scholars and policymakers will

have to develop different frameworks and

approaches to address these questions. This

entry provides a brief overview of the history of mass communication and discusses

key theories, approaches, debates, and

challenges in the ﬁeld.

Deﬁning Mass Communication

In the past, deﬁnitions of mass communication focused on the distribution of content

on a large scale through traditional mass

media including print, cinema, photography, and radio and television broadcasting

– forms of communication that are mass

distributed and centrally produced. With

the introduction of digital technologies and

the enormous popularity of the internet in

many parts of the world, traditional deﬁnitions of mass media have expanded to

include forms of information diffusion that

are decentralized in the production and

distribution of content. These are often referred to as the new mass media, or new media

for short. New media comprise a wide

range of applications such as ﬁle exchange

programs (e.g., ﬁle transfer protocol, or

FTP), websites, and weblogs (or blogs). The

internet has not only created different types



of communication, but also has provided

traditional media with distinct forms of

production and distribution. Print sources,

such as newspapers, often have an online

version mirroring content from the print

counterpart, but also including additional

information and distinct forms of content

production and distribution unique to the

internet. In this way, new media have enhanced how content produced for traditional media is packaged, accessed, and used.

Recent developments in communication

technologies, such as cellphones, personal

organizers, email, and instant messaging,

have begun to blur the distinction between

the mass media and person-to-person

communication. Some theorists consider

person-to-person forms of computer-mediated communication (CMC), such as interpersonal communication transmitted over

the internet or via cellphones, as instances

of mass communication because of their

volume, their capacity to diffuse information on a mass scale, and their employment

of publicly accessible communication channels (Lorimer and Gasher 2004). Moreover,

person-to-person forms of communication

can now include internet applications

and other forms of information production and dissemination (Rheingold 2002).

For example, BlackBerries allow users to

make phone calls, read and write email,

and browse and edit the Web. A BlackBerry

is a wireless personal digital assistance

(PDA) which supports receiving and sending email, cellphone, text messaging, web

browsing, and other services. BlackBerries

were introduced in 1999 by the Canadian

company Research In Motion (RIM). The

use of an ever-increasing array of technologies and applications to create, diffuse,

and access information has challenged our

understanding of mass communication and

mass media, and created new areas of research for mass communication studies.

Early Beginnings of Mass Communication

The origin of the mass media is often traced

to the mid-ﬁfteenth century, when Johan-
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nes Gutenberg invented printing in Mainz,

Germany. Before Gutenberg’s invention,

the reproduction of texts was cumbersome

because each copy needed to be handwritten. What made Gutenberg’s invention

unique was the design of a movable type

that allowed for the mass reproduction of

texts. The printing press rapidly spread

throughout Europe, leading to major social,

cultural, religious, and political change.

Hand in hand with the diffusion of the

printing press and the availability of more

print materials came an increase in literacy.

In Italy during the Renaissance, printing

helped primarily in the reproduction and

dissemination of texts from classical antiquity (Greece and Rome). Particularly well

known are the carefully crafted prints by

Aldus Manutius in Venice, his collection

consisting of a wide range of preserved ﬁrst

editions. In Germany, the Protestant Reformation took advantage of the possibilities

afforded by text reproduction and disseminated ideas in the form of manuscripts,

cheap prints, and woodcuts that challenged

the doctrines and practices of the Catholic Church. As the printing press became

more established, there was an increase

throughout Europe in the production of

original content with writers expressing

their ideas and using printing as a means of

dissemination. Concerns about copyright,

freedom of expression, and rights of access

to distributing printed material ﬁrst began

to emerge in this period, as reﬂected in the

Aeropagitica, Milton’s well-known essay

against censorship as outlined in the 1643

Licensing Order proposed by the English

Parliament. Despite the changes that have

occurred in the production of texts since

Gutenberg’s invention of movable type,

these concerns continue to be of great relevance to current debates about mass communication.

Mass Society Theory

Even though the invention of the printing

press is considered a milestone in the history of mass communication, the notion of
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a mass society formed and inﬂuenced by

the mass media emerged only in the late

nineteenth and early twentieth centuries in

the writings of European thinkers such as

Émile Durkheim, Ferdinand Tönnies, and

Max Weber. These authors were the ﬁrst

to outline the changes and challenges of

modern society, although it was not until

the formation of the Frankfurt School that

the link between mass media production

and consumption and the emergence of

a mass audience was examined in more

detail. The Frankfurt School was a part of

the Institute for Social Research at the University of Frankfurt, and members based

their writings on Karl Marx’s analysis of

the exploitation of workers through capitalist means of production. Max Horkheimer,

Theodor Adorno, and Herbert Marcuse, all

key members of the Frankfurt School, critically examined the impact on cultural life

of the production of cultural goods through

capitalist means. For them, mass-produced

cultural goods led to standardization

and uniformity in content, destroying

individuality and multiplicity of choice.

In their view, exposure to standardized

cultural goods – e.g., movies produced in

Hollywood – caused members of society

to become homogeneous, uncritical, and

passive masses with little will power to

resist the appeal and inﬂuence of the mass

media. Although today’s conception of the

mass audience and the effects of mass media

on the audience have changed dramatically

since the early writings of the Frankfurt

School, their notion of the mass audience

remains a key concept in studies of mass

communication.

Effects Theory

Early inﬂuential thinkers also include a

number of American writers. Walter Lippman, a journalist and writer, in his 1922

book Public Opinion, portrayed a view,

similar to the Frankfurt School, of mass

media as having a strong and direct effect

on audiences. Lippman saw the world

as represented through ‘pictures in our
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heads’ (1922: 3); the mass media shaped

our understanding of the world by providing us with pictures of things we had not

experienced ourselves. Yale scholar Harold

Lasswell, who was inﬂuenced by Lippman’s work, also saw the media as shaping

public opinion. In Propaganda Techniques in

World War I (1927), he argued that propaganda had a powerful effect on people’s

views and behaviours. His ideas stemmed

from observations he made during the First

World War of people’s attitudes and beliefs

shaped through a bombardment of war slogans. Lippman, Lasswell, and others saw

the mass media as having a uniform and

immediate impact on individuals, whom

they perceived as vulnerable and unable

to form their own opinions. Theories such

as these, that portray the media as an allpervasive power, are often referred to as

‘magic bullet theories’ or ‘hypodermic needle theories’ because they emphasize the

media’s targeted ability to incite particular

thoughts or reactions. Underlying these approaches to media effects was an assumption that audiences were homogeneous and

that individuals would express identical

reactions regardless of their differences in

demographic variables, such as age, gender, and socio-economic status. Such views

were consonant with contemporary behavioural learning theories that maintained

that people’s behaviour was largely shaped

by the aspects of the outside world such as

the media environment (Lowery and DeFleur, 1995).



iours, including voting and consumption

decisions. The conclusion drawn from a

series of panel studies was that the mass

media did not have a strong, direct impact

on people’s everyday decisions. Instead,

other factors, including selective attention,

retention, age, gender, and political afﬁliation, appeared to mitigate the effect of

the mass media. These ﬁndings led to the

formulation of the model of limited effects.

Paul Lazarsfeld and Elihu Katz proposed

an alternative model focusing on social

processes that inﬂuenced how information

ﬂowed from the mass media to the audience. In their book Personal Inﬂuence (1955),

they identiﬁed opinion leaders as a pivotal

linkage between the mass media and the

public, and argued that not all individuals

are equally exposed and inﬂuenced by the

mass media. Opinion leaders take the role

of gatekeepers of information because they

receive messages from the mass media,

interpret these, and diffuse them through

their personal networks. Based on these

ﬁndings, they proposed the two-step ﬂow

theory of communication, where the audience is not conceived as atomized, vulnerable individuals, but rather as members of

complex social networks through which

information ﬂows. Similarly, in The Effects

of Mass Communication (1960), Joseph Klapper argued that the mass media only play

a limited role in changing beliefs and decisions, and that social relations are the critical factor in opinion formation.

Revisiting Effects Theory



The Model of Limited Effects

The writings of mass society scholars and

effects theorists led to a series of investigations about the inﬂuence of the mass

media on society. Of particular importance

is the work of Paul Lazarsfeld, Bernard R.

Berelson, Elihu Katz, and Hazel Gaudet at

the Bureau for Applied Social Research at

Columbia University in New York, where

they used survey polling and interviews

to investigate the extent to which the mass

media inﬂuenced a wide range of behav-



In the 1970s and 1980s theorists began to

revisit the assumptions of effects theory

by acknowledging that while the effects of

mass media were limited, they were nevertheless profound and long-term. Bernard

Cohen (1963), for example, argued that

while the media cannot change people’s

opinions about issues, it can inﬂuence

which topics people consider relevant. Related to Cohen’s ideas, Maxwell McCombs

and Donald Shaw proposed agenda-setting

theory in 1972 based on their 1968 study
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of the presidential campaign in Chapel

Hill, North Carolina. In that study, they

found that the media were instrumental in

shaping the topics that were the focus of

public debate. From this perspective, the

media exert their inﬂuence by directing

public attention and shaping what people

care about (Grifﬁn 2006). A second line of

theorizing similar to agenda-setting theory

was shaped by George Gerbner in the

1960s. Gerbner was head of the Cultural

Indicators research project and dean of the

Annenberg School of Communications at

the University of Pennsylvania when he

undertook a series of studies investigating

the impact of television on the audiences’

attitudes, behaviours, and ideas of the

world. In a 1976 study, Gerbner compared

the beliefs of television viewers with that

of non-viewers and found that perceptions

of violence of those who watched frequently were higher than the perceptions

of infrequent television watchers. He proposed cultivation theory based on the idea

that television had small but cumulative

long-term effects on attitudes. The main

problem he saw with television viewing,

in particular heavy watching, was that it

‘cultivated’ speciﬁc images and attitudes.

For example, people watching television

may believe that there is more violence in

society based on the images represented on

television. As McQuail and Windahl (1993)

note, cultivation theory does not see television as providing a direct reﬂection of the

world, but rather as representing a world

in itself. A third perspective was formulated by German scholar Elisabeth NoelleNeumann (1984), who saw the media as

having powerful long-term effects on public opinion formation and expression. Her

work is most known for the spiral of silence

framework, where she argues that individuals who perceive their opinion to be in the

minority tend to remain silent because of

fear of confrontation, ridicule, or isolation. In her view, the role of the media is

to reﬂect the majority opinion and ‘silence’

other voices. Hence, the media do not have

a direct effect on individuals’ opinions, but
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rather have an effect on what individuals

perceive the majority opinion to be.

Political Economy

Like their predecessors in the Frankfurt

School, political economy of media theorists

draw heavily on Marx’s analysis of capitalist means of production and study how

ownership and control inﬂuence power

dynamics. Political economists of media

examine the structure of ownership underlying media production and the social,

political, and cultural consequences of

ownership and control. In their classic

work Manufacturing Consent, Edward Herman and Noam Chomsky (1988) discuss

ﬁve ways in which in North America media content is used to keep control over the

masses: (1) Ownership of media is concentrated in the hands of a few powerful and

wealthy people (the elite). The elite’s views,

which are often conservative, are presented

in the media. (2) Because media depend

on advertisers for their revenues, they will

focus on simple and light-hearted topics

that support a consumer mood in audiences. (3) The experts used in news sources

are likely to be members of the elite themselves representing the elite’s viewpoint

on key issues. (4) If news stories contradict

or dismiss the elite’s viewpoint, the elite

uses various forms of discipline or ‘ﬂak’ to

keep the media in line. (5) Ideologies are

formulated in people’s minds in the form

of enemies or alliances that help justify the

elite’s political strategy – for example, the

threat of communism during the Cold War.

The Mass Audience

Research on audiences is undertaken

from three different perspectives: media

research, public media research, and academic research. Media research examines

audiences from a commercial standpoint

and attempts to determine audience size

and composition in order to target content

and advertisements accordingly. From a

commercial point of view, audiences are a
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commodity that can be sold to advertisers.

Therefore, a good understanding of the audience helps to attract advertisers and improve product placement. Public media research examines the audiences’ habits and

preferences in order to improve the services

it provides to the public. Public media need

to be in tune with their audiences and be

able to provide relevant programming. By

contrast, academic research is independent

from commercial and public interests and

its main aim is to increase knowledge about

audiences and their relation to the mass

media by elaborating on existing theories

and proposing alternative ones. Questions

of interest include: (1) how audiences use

the mass media in their everyday lives; (2)

how the mass media affect their audiences;

(3) how audiences make sense of the information received through the mass media;

and (4) how cultural, historical, political,

and other contextual factors affect how

audiences use and respond to the mass

media. Each of these perspectives provides

different views and understandings of the

mass audience.

In our current media landscape, two

trends intersect to shape the nature of

the mass audience. First, the audience is

fragmented because of an increase in the

number of specialty channels in radio and

television broadcasting. Not only are more

channels available through cable, but for

many programs content on demand is now

offered via the internet. Moreover, with the

increasing popularity of computer-mediated communication (e.g., email, instant

messaging, and chat) and internet applications (e.g., YouTube, Google, and Facebook)

the audience is divided into silos by a wide

range of media types. There is no longer a

uniform audience exposed to the same type

of media and content, but instead different

groups form with unique media preferences and habits. A second trend inﬂuencing

the nature of the mass audience is the shift

from audiences as consumers to audiences

as producers of what Philippe Aigrain

terms the creative commons – that is, the sum



of all original works produced. New media

are more likely to facilitate and promote

content production because it is decentralized and easily accessible with an internet

connection. For example, on YouTube, a

video sharing site, people upload videos

and comment on videos, creating a blur between consumers and producers of content

as well as experts and novices. Moreover,

as content production becomes more accessible to the audience, the audience will be

more fragmented and more likely to be a

blend of producer and consumer.

Studying and Researching Mass

Communication

Courses on mass communication are offered in journalism, mass communication,

and media studies programs. The curriculum prepares students for careers in

journalism, photojournalism, advertising,

public relations, and radio and television

broadcasting. Generally speaking, journalism programs combine theory and practice

with a focus on teaching key practical skills

for journalistic jobs. Mass communication

programs tend to focus on issues around

media institutions and processes, such as

production and diffusion of information,

media effects, and consumption. These

programs tend to focus on quantitative research, for example survey research, public

opinion polling, and content analysis. By

contrast, media studies programs often

draw from the ﬁeld of cultural studies, relying less on quantitative methods. In recent years, the study and research of mass

communication have been broadened to

include questions and concerns about new

media and computer-mediated communication. David Gauntlett has outlined in a

recent article entitled ‘Media Studies 2.0’ a

series of challenges and changes in the way

media, content, and audiences are investigated as a result of digital technologies.

In the United States, programs in journalism and mass communication offered

at colleges and universities are evaluated
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by the Accrediting Council on Education

in Journalism and Mass Communications,

or ACEJMC. These evaluations guarantee

high standards by assessing the curriculum

offered and the professional values and

competencies across programs. Of great interest to researchers, students, teachers, and

professionals is the Association for Education in Journalism and Mass Communication (AEJMC). The mandate of the AEJMC

is to provide a forum for educators, scholars, and professionals to discuss curriculum issues arising in journalism, mass communication, and media studies programs,

to promote research in communication,

and debate concerns around freedom of

expression in our society. The International

Communication Association (ICA) presents

an international forum for researchers to

get together and discuss current research,

curriculum innovations, and challenges, as

well as key concerns of media professionals. National associations of importance in

North America are the National Communication Association (NCA) in the United

States and the Canadian Communications

Association (CCA).
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The CCA links and disseminates research by

scholars and professionals working in communications, as well as journalism, media

studies, and art.

International Communication Association (ICA).

http://www-rcf.usc.edu/~ica/

The ICA is an organization linking communications researchers and includes mass communication as one of its seventeen principal

divisions. This group also publishes several

journals, such as the Journal of Communication.

John Milton’s Areopagitica. http://www

.uoregon.edu/~rbear/areopagitica.html

This site provides the text of English writer

John Milton’s 1664 anti-censorship essay, Areopagitica.

Mass Communication entry, Wikipedia.org.

http://en.wikipedia.org/wiki/Mass_

communication

This entry offers a brief overview of mass

communication.

National Communication Association (NCA).

http://www.natcom.org

The NCA is a non-proﬁt organization dedicated to researching communication and publicizing scholarship within communications.

The NCA is responsible for publishing nine

academic journals.
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Marshall McLuhan was a communications

and media philosopher best known for

studying the media in relation to cultural

evolution and technological change. He

was born on 21 July 1911 in Edmonton,

Alberta. The family moved to Winnipeg,

Manitoba, where McLuhan earned both his

bachelor of arts and master of arts degree at

the University of Manitoba. He then went

to study at the University of Cambridge

in England. In 1936, McLuhan took a job

as a teaching assistant at the University of

Wisconsin, before joining the faculty at the

University of Saint Louis. His decision to

join that Roman Catholic institution came

after his conversion to Catholicism in 1937.

In fact, he taught at Roman Catholic institutions for the rest of his career by choice.

Upon receiving his PhD degree in 1943

from Cambridge, while still working at

Saint Louis University, McLuhan returned

to Canada to teach at Assumption College

in Windsor, Ontario, before becoming a

faculty member of St Michael’s College, a

Catholic college at the University of Toronto. In Toronto, McLuhan met Harold Innis,

a political economist who profoundly inﬂuenced McLuhan’s ideas of the media as

‘extensions’ of the human body and brain.

In 1957, McLuhan, along with others who

belonged to the Toronto School of Communication, as it is now known, began a periodical, Explorations. With funding from the

Ford Foundation, the University of Toronto

created the Centre for Culture and Technology in 1963, which McLuhan headed. In

1970, McLuhan was made a Companion of

the Order of Canada, having received six

honorary degrees. McLuhan was appointed

the McDermott Chair at the University of

Dallas. He received the Gold Medal Award

from the President of the Italian Republic

at Rimini, the Christian Culture Award at
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Assumption University, and the President’s

Cabinet Award at the University of Detroit.

He passed away on 31 December 1980.

McLuhan’s many books include: The

Mechanical Bride: Folklore and Industrial Man

(1951), Understanding Media: The Gutenberg

Galaxy (1962), The Extensions of Man (1964),

The Medium Is the Massage (1967), War and

Peace in the Global Village (1968, with Quentin Fiore and Jerome Angel), Through the

Vanishing Point (1968, with Harley Parker),

Counter-Blast (1970, with Harley Parker),

From Cliché to Archetype (1970), Culture Is

Our Business (1970), The Global Village (1988,

with B.R. Powers), Laws of Media (1988,

with Eric McLuhan), and Essential McLuhan

(1995).

McLuhan’s best-known work is, arguably, Understanding Media: The Extensions

of Man, in which he coined the phrase ‘the

medium is the message,’ meaning that a

‘medium shapes and controls the scale

and form of human association and action’

(1962: 9) and is therefore the message. In

the book, he also developed the concept

of ‘hot’ and ‘cool’ media, which are terms

referring to the different degrees of participation someone experiences with respect to

a speciﬁc medium. A medium that requires

more effort to extract meaning from it is

said to be ‘cool’ and to have ‘low deﬁnition,’ while one which requires very little

effort is ‘hot’ and has ‘high deﬁnition.’ As

McLuhan wrote, ‘any hot medium allows

of less participation than a cool one, as a

lecture makes for less participation than

a seminar, and a book for less than a dialogue’ (1962: 25).

McLuhan put forward four ‘laws’ to

which all human artefacts (including

media) are subject: ampliﬁcation, obsolescence, reversal, and retrieval. These laws,

also known as the ‘lifecycle’ of a medium,

imply that a new invention or technology

will at ﬁrst enhance some sensory, intellectual, or other faculty of the user; then,

while one area is ampliﬁed, another is

lessened or eventually rendered obsolete,

until the artefact is used to maximum capacity and must reverse its characteristics
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until it is retrieved in another medium.

An example given by McLuhan is that of

print, which initially enhanced the concept

of ‘individualism,’ rendering group identity obsolete until it changed from a single

printed text to mass production, whereby

mutual reading allowed for the retrieval of

group identity.

In The Medium Is the Massage, we ﬁnd

another of his famous remarks (now a cliché), namely that we now live in a ‘global

village,’ with no limits of time and space,

since anyone around the world can communicate with anyone else at any time.

It is through electronic media, therefore,

that we are recapturing our innate sense of

tribalism, from which we were separated

especially in the age of print.

The idea of a global village was not

an original one. Lewis Mumford had expressed a similar idea in Technics and Civilization (1934). And in 1948, Wyndham Lewis

had observed that the ‘earth has become

one big village, with telephones laid from

one end to the other’ (Lewis 1948: 21). It

was the way in which McLuhan articulated

his idea rather than the actual idea that

caught people’s attention. Moreover, in

seeing the electronic village as interconnected by electrons as extensions of

neurons he provided a framework for

understanding how we merge with our

media products cognitively. His colleague

at the University of Toronto, Harold Innis,

was also discussing the effects of communication systems on society in his Bias of

Communication, published in 1951, the same

year in which McLuhan published Mechanical Bride. In both, we can discern an interest

in different kinds of media for the evolution of knowledge.

McLuhan actually hated the modern

world and its intrusive technology. He saw

the allure of a ﬁctitious comic book hero

such as Superman as a ‘symptom’ of what

happens when philosophy and traditional

ethics vanish from everyday thought (Coupland 2010). He was an expert in Renaissance literature and an avid reader of James

Joyce, both of which put him in a frame
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of mind to look critically at the world,

especially at how changes in language reﬂect changes in cognition, and how these

result in changes in mass communications

technologies. His fear was that Big Brother,

in the form of mass communications technologies, would take over the world and

that people would acquiesce because it was

convenient for them to do so.

McLuhan is often critiqued for not having a theory about anything, just a series

of aphorisms and sound bytes. Again, it

was more the manner in which he put

forth his ideas rather than the content of

his ideas that is important. Inspired by

reading Giambattista Vico (McLuhan and

McLuhan 1992), the Neapolitan philosopher who wrote in a similar way, McLuhan used a style that was poetic and aphoristic, for only in this way, he thought,

could deep ideas be articulated concretely

without losing them in the prosaic train of

thought.

As electronic media proliferate and become more sophisticated, McLuhan’s work

continues to be relevant. His concepts of

the global village, his laws of media, and

his view of the media as extensions of human abilities continue to form a large fund

of ideas in media studies today.

Mariana Bockarova
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McQUAIL, DENIS (b. 1938)

[See also: Media Effects; Media Studies]



Denis McQuail is a leading expert in media

and communication studies, best known

for his widely quoted book Mass Communication Theory. After receiving his PhD from

the University of Leeds, he began teaching at the University of Southampton and

at the University of Leeds. He is now an

emeritus professor of sociology and mass

communication at the School of Communication Research (ASCOR) at the University

of Amsterdam.

In Mass Communication Theory, McQuail

argues that the media constantly offer

people models of behaviour, thus imparting or reinforcing norms and values to

society. The internet, according to McQuail, is changing the role of the audience

through its interactivity functions and its

capacity to overcome the traditional barriers of space and time. Its easy accessibility

interconnects information and knowledge

content to the global community. Knowledge of the world is thus becoming less

and less culture-speciﬁc. But despite these

features, the internet is nonetheless being

exploited for the traditional reasons – selling, advertising, propaganda, and persuasion. McQuail claims the uses of media,

the internet or otherwise, remain the

same.

Mariana Bockarova
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MEANING

[See also: Communication and the Media; Conceptual Metaphor Theory; Denotation versus Connotation; Language; Markedness Theory; Semiotics,

Structuralism]



How do humans determine the meanings

of symbols, words, sentences, and texts?

There probably is no deﬁnitive answer to

this question. This is compounded by the

fact that the word meaning in English (and

its equivalent in other languages) has many

meanings, as Ogden and Richards showed

in their 1923 work The Meaning of Meaning.

The word had at least twenty-three meanings in English, including the following:

She means to go there. = ‘intends’

A red light means stop. = ‘indicates’

Family means every- = ‘has importhing to him.

tance’

Her look was full of = ‘special import’

meaning.

Life must have a

= ‘purpose’

meaning.

What does that word = ‘signify’

mean to you?

etc.

The terms reference, sense, and deﬁnition

are used in linguistics and semiotics in

place of ‘meaning.’ Reference is the process

of pointing out and encoding something in

words or symbols; sense is what the encoded thing (known as the referent) entails psychologically, culturally, historically, and socially; and deﬁnition is a formal statement

about the referent. Words may have the

same referents, but they have different senses. For instance, both the words rabbit and
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hare refer to a ‘long-eared, short-tailed, burrowing mammal of the family Leporidae.’

But the two have different senses: a hare

refers to a larger mammal, with longer ears

and legs; rabbit is viewed as a ‘pet,’ while a

hare is not. The German philosopher Gottlob Frege (1879) stressed the importance of

this distinction, using the example of how

we named the ‘fourth smallest planet and

the second planet from the Sun.’ Both Venus

and Morning Star are used, but they have

different senses – Venus refers to the planet

itself (even if it embodies implicit references

to the goddess of the same name), while

Morning Star brings out the fact that Venus

is visible in the east before sunrise. Willard

O. Quine (1961) used the example of a situation in which someone overhears the word

Gavagai during a conversation between two

speakers of a different language when a

rabbit is sighted. The non-native speaker,

however, cannot determine if the word

means ‘rabbit,’ ‘undetached rabbit parts,’ or

‘rabbit stage’ because, as he has discovered

from studying the language, these are all

senses evoked by the word Gavagai. The

meaning, therefore, remains indeterminate

unless it can be inferred from the context in

which it is used.

Deﬁnition is a statement about what a

form means. As useful as it is, it is something that leads inevitably to circularity.

Consider the dictionary deﬁnition of cat as

‘a small carnivorous mammal domesticated

since early times as a catcher of rats and

mice and as a pet and existing in several

distinctive breeds and varieties.’ A problem that immediately surfaces is the use of

mammal to deﬁne cat. In effect, one concept

has been replaced by another. So, what is

the meaning of mammal? The dictionary

states that it is ‘any of various warm-blooded vertebrate animals of the class Mammalia.’ But this deﬁnition too entails the

question, What is an animal? The dictionary

goes on to deﬁne an animal as an organism,

which it deﬁnes, in turn, as an individual

form of life. It then goes into a loop by

deﬁning life as the property possessed by



422



Meaning



organisms. Looping patterns surface in all

domains of human knowledge, suggesting

that forms can never be understood in the

absolute, only in relation to other signs and

forms. In a deﬁnition, looping is caused

by the fact that words are used to deﬁne

other words. What this shows, in effect, is

that there is no such thing as an ‘absolute

meaning.’

The words denotation and connotation are

preferred to reference and sense within both

linguistics and semiotics. The meaning of

cat as a ‘creature with four legs, whiskers,

retractile claws’ is its denotative meaning.

This is the meaning used to distinguish

a cat – a mammal with ‘retractile claws,’

‘long tail’ – from some other mammal. All

other senses associated with the word cat

are connotative: He’s a cool cat (an attractive

and suave person); She let the cat out of the

bag (a secret). Connotation results from

the accretion of senses added to words

and symbols through usage. By naming

something a cat, speakers of English have

necessarily differentiated it conceptually

from other animals. The world is ipso facto

divided conceptually into a basic ontological opposition – animals that are perceived

to be cats and all the other animals, perceived as non-cats. This bears cognitive consequences – by having the word cat in our

mental lexicon we are inclined to attend to

the presence of this creature in the world as

unique. We can then turn our attention to

the world of non-cats. In that larger cognitive domain, we detect creatures that seem

to have physical afﬁnities to cats (whiskers,

tails, retractile claws, etc.). This suggests a

larger conceptual category. In English, the

name for that category is feline. As soon

as that larger domain is named, we have

again divided the world into an opposition

– felines and non-felines. In the feline part

of the opposition, we can devise further

conceptual differentiations, naming them

lions, tigers, cougars, jaguars, and so forth.

We might then consider further distinctions as being useful – Siamese and Persian

(indicating the origin of the cat) are two

such distinctions. We eventually stop such



opposition-based naming when we see it as

being no longer useful or necessary.

In psychology, the word feline is said

to encode a superordinate concept – a concept with a general classiﬁcatory function;

the word cat encodes a basic or prototypical concept (type of feline); and Siamese a

subordinate one (indicating a type of cat).

The reason for making such ﬁne distinctions is based in social or cultural practices

or needs. In a world where felines are

prominent, people develop a sophisticated

terminology to refer to them; in a world

where they do not exist, there are no words

for them; and in others where they have a

low frequency, there are only a few words

for them. In the latter worlds, what we call

cats may not even have been identiﬁed as

distinctive, and thus, apportioned to some

other domain, along with what we call

dogs and horses, given that they are all fourlegged creatures.

The notions developed within conceptual metaphor theory are now used widely

to show how abstract concepts are built

from concrete ones through ﬁguration

(metaphor, metonymy, and other associative processes) (Lakoff and Johnson 1980,

1999). Consider the sentence That colleague

is a snake. The linkage of two seemingly

diverse deﬁnitional categories creates a

meaning that is much more than the simple

sum of the meanings of the two categories

(Richards 1936). Utterances such as John is

a gorilla or Mary is a snail are not isolated

metaphors (called linguistic metaphors).

Rather, they are speciﬁc instantiations of

a mental blend – people are animals. Lakoff

and Johnson (1980) called this a conceptual

metaphor – human personality is the target

domain and animal behaviours the source

domain, representing the concrete concepts

that deliver the metaphor (the ‘source’ of

the metaphorical concept).

Figurative meaning manifests itself in

two other main ways, through metonymy

(and its counterpart synecdoche) and irony.

Metonymy is the process of using an attribute of something to stand for the thing

itself, as when ‘brass’ stands for ‘military
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ofﬁcers’; synecdoche is a ﬁgure of speech in

which the word for part of something is

used to mean the whole: for example, ‘sail’

for ‘boat.’ Irony results from a use of words

to convey a meaning contrary to their literal sense: for instance, I love being tortured

uttered by someone writhing in pain will

normally be interpreted as an ironic, not a

denotative, utterance. In other words, irony

creates a discrepancy between appearance

and reality, thus engendering a kind of

‘meaning tension by contrast.’

Marcel Danesi
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MEDIA CITIES

[See also: Globalization; Global Village]



‘Media city’ is a term currently used to

describe urban media industry centres

operating at quite different geographical

levels. They range from small-scale local

urban clusters of media industry ﬁrms
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to the large-scale regional clustering of

media industry activities in the cultural

metropolises of the global urban system.

Today, the economy of large cities and metropolitan regions is developing towards

an increasingly knowledge-intensive and

innovation-driven economy, and the media

industry is playing a prominent role in this

development trend. The media industry is

characterized by a strong concentration in

the large cities and metropolitan regions.

Within these cities and urban regions, the

media industry tends to the formation of

local clusters (in terms of the spatial concentration of interacting ﬁrms), particularly

in those inner urban districts where the

media ﬁrms can ﬁnd the best creativity

impulses. At the same time, the global media ﬁrms locate their subsidiary ﬁrms and

branch ofﬁces in the outstanding urban

media industry clusters, thereby extending

the global connectivity of the large cities

and metropolitan regions. In metropolitan

regions, which are classiﬁed as prominent

media cities, the media industry clusters

perform a quite strong contribution to urban economic growth. This entry will focus

on the geographical organization and institutional order of the media industry as part

of the creative economy of cities.

Media Cities and the Institutional Order

of the Media Industry

A main characteristic of the geographical

organization of the media industry is the

selective concentration of media ﬁrms in

a limited number of large cities and metropolises within the urban system – the

most prominent media cities of North

America are Los Angeles, New York, and

Toronto; the leading media cities in Europe

are London, Paris, Berlin, Munich, Milan,

and Amsterdam (Krätke and Taylor 2004).

The second important characteristic of the

media industry is the formation of ‘clusters’ within the area of large cities, that

is, the local concentration of interacting

media ﬁrms from which dense inter-ﬁrm

transaction and communication networks
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emerge. This clustering of specialized ﬁrms

predominantly occurs in particular urban

districts, preferably located in the inner-city

area. The locational patterns of the culture

and media industry in large cities such as

Los Angeles and London reveal that the

media industry and cultural production

tend to the formation of local agglomerations of specialized ﬁrms (Scott 2000; in

his comprehensive publication Scott also

presents detailed case studies of the media

cities Los Angeles, San Francisco, New

York, and Paris). The third most important

feature of the present-day media industry’s

institutional order is the globalization of

large cultural enterprises, which enables

global media ﬁrms with their worldwide

network of subsidiaries and branch ofﬁces

to forge links between the urban clusters

of media production activities. This supraregional and international linkage of urban

media industry clusters lies at the heart of

an emerging network of global media cities

within the worldwide urban system.

Today’s media industry is a highly differentiated business incorporating diverse

sub-sectors that range from creative content

production (e.g., in the ﬁlm and music industry) to technology-intensive branches

of the media industry like multimedia

production and the internet economy. The

major sub-sectors of this industry are audio-visual media (music industry, ﬁlm- and

TV-industry, publishing and printing), the

advertising industry, and new cross-sectional activities like the multimedia industry and the internet economy. The products

of these activities are of the utmost cultural

importance in that they function as agents

of information, inﬂuence, and persuasion,

or as vehicles of entertainment or social

self-portrayal. The ‘image production’

activities of the cultural economy (Scott

2000) in today’s marketing society include

not merely the product images created by

advertising and design agencies, but also

the lifestyle images communicated via the

program formats of the entertainment and

media industries. There is considerable

overlapping between the cities’ culture



industry and the media sector, since a large

part of urban cultural production is being

organized as a particular activity branch

within the media industry. Together they

contribute to an increasing mediatization of

social communication and entertainment.

The media industry is a driving force in the

process of commercialization of urban cultural production and lies at the heart of the

trend towards a ‘culturalization of the urban economy,’ given that its market success

is founded on the construction of images

and extensive marketing activities that are

being produced and ﬁlled with content by

the media industry.

There are further characteristics of the

media industry which are linked to the speciﬁc features of media cities. Media ﬁrms

are functioning as main providers of content for the growth sectors of new information and communication technologies and

the increasing number of private TV channels. At the same time, the media industry

is subject to frequently changing styles and

fashions. Thus there is demand for media

products with continuously renewed content (Ryan 1992). Fuelled by this dynamic,

the media industry clusters in large cities

are contributing to the urban economic

growth quite positively in terms of job creation and formation of new start-up ﬁrms.

Second, creative knowledge and continuous innovation of products are most important in the media business. At the same

time, the media industry is characterized

by a pronounced institutional diversity of

its economic actors. The media industry of

large cities usually contains a very large

number of small, specialized media ﬁrms

and creative ‘freelancers’ as well as large

customer ﬁrms like TV channels and global

media ﬁrms with a diversiﬁed range of

activities. Within this institutional setting,

the interaction of ﬁrms and particularly

their cooperation on a project basis (e.g., a

particular ﬁlm production or TV series) in

ﬂexibly organized inter-ﬁrm networks is

widespread. The need for continuous and

ﬂexible interaction of specialized media

industry ﬁrms strongly encourages the
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formation of local media industry clusters

within large urban regions (Krätke 2002).

Media Cities as Centres of Creativity and

the Production of Lifestyle Images

Local cluster formation of media ﬁrms (as

mentioned) regularly occurs in particular

urban districts: within large cities and metropolitan regions the media industry clusters are frequently concentrating in culturally attractive inner urban districts or in the

districts which are preferred by the city’s

‘creative scenes’ and subcultures. First, the

locational preferences of media industry

actors are geared towards a spatial combination of working, living, and leisure/cultural life. Second, media ﬁrms are seeking

locations in proximity to other media ﬁrms,

since local clustering offers a variety of opportunities for ﬂexible inter-ﬁrm cooperation and communication networks (Krätke

2002). Local clustering of media ﬁrms in

the inner urban districts of a metropolitan

region offers easy access to a variety of

creativity impulses and to speciﬁc (creative)

knowledge resources. Furthermore, local

clustering is supportive for the creation of a

sense of community among start-up ﬁrms

(which might be helpful for lowering startup risks). Third, local clustering in culturally attractive inner urban districts offers

direct access to urban scenes and (sub-) cultural milieux which are being perceived by

the media industry actors as a major source

of inspiration and a particular resource of

creativity (Florida 2005).

As regards the relationship between

urban cultures and the media industry, the

prominent media cities are functioning as

‘lifestyle producers.’ This includes the production of lifestyle images, on which many

lifestyle groups are based in recent times.

The lifestyle image production activity is

a part of the culture and media industry

activities. This image production activity is

concentrated in the prominent media cities, from which lifestyle images are being

spread in the worldwide urban system. In

conjunction with the increasing mediatiza-
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tion of social communication and entertainment, the culture and media industry

functions as a ‘trend machine’ that picks up

on the trends which are developing primarily in the leading metropolises and media

cities, exploits them commercially (Ryan

1992), and transmits them worldwide as

part of the phenomenon of globalization.

This global export of symbolic messages

by the culture and media industries has a

growing impact on everyday cultures, i.e.,

value systems and ways of life.

The locations of lifestyle image production activities are the urban media industry

clusters that are established primarily in

prominent media cities. However, the local concentration of the media industry

activity in particular urban districts, which

tend to be situated in culturally attractive

inner-city areas, is not solely determined by

the economic driving forces of cluster formation. It also has much to do with urban

lifestyle: in cities such as New York, London, and Berlin, culture and media ﬁrms

prefer inner-city locations in which living

and working environments merge with

leisure-time culture. The speciﬁc quality of

urban life clearly becomes a factor of attraction here. Since this factor of attraction

is constituted by the culture and media industry actors themselves, we can speak of a

socially produced location advantage of the

inner-urban areas of large cities and metropolitan regions. For the ﬁrm owners and

employees in the media industry the local

connection between working, living, and

leisure time activities is a factor of attraction that is in harmony with their lifestyle.

These people often prefer to live in a ‘subcultural’ urban district that they can use as

a creativity-stimulating social environment

which enhances the productivity and innovative capacity of their media content production activity. In the local media industry

clusters of prominent media cities there is

a direct link between certain lifestyle forms

and speciﬁc urban forms of creative production activity and thus a clear overlapping of the geographies of production and

consumption (Krätke 2003).
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The growth of culture and media industry clusters in selected large cities and metropolitan regions is related to the fact that

these cities have the sociocultural properties to become a prime location of the ‘creative class,’ in terms of Richard Florida’s

concept (2002 and 2005). A concentration

of the creative class, in which particularly

the human actors of the culture and media

scene have a high share, attracts such ﬁrms

as the music industry as well as the ﬁrms

of other branches of the media industry.

Furthermore, this attraction power also applies to a whole range of other knowledgeintensive industrial activities (the software

industry, the life sciences sector, etc.). Florida emphasizes the sociocultural properties

which make a city like London, New York,

or Berlin particularly attractive as a place

of living and working for the creative class:

‘Creative people … don’t just cluster where

the jobs are. They cluster in places that are

centers of creativity and also where they

like to live’ (Florida 2002: 7). Thus lifestyle

attributes of the creative class and a supportive sociocultural milieu are at the centre of a city’s attractiveness to the creative

economy. At the same time, attractiveness

to the creative economy is a major development factor of media cities.

Florida highlights the role of a ‘social milieu that is open to all forms of creativity –

artistic and cultural as well as technological

and economic’ (Florida 2002: 55). In an urban sociocultural milieu which is characterized by openness to a diversity of cultures

and lifestyles, the many different forms of

creativity can take root and ﬂourish. In urban districts where subcultural scenes like

a cutting-edge music scene or vibrant artistic community are ﬂourishing, the actors of

different activity branches of the creative

economy are attracted and stimulated, and

a cross-fertilization between different subsectors of the culture and media industry

is being facilitated (e.g., the combination

of creative-content-producing activities

and technology-centred media industry

activities in today’s multimedia industry).

A supportive sociocultural milieu as well as



the local clustering of media ﬁrms and institutions is facilitating the rapid transmission and diffusion of knowledge and ideas

(creativity impulses) and thus enhances the

innovative capacity of urban media industry clusters.

Moreover, in particular cases the city as

a whole can become an attraction factor

for the media business in that the symbolic

quality of the speciﬁc location is being incorporated into the products of the culture

and media industry (Scott 2000). Hence

production locations such as New York,

Hollywood (Los Angeles), Paris, and Berlin

are perceived in the sphere of the media as

being ‘brand names’ that draw attention to

the attractive social and cultural qualities of

the cities concerned. This includes, in particular, the perception of the city as a social

space in which there is a pronounced variety of different social and cultural milieux.

As regards the content and ‘design’ of their

products, media ﬁrms have to contend with

rapidly changing trends (Ryan 1992). For

that reason the media ﬁrms wish to be near

the source of new trends that develop in

certain metropolises such as New York, Los

Angeles, London, Paris, and Berlin.

Metropolises of this kind as well as the

upcoming media cities in the urban system

are being perceived as a living space with a

sociocultural milieu that is marked by great

‘openness’ and an atmosphere of tolerance.

This is turn enhances their attractiveness

for creative talents and makes them a

source of inspiration for cultural producers. Marked social and cultural variety and

openness, therefore, represent a speciﬁc

‘cultural capital’ of a city, which is highly

attractive for the actors of the creative economy and particularly the media industry

(Krätke 2003). On a local level, this cultural

capital of a city might also be characterized

as a speciﬁc ‘subcultural’ capital of particular districts within the city. The development of media industry clusters in selected

large cities and metropolitan regions and

hence the formation of media cities is to a

large extent being driven by the location

choices of creative people, who ‘prefer
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places that are diverse, tolerant and open to

new ideas’ (Florida 2002: 223).

The knowledge-intensive activities and

the creative economy are an important

resource of future urban economic development. However, a ﬂourishing creative and

knowledge economy is based on place-speciﬁc sociocultural milieux which positively

combine with the dynamics of cluster formation within the urban economic space.

The formation of media cities thus depends

on the dynamic interplay of economic, sociocultural, and spatial factors.

Globalization and Global Media Cities

Today’s media industry is characterized by

a marked trend towards the globalization

of corporate organization. The formation of

huge media groups is accompanied by the

creation of an increasingly global network

of branch ofﬁces and subsidiaries. This global network of ﬁrms linked under the roof

of a media group (i.e., the global media

ﬁrm) has its local anchoring points in those

centres of the worldwide urban system that

function as cultural metropolises and centres of the media industry. Thus the media

industry is also a prime mover for globalization processes in the urban system, in

which urban media industry clusters act

as the major local nodes in the globally extended organizational networks of the large

media groups (Krätke 2003). The globalization strategy of media ﬁrms is geared towards using the different media cities’ creative potential, knowledge, and innovation

resources on a global scale. The setting up

of a subsidiary ﬁrm or a branch ofﬁce in the

leading centres of the media industry offers

the opportunity to incorporate the latest

fashion trends in the sphere of culture and

media as quickly as possible and, at the

same time, to exploit the latest technological developments in the media sector (e.g.,

in digital image processing and internet

applications). At the local level, the global

players in the media industry are networking with the small, specialized producers

and service providers of the media indus-
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try, thereby establishing a global network

of their branch ofﬁces and subsidiary ﬁrms

which links the geographically widespread

urban centres of media production with

one another. In this way the global media

ﬁrms are creating a global connectivity of

the world’s prominent media cities.

A ‘global media city’ is characterized by

the overlapping of the locational networks

of a variety of global media ﬁrms. This applies, for example, to New York, Los Angeles, Toronto, London, Paris, Milan, Berlin,

and Munich. Here, the local and the global

ﬁrms of the media industry are linked in

a development context that fosters the

formation of a large urban media cluster

whose international business relations are

handled primarily via the global media

ﬁrms that are present. The local media cluster in Potsdam, which is part of the Berlin

metropolitan region, might be taken as an

example (Krätke 2002) to show that the media cluster ﬁrms are not only closely networked within the local business area but

are also integrated into the supra-regional

location networks of global media ﬁrms: in

the case of Potsdam the local cluster ﬁrms

are directly linked with the resident establishments of global media ﬁrms from Paris,

London, and New York. The global media

groups are organizing the worldwide marketing and distribution of their respective

media products and are thus contributing

to the global spread of media content and

formats which are generated in the major

production centres of the global media industry, in particular in Los Angeles, New

York, Paris, London, Munich, and Berlin

(Krätke and Taylor 2004).

Most research on today’s world city

network has been concentrated on the

formation of global cities as the prime locational centres of global ﬁrms of advanced

producer services. The intra-ﬁrm ﬂows of

information, knowledge, instruction, and

other business between enterprise units

of advanced producer service ﬁrms has

created a world city network based upon

the organizational patterns of global ﬁrms

(Taylor 2004). Research on the media indus-
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try’s world geography and the network of

‘global media cities’ in particular started

by identifying the most important urban

nodes of the global media ﬁrms’ locational

network (Krätke 2003). The locational

pattern of the global media ﬁrms’ organizational units reveals a highly selective

geographic concentration on a global scale:

in 2001, more than 50 per cent out of nearly

3,000 branch ofﬁces and subsidiary ﬁrms

of global media groups were concentrated

in only 22 cities within the global urban

system. The leading group of ‘alpha’ world

media cities contained the cities of New

York, Los Angeles, London, and Paris,

which are ranked as genuine global cities

in virtually every analysis of the global urban system. Thus it has to be stressed that

today’s global cities are to be characterized

not only as centres of global corporate services, but also as major centres of the media

industry. However, among the other cities

that qualify as major global media cities

there are interesting deviations from the

widely employed global city system: the

‘alpha’ group of global media cities also

includes Berlin, Munich, and Amsterdam,

three cities that in global city research

which focuses on corporate services were

ranked as ‘third-rank’ world cities. In the

system of global media cities, by contrast,

these cities are included in the top group,

since they have achieved a degree of integration into the location networks of global

media ﬁrms that qualiﬁes them as internationally outstanding centres of the media

industry.

Whereas the global city network constituted by advanced producer services has

major nodes which are quite evenly represented in all the major regions of the world

(Taylor 2004) – with the exception of Africa

– the network of global media cities reveals

a rather uneven distribution in favour of

the European economic territory (Krätke

2003). In North America, the prime nodes

of global locational networks of the media

industry are concentrated on just three outstanding centres – New York, Los Angeles,



and Toronto. Europe, on the other hand,

has the largest number of media cities with

a high global connectivity. The main reason

for this is cultural diversity, since the European economic territory has a large number

of different nation-states and a multitude

of distinct ‘regional’ markets and cultures.

This cultural market differentiation is at

the same time a driving force for the organization of global production networks

in the media industry with local anchoring

points in different nation-states. The abovedescribed network of global media cities

as a whole is a reﬂection of the locational

system run by the Western world’s media

industry, which concentrates primarily on

North America and Europe. Large media

groups with a transnational impact also

exist in Asia (particularly in the metropolitan regions of Mumbai, Taipai, Hong Kong,

and Shanghai), but the outstanding media

cities of Asia are to be characterized as

large urban media industry centres which

for the most part serve the various national

markets within the world region of Asia.

The formation of media cities has great

inﬂuence on the developmental dynamics of the media industry. The selective

concentration of media industry ﬁrms

in large cities and metropolitan regions

is a component of the overall structural

change of the economy of large cities and

metropolitan regions towards an increasingly knowledge-intensive and creative

economy. In metropolitan regions which

are classiﬁed as prominent media cities, the

media industry activities strongly contribute to urban economic growth. Media cities

are characterized by the formation of large

clusters of interacting media ﬁrms. This

clustering is accompanied by dense interﬁrm cooperation and ﬂows of knowledge,

ideas, and creativity impulses which are

strengthening the innovative capacity and

development dynamics of urban media

industry clusters. In other words, agglomeration economies are of particular signiﬁcance in the organization and development

of the media industry. At the same time,



Media Effects

the development of media cities is related

to the locational preferences of the ‘creative

class’ and thus dependent on speciﬁc sociocultural properties like diversity, tolerance,

and cultural and subcultural capital, which

are most important for a city’s attractiveness to the creative economy. Within the

framework of a globalizing media industry,

the prime media cities of the urban system are functioning as major geographic

nodes of the organizational networks of

global media ﬁrms, which in turn leads to

an accelerated growth dynamic of global

media cities. Contemporary globalization

processes in the spheres of culture and the

media are to a large extent proceeding from

these prime locational centres of the media

industry.

Stefan Krätke
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Does the portrayal of violence on television or in movies lead to real-life violence?

Does exposure to frivolous sitcom humour

weaken serious dialogue? These questions

underlie the rationale behind a line of inquiry that attempts to assay the effects of

media on people. Known generally as media

effects (ME) studies, the goal of research in

this ﬁeld of inquiry is to answer questions

such as these. The earliest scientiﬁc ME

studies go back to the late 1930s. Although

this strong claim that media directly inﬂuence people is now largely abandoned or

at least questioned, the weaker claim that

media impacts are indirect does seem to

hold some validity. Given the obvious importance of such questions, it should come

as little surprise to ﬁnd that research on the

purported effects of the mass media has

been a target of great interest to psychologists and other social scientists.

Long before the use of psychological

surveys and experimental techniques for

investigating MEs, a number of scholars

saw the advent of mass media culture as

spawning a form of ‘commodity culture’

that was consumed by people in the same

way that they consumed manufactured

products. The starting point for such critique can be found in the writings of the

British social critic Matthew Arnold (1822–

83) who, already in the nineteenth century,

saw mass culture as being tasteless and

homogenized. Arnold initiated a ‘culture

versus civilization’ argument, warning that

mass culture was a threat to civilized society. Arnold’s attack was taken up by Frank

R. Leavis (1895–1978) in the 1930s and

1940s. Leavis saw the spread of American
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pop culture through mass communications

technologies as evidence of the decline of

civilization. Although these are now seen

as elitist critiques, they are still reference

points in the ME debate.

In between Arnold and Leavis, a group

of scholars known as the Frankfurt School

philosophers also approached the question

of MEs from a speciﬁc ideological angle

– that of Marxism. The Frankfurt School

(in full: The Frankfurt Institute for Social

Research) was founded at the University

of Frankfurt in 1922 as a school of social

research aiming to understand how human

groups evolved collectively under the impact of modern technology and capitalism.

Scholars like Theodor W. Adorno (1903–

69), Walter Benjamin (1892–1940), Max

Horkheimer (1895–1973), Herbert Marcuse

(1898–1979), Erich Fromm (1900–80), and

Leo Lowenthal (1900-93) took a highly

negative view of mass culture, seeing its

emergence as part of a hidden ‘culture

industry’ controlled by power brokers

who aligned cultural productions with the

logic of marketplace capitalism. Adorno

and Horkheimer traced the source of this

to the Enlightenment and the subsequent

Industrial Revolution. Breaking somewhat

from this mould was Walter Benjamin, who

put forward a ‘catharsis hypothesis,’ by

which he suggested that the vulgar aspects

of mass culture allowed common people to

release pent-up energies and, thus, ended

up having the effect of pacifying them.

In his 1922 book Public Opinion, the

American journalist Walter Lippmann argued that the growth of mass media culture

had a powerful direct effect on people’s

minds and behaviour. Although he did not

use any empirical evidence to back up his

argument, Lippmann’s claim is the earliest version of what has come to be called

hypodermic needle theory (HNT) – namely,

the view that the mass media can directly

inﬂuence behaviour in the same way that

a hypodermic needle can directly affect

the body. The American scholar Harold

Lasswell took up Lippmann’s basic argument in Propaganda Technique in World War I



(1927), also suggesting that mass-mediated

propaganda affected people’s politics,

family relations, and general outlooks and

behaviours.

But HNT remained at the level of speculation until a truly remarkable event took

place in 1938 – the radio broadcast of War of

the Worlds, Orson Welles’s radio adaptation

of the H.G. Wells novel about the invasion

of Earth by aliens. Many listeners appeared

to mistake the broadcast for the real thing,

despite regular announcements that it was

ﬁction. Apparently, people left their homes

in panic and contacted the local authorities. The event led to the ﬁrst psychological

study of MEs, called the Cantril Study, after

Princeton University professor Hadley

Cantril, who, with a team of researchers,

decided to interview 135 subjects after

the event. Titled The Invasion from Mars:

A Study in the Psychology of Panic (1940),

Cantril’s study seemed to lend empirical

support to HNT when he concluded that

the panic caused by the broadcast was real,

even though many subjects did not admit

to believing it, lying in order to hide their

shame.

The Cantril Study was quickly criticized

by psychologists and sociologists as being ﬂawed. Among other things, it did

not establish a true statistical correlation

between the radio broadcast and the degree

of reported panic. Moreover, the panic may

have been caused by subsequent media

reports that intentionally exaggerated the

story. In actual fact, no deaths or serious injuries were ever linked to the radio broadcast, and the streets were never crowded

with hysterical citizens running around in

panic as the media claimed. The reported

panic was itself a media ﬁction.

However, to many observers the Cantril

Study seemed to demonstrate that the media did indeed produce effects on people,

opening the door to a host of follow-up

studies aiming to determine the extent to

which media impacts were real. Already in

the 1940s scholars started to ﬁnd different

kinds of results, showing, in contrast to the

Cantril Study, that people got out of media
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content what they were already inclined

to get. For example, in an inﬂuential 1948

study, The People’s Choice, the American

sociologist Paul Lazarsfeld (1901–76) and

a team of researchers found that the media

had very little (if any) ability to change

people’s minds about how they would vote

in an election. People simply took out of

media content only the views that ﬁtted

their preconceptions, paying no attention to

the others.

Follow-up research has largely corroborated Lazarsfeld’s ﬁndings. Known

generally as selective perception theory, it has

demonstrated, cumulatively, that the perception of media content is context-bound

and often mediated by so-called ‘leaders’

of the communities in which people live.

Lazarsfeld and Elihu Katz (1955) showed

that people’s interpretations of media

content were consistent with the values

of the social class or group to which they

belonged. Individuals reacted typically to

media as members of interpretive communities – families, unions, neighbourhoods,

churches, and so forth. In such communities, ‘opinion leaders’ (for example, union

leaders, church ministers) tend to inﬂuence

how other members will interpret media

content. So, in contrast to HNT, which

portrays media impact as a one-step ﬂow

reaching a homogeneous audience directly,

selective perception theory sees it as a twostep ﬂow, in which the ﬁrst step is through

the opinion leader(s) who interpret media

content and then, in the second step, pass

on their opinions to group members.

In partnership with George Gerbner

(1919–2005), Lazarsfeld also argued that the

media actually had a conservative social

function, rather than a supposed disruptive one. For example, the representation

of violence and deviancy on TV crime

programs and in movies will hardly lead

to more violent crime in society, because

such representation has a moral subtext

to it – it warns people about the dangers

of violence and crime. This is known as

cultivation theory because it claims that the

media ‘cultivate,’ not threaten, the status
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quo. The over-representation of violence

in the media, therefore, is intended to reinforce a respect for law and order, since the

‘bad guys’ will ultimately have to pay for

their sins. There is a catch here, however.

In the 1960s and 1970s, Gerbner undertook

studies investigating the effects television

violence had on audiences, ﬁnding that the

beliefs of ‘heavy television viewers’ had

a heightened sense that the world was a

more violent place. He called this phenomenon the ‘mean world syndrome.’ German

scholar Elisabeth Noelle-Neumann (1984)

saw the media as having lasting effects.

Her spiral of silence theory claims that people

will tend to remain silent about what they

believe, thinking that they are in the minority and thus fearing confrontation or ridicule. They perceive the media as reﬂecting

the majority opinion, and, thus, they tend

to remain silent.

In a series of studies, Elihu Katz argued

that audiences are not passive consumers

of media representations. On the contrary,

he claimed, they use the media for their

own purposes and gratiﬁcations. In his uses

and gratiﬁcations theory, he maintained that

media do nothing to people; rather, people

use the media for their own desires. British

cultural theorist Stuart Hall (b. 1932) also

suggested that people do not absorb media

passively but rather read them in one of

three ways – the preferred reading is the one

that the media hope people will take from

their representations (but this is not a guarantee). In the negotiated form of reading,

people are affected only partially by media

content. In an oppositional reading, people

take away the opposite meaning from what

the makers had intended.

In 1972 Maxwell McCombs and Donald Shaw proposed agenda setting theory,

based on a study in which they found that

the media exerted considerable inﬂuence

by shaping what people are supposed to

care about. In other words, what makes it

to the media gets attention. At about the

same time, feminist critics started attacking

the mainstream media for misrepresenting women and catering to the desires of
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patriarchal institutions and viewers. The

early feminists argued that representations

of women in the media were essentially

degrading and played a role in promoting

violence against women. Although no empirical evidence was ever presented to back

up the latter claim, some of the critiques

were well founded. The images of women

in the media as either ‘sexual creatures’ or

‘subservient homemakers’ were common,

even though there were notable exceptions.

But the tide in feminism veered drastically

in the opposite direction in the late 1980s.

By the 1990s feminist critics saw the media

as a critical means through which women

had gained liberation, allowing them to assume a sexual persona openly. Called postfeminism, the new feminism claimed that

the display of female sexuality in media

should not be viewed as exploitation, but

rather as a subversive form of representation against previous and largely religious

representations of women.

Of interest to the whole ME debate are

lines of investigation that have been pursued in different domains and by scholars in different disciplines. The catharsis

hypothesis claims that the function of the

media is to provide a vehicle for people to

vent their pent-up emotions. Thus, overrepresentations of violence and aggression

in the media end up having a preventive effect, since by engaging in a fantasy form of

aggression, some people are released from

hostile impulses that they would otherwise

act out in real life. However, the relevant

research on this subject has turned out to

be ambiguous. The main ﬁnding that can

be extrapolated from the research is that

the degree to which people are affected by

media content depends on background factors such as level of education, which Cantril had originally found in his study.

Also of interest is propaganda theory,

which claims that the media tend to serve

the interests of those in power by manufacturing consent on important issues. The

theory is associated with the American linguist Noam Chomsky (Herman and Chomsky 1988), who claims that those in charge



of the media determine what news coverage to select and how to present it, making

them nothing more than a propaganda

arm of the government in power. Examples

mentioned as evidence include TV coverage of the Vietnam War and the war on terror (in Afghanistan and Iraq). Propaganda

theorists, like other ME supporters, do not

seem to believe that ordinary people can

tell the difference between truth and manipulation. They claim that the only way

the media can be held accountable is by

making them broadly accessible. Such access is now becoming a reality because of

the internet.

There is one more line of inquiry that

merits discussion here – namely the ideas

of Canadian communications theorist Marshall McLuhan (1911–80) – since it takes the

ME hypothesis and projects it onto a broader psychological and socio-evolutionary

terrain. McLuhan claimed that there existed

an unconscious synergy between technology, media, and cultural evolution. Each

major period in history takes its character

from the medium used most widely at the

time. From 1700 to the mid-1900s, print

technology gave prominence to the print

medium. McLuhan called this the ‘age of

print’ and the ‘Gutenberg galaxy’ – after

the inventor of modern print technology,

Johannes Gutenberg (ca 1395–1468). In that

period, printed books were the chief tools

through which mass communications and

cultural changes took place. The ‘electronic

age’ displaced the Gutenberg galaxy in the

twentieth century. Since electronic modes

of communication increase the speed at

which people can interact and the number

of people who can be reached, they have

inﬂuenced the lives of everyone, even of

those who do not use them.

In McLuhan’s view, the reason why media evolution and human evolution now

coincide is that media are extensions of

sensory, affective, and cognitive processes.

Media are thus tools, not only in the literal

sense of the word, but also in the sense of

intellectual artefacts. An axe extends the

ability of the human hand to break wood;
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the wheel allows the human foot to cover

great distances; the computer allows the

human mind to extend its computational

prowess; and so on. As the media change,

so do our sensory and thus our knowing

prowess. The result is sociocultural change.

Today, ME studies have been directed increasingly at the effects of the internet and

other digital technologies on individuals

and societies. Some researchers claim that

the merger of machines and brains is on the

verge of becoming a reality (Chlorost 2011).

Cyborg theory maintains that through

the use of chips and other devices we will

evolve into a new species. Implanting a

BlackBerry in the brain would be, according to the theory, a logical and inevitable

outcome of how technology and human life

have been merging since antiquity. Critics

counter that this is really a naive wish and

that most people want to use technology,

not merge with it.

The effects of the internet cannot be denied. As Pariser (2009) has documented in

his research, Google is now able to contour

every search to match the proﬁle of the individual making the search. The search process is thus ‘personalized.’ This means that

Google can inform a user what is best for

him or her. Google can in this way direct a

user to information that reinforces the person’s supposed world view, ideological inclinations, and beliefs. This cuts people off

from different viewpoints and dissenting

opinions. The internet is thus generating

‘mind bubbles’ in which individuals remain

imprisoned. Pariser (2009: 24) puts it as follows: ‘Democracy requires citizens to see

things from one another’s point of view, but

instead we’re more and more enclosed in

our own bubbles’ (2009: 24).

Another negative effect of the new media is that we might be losing our sense of

self as we interconnect with others through

the internet. Echoing Marshall McLuhan,

Lanier (2010: 12) suggests:

We [engineers] make up extensions to

your being, like remote eyes and ears

(webcams and mobile phones) and ex-
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panded memory (the world of details

you can search for online). These become

the structures by which you connect to

the world and other people … We tinker

with your philosophy by direct manipulation of your cognitive experience …

It takes only a tiny group of engineers

to create technology that can shape the

entire future of human experience with

incredible speed.

ME study is probably more important

today than it ever was, as it focuses on the

ways in which new media change people

and societies. It is evolving into an investigation that looks not only at how individuals are affected by media, but at how

technology, media, and the human brain

interact.

Marcel Danesi
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MEDIA LITERACY

[See also: Electronic Media; Globalization; Literacy;

McLuhan, Marshall; Media Effects]



Western culture is currently obsessed with

notions of literacy. The concept of literacy,

as a result, gets awkwardly mapped onto

all manner of media, learning, and forms

of engagement, creating bastard hybrids

like ‘social literacy,’ ‘cultural literacy,’

‘visual literacy,’ and ‘media literacy.’ We

now clumsily use the word as a means of

discussing our facility in navigating a vast

array of cultural and social differences and

environments. Unfortunately, literacy does

not translate very well across cultures in an

age of globalization because it is a concept

that exists only in English (Kress 2003: 22).

Other languages do not even have a word

for it, although they do for the concept of

alphabetic writing or of being ‘lettered,’

as in alphabetisme in French. Over two decades ago, classicist Eric Havelock (1986)

observed that this preoccupation with

literacy in contemporary culture existed

alongside our newly rediscovered awareness of the earlier ‘crisis in communication’

that was the historical shift from orality to

alphabetic culture, and that this obsession

has arisen to such prevalence precisely because we are perched at the moment where
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literacy is ceasing to be the guiding light of

cultural navigation.

The noun literacy is a late arrival in the

linguistic world. Just as the word and

concept of being literate was born roughly

contemporaneous with the need for printing press technology (circa 1432 for the

word, 1436 for the machine), illiterate did

not exist until more than a century later in

1556 when books had become widely available (if not affordable) commodities (OED

Online). Literacy, by contrast, as a word and

a concept only sprung into being in 1883

in the context of universal education (OED

Online) and at a time when photography

was just beginning to be animated by the

early moving picture technologies that predated ﬁlm’s arrival in 1895. As the spread

of media choices expanded, a word was

needed to privilege text as the signature

badge of an education, and to designate it

as unique in its properties. We continue to

use the term literacy now among and for

our escalating wealth of increasingly visual

media precisely because it is such a powerful metaphor to describe a particular means

of engagement with our technologies.

As screen-based media gain greater

cultural importance and relevance over

print-based ones, the traditional monocular

focal point of visual perspective (credited

with birthing the Renaissance) is similarly

starting to wane as a useful tool for making sense of our time and world. It is the

monomodal nature of literacy and perspective that has relegated these tools that have

ruled Western culture for so long to the

backseat in the immersive spaces of multimedia culture. As the current generation of

technologies of media creation and distribution become increasingly powerful and

accessible, discursive practice in our multimodal cultural environment now includes

the ability to pick and choose between

media of expression, which might involve

alphabetic text as well as image, sound,

and animation. So-called ‘media literacy’ is

this new ability to navigate multimodally

using social software and participatory

media, and to combine them with the navi-
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gation of new mnemonic technologies and

methods. Media convergence through the

combined forces of digitization and globalization is transforming these phenomena

into a new hybrid altogether as mode and

media separate, as literacy is superseded by

multimodality, and perspective is replaced

by multidimensional orientation in a postliterate world.

Post-literacy does not mean that literacy

is dead, but that the essence of what it

means to be literate in our digital culture has so altered our world that the old

rules no longer apply. Post-literacy is a

revolutionary new way of engaging with

cultural information. Our world is in a

massive state of transition as we undergo

a paradigm shift, a sea change in the way

we perceive and interact with culture and

media. From their own unique viewpoints,

Marshall McLuhan, Walter Ong, and Vilém

Flusser have all documented these visual

and discursive revolutions that Western

civilization is experiencing as a result of

unprecedented technological change. In

another age, literacy and the printed book

in particular marked a similar transition

from oral to written culture that wholly

transformed human consciousness. The

alphabet, McLuhan argued, splintered the

senses, privileging the eye above all others

and superseding the ear that had ruled the

oral world. Printing and the printing press

gave birth to nationalism and eventually to

the private self and to private expression

(2004: 58–60). The book imposed temporality on the word, Ong (1988) argues, making

it appear to be ﬁnite and making words

seem to be authoritative. The author within

such a technological framework of information dissemination became a monolithic

authority, a construct, whose power was

indisputable within the concrete space

of the printed page. This shift away from

orality led to the birth of history and the

sciences, codiﬁcation, classiﬁcation, hierarchies and other linear methods of ordering

knowledge.

In the last two centuries, we have undergone a sensory re-alignment again with
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the arrival of electricity as communication

technologies have been replaced by information technologies:

With the advent of a world environment

of simultaneous and instantaneous information, Western man shifted from visual

to acoustic space, for acoustic space is a

sphere whose center is everywhere and

whose boundaries are nowhere. Such is

the space created by electric information

which arrives simultaneously from all

quarters of the globe. It is a space which

phases us out of the world of logical

continuity and connected stability into

the space-time world of the new physics, in which the mechanical bond is the

resonant interval of touch where there

are no connections, but only interfaces.

(McLuhan 2004: 194)

As immersion becomes the norm for interfacing with our information and ubiquitous computing increasingly prevalent, we

take for granted being plugged in. Where

the mechanical media had functioned as

an extension of our bodies, electric – and

later electronic – media become virtual

extensions of our nervous systems and our

interface with the world. The signiﬁcance

of this lies in the fact that the new media

are information systems with ‘a completely

different set of effects on psyche and society from any effects that the old mechanical

technologies had’ (McLuhan 2004: 62–3).

The electronic media birthed this acoustic

space with public interfaces, moving us out

of the private mind frame that contained

our thoughts, bursting the bindings on

the monolithic book and other binary logics, and allowing us to experience a new

structuring of our attention: a new kind of

participation. This new attention is an embodiment of McLuhan’s view of media as

the ‘extensions of man’: an externalization

of the senses that the electronic media have

wrought on us and on our bodies.

Theorist Gregory Ulmer has extended

the concept of (post)literacy into the digital age by coining the neologism electracy.



What literacy is to print, electracy is to

digital media. It seeks to describe the skill

or facility required to create born-digital

media, including hypermedia, social software, and virtual worlds. Combining the

word ‘electricity’ with a Derridean ‘trace’

(the spatial abilities exhibited by all communications media), it is a ‘prosthesis that

enhances and augments a natural or organic human potential’: ‘What literacy is to

the analytical mind, electracy is to the affective body,’ Ulmer says. ‘If literacy focused

on universally valid methodologies of

knowledge (sciences), electracy focuses on

the individual state of mind within which

knowing takes place (arts)’ (Ulmer 2003:

xi). Functioning as a rhetoric for electronic

media, electracy ultimately is a grammatological extension of the history of literacy.

Our contemporary shift from print literacy

to electronic interactivity propagated by

the electronic media troubles these temporal and spatial logics anew. We are shifting

again to a new dispersed logic that is in a

perpetual state of ﬂux. The interconnected

networks of systems theory have rewoven

the visual back into the fabric of language,

and have intertwined them with the new

condition of speed – movement being the

new dynamic in the linguistic system.

All of these communications models

– from McLuhan’s to Ong’s to Ulmer’s

– unfortunately embody an innate ﬂaw.

These theories all use literacies – from oral

to print to digital media – as their governing paradigm, and, as a result, all have an

inherent print bias built into them. The

same is true of Alan Liu’s Transliteracies

Project (2005) at the University of California

at Santa Barbara, which seeks to study all

kinds of literacy, particularly online reading and the code switching between different forms that occurs in online reading and

different disciplines. By deﬁnition therefore

in a post-literate world, they cannot span

the full complexity of embodied human

communications. Our communications

networks, f2f and virtual alike, are clearly

interfaces that we use to navigate a matrix

of gestures, signs, words, images, and elec-
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tronic signals. German communications

theorist Vilém Flusser (2002) puts forward

a different model that will be useful to us

here. He sees the primary media – that is

our ﬁrst mode of communication – not as

a less evolved form of communication like

orality, but instead sees the foundational

form as gesture. By design under the literacy models orality is always already a

poor relation of print culture. To apprehend

is to seize or to grasp – etymologically it

means literally to lay hold of – and so this

act of grasping and abstracting information is central in Flusser’s thinking to how

we make sense of the world. This is still an

incomplete model. For one thing, writing

in all cultures was born of the need to keep

inventories, accountings, and genealogies.

Numeracy, therefore, must have an integral

place in this model that has never been

addressed. As well, the photograph in the

nineteenth century enacted a transformation on how we comprehend the world that

was as earthshaking and as transformative

as the alphabet in its day. To speak of visual

literacy, however, is semantically nonsensical and again demotes another form to a

lower rung on the literacy ladder. Images

are best understood in terms of semiotics or

more exactly visual semiosis. The electronic

media have wrought another transformation on how we communicate and it is once

more concerned with the numerical. The

need to crunch numbers and store information gives birth to the computer. It is the addition of mathematics to the model though

– in the form of conceptual modelling –

that births yet another new visual interface

of communication: interactivity or what

we might call gestural semiosis. Flusser

dubs this latest paradigm shift the ‘end’ of

history. More tempered in his views than

McLuhan, Flusser believes that, as children

of the digital age, we are entering an era

of what he calls ‘post-history’ – for, history

as a science was born of writing. This new

visual – and highly self-conscious – form of

history is what he calls ‘unimaginable’ in

1983 and what we might call ‘multimedia’

or ‘participatory’ or even ‘spatialized’ three
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decades later. Where print is a time-based

mode (like speech, dance, and music), the

new screen-based technologies are spatial,

existing in three or more dimensions.

Literacy and perspective are similar in

their ability to seamlessly unite mode and

medium. Literacy links the temporal mode

of writing with the book, and visual perspective unites the mode of the image with

painting, photography, and other visual

media. Perspective is a technology or tool

for mapping an idealized relationship between our vision, our perception, and an

object in the distance. Where traditional,

linear perspective required a stationary

viewer (as positioned by technologies like

Alberti’s window), the immersive perspective of the network assumes a spectator

who looks everywhere at once, assumes a

spectator both situated and in motion. This

is, of course, a more realistic reading of our

place and situation in the world than quattrocentro perspective artists ever imagined.

Our perception of our world is dynamic,

with change presupposing a situation, and

time presupposing perspective (MerleauPonty 2002: 411). In the matrices of the

digital realm, time too has shifted to become part of spatialized perspective, foregrounding a constantly changing temporal

structure and contingency as the deﬁning

qualities of the electronic media.

Back in the 1960s, McLuhan argued

that this transition to an acoustic world

exhibited all the growing pains of a metamorphosis: our entrance into a third age

of historical comprehension. Drawing on

German historian Jean Gebser’s (1986) vision of three mutative stages of historical

development, McLuhan saw the ﬁrst age

as the unperspective world, that of the

pre-Socratic philosophers with their belief

in the holistic unity of all things. The second age was the perspective world of the

Renaissance, where linearity and trajective

lines of sight were born through the written and, particularly, the printed word.

Gebser’s third age, McLuhan argued, is

what we are living now: an aperspective

world birthed from the spark of electricity
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and come of age in the computer. In the

current age, transformed ﬁrst by the visual

semiotic, then with the gestural mathematics of conceptual modelling into the haptic

semiotic, post-literacy (McLuhan’s acoustic

interface or Gregory Ulmer’s electracy)

dominates and the analogue is replaced by

the digital. This transformation has shifted

our perception of our senses and the way

in which we interact with our environment. What is clear is that a new multiple

perspective, not an aperspective that Gebser posits but instead a pan-perspective or,

more exactly, an orientation, is emerging in

our methods of engagement with digital

texts and the world at large. This new

perspective is a systemic way of thinking

or an ecosystem that blends the notion

of community or the performative with

that of the network. Renaissance art used

a single focal point as a means of depicting perspective, ultimately thereby ﬁxing

a moment in time and space, and negating movement on the part of the viewer.

The new media take this further and do

not use perspective as a simple orientation, but privilege instead disorientation.

The science of the body in motion in the

spaces of a digital object creates splintered

perspectives, which, by deﬁnition, cannot be ﬁxed except in time – that is, in the

real time of the present moment. This shift

in perspective to multiple viewpoints is

a trademark of the paradigm shift of the

information revolution itself, altering not

just how we see, but transforming our

vision and the nature of our gaze into dynamic, multidimensional abilities.

The concept of an artistic medium also

has roots in visual perspective. Rosalind

Krauss questions whether the term ‘medium’ continues to be of any use, reduced

as it is since the advent of the aperspectival

and multiperspectival schools known as

Minimalisms. She ultimately decides that

contemporary works of art exist as recursive structures in a ‘post-medium condition,’ and, since the nature of a medium is

the sum of its ‘manifest physical properties,’ it ultimately, therefore, must ‘specify



itself’ or speak its own shape (Krauss 1999:

7). For Friedrich Kittler, too, a medium is

technologically dependent, being a discourse network, that is being a domain of

cultural exchange (Wellbery 1990: xiii), and

mediality is the inherent condition wherein

an art form can speak itself. It is no accident, for instance, that the most celebrated

graphic designer of the 1990s, David Carson, who is credited with bridging the gap

in the design aesthetic from print culture to

the Web, titled his 1995 monograph The End

of Print. Carson shifted the horizon of the

page, rupturing it visually and typographically in his work for skateboarding and

surfer magazines. His most radical contribution was taking print design and layout

to the point of illegibility. He performed

spatial typographic dances, inverted text

and images, applied irregular margins (including ones that lay beyond the edge of

the page and splayed type in the gutter),

and generally bent or broke every print

design rule. What his work addressed was

the absence of emotional engagement the

print medium held for the MTV-saturated

GenXers. It failed to speak to them on any

level. Carson is generally credited with taking print as far as it could go. Web designers would pick up where his work in the

90s leaves off to develop a new born-digital

aesthetic that was both more legible and

more participatory.

In the virtual spaces of the electronic

network, this dynamic interplay of spatial

relationships between modes of speaking

and shifting constellations or conﬁgurations of ideas makes for ﬂuid or variable

architectures that proliferate:

Branching options multiply, menus

reproduce, windows open on other windows, and screens display other screens

in a literal dispersal that disseminates

rather than integrates. Hierarchy unravels in a web where top and bottom, up

and down, lose consistent meaning. Everything – everywhere is middle. Instead

of an organic whole, a hypertext is a rent

texture whose meaning is unstable and
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whose boundaries are constantly changing. (Taylor and Saarinen 1994: 6)

Hypermedia revel in this pan-perspectival disorder, and the media-literate, particularly feminist theorists, have sought to

reclaim the chaotic state that has traditionally been gendered female as a politicized

form.

This shift in the visual horizon was foretold by one of the great twentieth-century

prophets, Albert Einstein. He prophesied

the coming of the ‘second bomb’ in the

wake of the atomic one; he warned that a

destructive force called ‘unlimited information’ would follow in the footsteps of wartime industrialism: ‘A bomb whereby realtime interaction would be to information

what radioactivity is to energy. The disintegration then will not merely affect the

particles of matter, but also the very people

of which our societies consist’ (Virilio 1995:

n.p.). This explosion is the creation of new

subjectivities for ‘real-time’ perspectives.

Once global time (as opposed to local time,

which, Virilio argues, the media and supersonic travel have eliminated) is implemented as a mediated event, all history will

come to a standstill, teleology will be at

an end, and only the present moment will

have substance. Once real time is accepted

as the norm for temporal navigation, then

new kinds of fractured subjectivities will

inevitably arise from the dust of that detonation. Mark Taylor and Esa Saarinen see

this structural shift to a virtual architecture of the future as something they call

‘electrotecture’ (1994: 4). Electrotecture is a

participatory medium. It blends the artistic

and architectural task of the re-presentation

of essential structure in aesthetic form in

virtual space. The foundation is fractured

or digitized by nature, incorporating the

‘endless construction, deconstruction and

reconstruction’ (6) of data from information

pools – whether online or stored on a computer’s hard drive. Moving into the ﬁeld

of topological – geometric – space, even

the coordinates charted here are constantly

shifting. Freed from considerations of line-
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ar time and Cartesian space, the new media

nevertheless continue to render time and

space, but in subjective and non-referential

ways.

Cybercultures and virtual worlds undermine the stability of the print aesthetic and

call notions of situatedness into question

(Virilio 2000: 130). The rise of the virtual

realm has erased the natural horizon, as

there can be no sense of depth or distance

beyond the illusory in electronic space.

Without a horizon by which to orient

ourselves, our own embodied knowledge

becomes our compass point and a body

to steer by – our sole means of orienting

ourselves in the digital world. The boundary, circle, sphere, and limit of our vision,

thought, and action become the horizon of

the media itself, as with touch interfaces

of the Apple iPhone, the transparent, interactive screens of the type seen in the

ﬁlm Minority Report (a technology released

commercially in 2008), or the permeable 3D

spaces of James Cameron’s ﬁlm Avatar. A

region bounded by limited knowledge or

experience has a false horizon, the imagined outer limits of a text’s discourse network, or its own textual frame. This represents not the end of perspective but the end

of a hegemonic construction of a virtual

world. As a result, the horizon of the digital

is like the event horizon of a black hole. It

is not something that we steer towards, but

something that we are immersed in, interpolated by, something subject to forces and

trajectories of incredible magnitude, even

as we try to steer out of it.

Our level of media literacy can be judged

by how easily we move through information space. This is what deﬁnes its meanings, connections, and dimensions, for

connectivity and context are what make

information valuable once it fulﬁls its role

as a medium of exchange and is applied as

(embodied) knowledge, or transcoded into

data. It is especially signiﬁcant how radically our conception of information alters

once it becomes something that we can visualize, something aestheticized, something

that we can move through and navigate via
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links in electronic spaces, rather than something whose arrival we passively await.

Mathematician Claude Shannon’s (and

later Warren Weaver’s) idea of information

was an attempt to quantify a scientiﬁc theory and lay the foundation for a new technology of communication. Sidestepping the

complexities of quantifying information

through its internal differences to other

possible messages, rather than through its

external context, he worked from the assumption that the information content was

constant (Hayles 1987: 25). Shannon separated text from context (and from all ties to

situatedness or historicity) by deﬁning it as

a probability function, and over time information has come to be measured in bits

(Hayles 1987: 24–5). A bit is like a particle:

it is the smallest unit of information possible – even its name is foreshortened, from

binary digit – and the mode of its storage.

While the speedy bit’s ontology may always be in a state of ﬂux, its instantaneous

transmission is independent of the content

of the message. This separation of meaning

and content in the informational landscape

is the trademark of the latest information

revolution. I say latest because each time a

technology or new media has transformed

Western society it has wrought a paradigm

shift of immense proportions.

According to media theorist Derrick de

Kerckhove in Connected Intelligence, this

last revolution is the ﬁfth Western culture

has undergone. The ﬁrst – alphabetic writing – marked the separation of speech from

print. The second was the invention of the

printing press with its movable type; an

assembly line of sorts, it was the ﬁrst use

of automation in the production of culture.

The third revolution came about with the

advent of the mass media – radio and

television – in the wake of an urban population shift. The fourth revolution, de Kerckhove says, came with the computer. The

ﬁfth – the emergence of the information

age – is under way now: the rise of interactive media in an ongoing transition from an

analogue to a participatory, image-mapped

network. It brings with it the concept of



choice and creative engagement. It generates personalized media: faxes, cellphones,

email, chat, the internet, e-commerce, the

World Wide Web, multi- and hypermedia,

Web art, teleconferencing, TiVo, virtual and

augmented realities, texting, blogs, vlogs,

wikis, podcasting, and wearable computing. With the ﬁfth revolution, information

and the media are becoming increasingly

fragmented, modular, and dense, and the

information/content divide continues to

widen. Communication is a complicated

web of networked relations. In conversation, most of what we communicate is

non-verbal. Similarly, in the new media

most information is dynamic, sensory,

extra-textual, and visual. This shift to an

increasingly visual culture and visual mode

of speaking is a part of the transformation

apparent in the matrices of virtuality.

The vanishing point that stretches towards inﬁnity that we have seen in the

visual perspective of art becomes a temporal rendition of the inﬁnite in the interiorities of virtual space. This virtual horizon is

therefore a false or man-made horizon subject to subjective interpretation in which the

‘frame of the screen,’ our perspective on the

text, has superseded the ‘distant horizon

line’ (original emphasis; Virilio 2000: 119)

of our traditional perspective on the real

world. Paul Virilio argues that a third dimension of matter in real space has sprung

up to supplement ‘mass’ and ‘energy’; that

dimension is ‘information’ and that realtime perspective has resulted in a blending

of this virtual with actual matter (119). A

new temporal perspective on and in information space is this commingling of the

actual and the virtual, and in such a space

only our bodies, our sensory experiences,

can be a reliable measure of our orientation.

They become our interface between the

two domains, creating a discursive space

in the electronic text for the browser to

insert herself into. This threshold between

states opens a site and place for art that is

mathematically inﬁnite, multiperspectival, dynamic, networked, ﬂuid and is in

a perpetual state of ﬂow. Since perception
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is movement by deﬁnition, perspective is

naturally thrown into motion once the interactor in media culture deﬁnes her own

lines of sight. There can be no unitary experience of a world or text in such a space.

This is not the blurred image of the matrix

in motion, but an endless series of arches

of sliced, still images constellated in space

and time. A ﬁxed shape for the ﬂuid matrix

as it spins across the cosmos is visible only

in each individual instant of freeze-framed

blinks, in each instantaneous moment.

The new media continue this process of

perspectival fragmentation that Albert Einstein sees in information, Walter Benjamin

and Gilles Deleuze in ﬁlm, Marshall McLuhan in television, and Paul Virilio in time.

The materials of the arts have changed,

losing their substance (not their materiality) as celluloid and the airwaves have been

displaced by code, but this transition and

trajectory was audible throughout the last

century to those who did listen. Friedrich

Kittler, for instance, reassessed the nineteenth and twentieth centuries to uncover

the shattering effects of education, communication, psychophysics, and psychoanalysis as the forces that splintered language

and perception into bits, into the technologies of the senses, including optics, acoustics, motor impulses, etc., and from there

into Saussure’s linguistic components, signiﬁer, signiﬁed, and referent (Kittler 1990:

216). Lev Manovich in The Language of New

Media looks at the further fracturing of language and art (particularly ﬁlm) that has

occurred in the postwar period, producing

the ultimate modular form: digital computing. The language of the new media is the

grammar and syntax in the structuring of

electronic objects – and not just original

ones. New art forms that recycle culture

like fanzines, remixing, digital sampling,

skinning, and modding are commonplace

in electronic culture.

We are, of course, as Kittler, Michel

Foucault, and Jacques Derrida have argued,

never entirely separate from the machineries of the system we are a part of. There

can be no doubt as to how completely this
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marks a shift in our consciousness from the

analogue to the digital, and from perspective to opticality. This is not to say that the

analogue has ceased to exist. The digital

and the analogue continue to co-exist side

by side, just as oral and literate cultures did

for hundreds of years. The mind is also no

longer considered to be a part of the brain,

but is emergent from the biological neural net. Emergence is a property of chaos

theory. It is something that arises unexpectedly from the random soup of the system,

the microbe in the primordial goo, and is

wholly contextual, grounded in its own

organic architecture. If mind is an emergent

property of the system as a whole, then the

biology of the brain, like the hardware –

and wetware – of the net, is the engine that

generates it. Mind is the interface between

the body (including the brain) and the intelligence, and it is the mind, not the brain,

that we interact with as the skin of our

engagement between our body’s ideas and

our own – our self’s. This is not so much

a point of view as a ‘point of being,’ or so

media theorist Derrick de Kerckhove (1997:

84) argues. If our point of view is constantly in ﬂux, if our point of view is multiple, then it is simultaneously all points

of view and none of them. Therefore, our

perspective is clearly ontological, more

about being – or becoming – than about a

ﬁxed point in space. A point of becoming

is multiperspectival, acting as the control

centre for an interface to track the speed

of human cultural evolution. The speed of

the interface is what we deem intelligence,

just as computers networked together have

not simply more but exponentially greater

computing power. This is not a hegemonic

system; there is no direct or predetermined

route, no single, correct path, in the entropy

of a topological network. This is the direction of the digital citizen situated in place

and time of information space. This gesture

is the obsessive overload, drawing everything into it, and our disorientation is not

just spatial. It is temporal as well.

Media literacy rejects linear and temporal constructions in favour of spatial and
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associational ones. The shift from the book

(print) to the screen (image) privileges this

movement from the primacy of time to

the ascendance of space. Greg Ulmer, Jay

Bolter, and others argue that indexical print

and associational media have competing

logics (Ulmer 1994: 34–6) guided as they

are by different modes. In the age of the

book, we were accustomed to the linkage

of medium (book) and mode (writing)

with no separation between the two. In

the digital age, all modes – writing, sound,

image, etc. – are digital and so modality

has become unhinged from its material

instantiation (Kress 2003: 5). This is not to

say that modes lack materiality (sound in

speech, for instance, or light in image), but

that our sensory engagement with them is

irremediably altered. Kress deﬁnes mode as

‘the name for a culturally and socially fashioned resource for communication’ (45).

Modes are culturally framed, and each has

its own grammar and syntax in terms of

usage, but they are most important for their

abilities to link different logics of communication and disparate dimensions (45–6).

Gesture, for instance, links the logic of both

space and time, and writing is being transformed by screen-based media into new incarnations that are more spatially oriented

with the use of spacing, mixed fonts, blocks

of text, bullet points, etc. (46). ‘But mixed

logics are, above all, a feature of multimodal texts, that is texts made up of elements

of modes which are based on different logics’ (46), and it is the new social softwares

and participatory forms of engagement that

competing logics really comes to the fore.

In ‘The History of Communication Media,’ Friedrich Kittler highlights the difference and distinctiveness (deﬁned by McLuhan) between information systems, methods

of ﬂow, storage, and retrieval, and communications systems, which include everything

from networks of roads to language itself.

The ﬁrst paradigm shift that followed the

printing press, he says, disconnected interaction from communication. Our second

shift, to the electronic media, he argues, has

separated communication and information



(1996: n.p.). He identiﬁes the uncoupling

of communication from knowledge as the

hallmark feature of our system, just as

Shannon separated text from context, and

cybernetics isolated the organizational pattern of a system from its physical structure.

The contemporary separation of media and

mode follows this trend. Writing unites

methods of storage with methods of transmission, and the speed of the new media

links communication with the synaptic

matrix of the relational gestures of information sorting. In fact, in the communication

media, speed is arguably becoming more

important than the message, for, just as

information theory separated text from

context, so the digital media severed communication from the information medium

of its transmission (Kittler 1996: n.p.). The

logic of the mode of writing shaped the

book as a tool for accessing knowledge.

As the shift to screen-based technologies

makes the image the new dominant mode,

so the conﬁguration of knowledge changes

in its wake. It shifts the focus from the

medium being the message to the mode as

something multiple in space and time.

Print culture was time-bound, situated

in the sequence, and this hierarchical importance of time in our culture is apparent

in our everyday language. We can live on

‘borrowed time,’ make the most of our

‘free time,’ and even suffer from ‘jet lag.’

Computers both run on time – driven by

their CPU clocks – and undermine the

constants of the temporal dimension – ’sequence, duration and rhythm’ – manipulating them into ‘multiple times’ or multiple

temporal dimensions across information

space (McLuhan and McLuhan 1988: 53).

The subjective or experiential dimension

that we might call computer time, the time

of our browsing, however, is a different

mode of measure; time, for us, in virtuality is unhinged, afﬁxed to motion, vision,

and shifting perspectives rather than to

the computer’s ﬁnite, experienced space

in time or space in place. Our movement

in the simulated time of the computer’s

world blends with the sensory experience
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of real-time navigation to produce a new

kind of time. Sensory time, the space of the

old, familiar world of the body, is immediate and is freeze-framed in the experiential

realm: the here and the now. But this new

time, called ‘real time,’ is what Paul Virilio

dubs a new perspective born of the electronic age. Real time is a mediated experience of the present moment where we are

made conscious of spatialized time as an experiential dimension. Like Vilém Flusser’s

vision of post-history, Virilio sees this as a

kind of post-time, a global time system that

replaces the simultaneity of photography

with the instantaneity of electronic communications (1995: n.p.) This new foregrounding of temporal space as a sensory environment for the communication of aesthetic

information results in a privileging of the

sensory interface of the body: ‘Word, image

and sound intersect in the machine and are

projected so that one must read, look, hear

simultaneously’ (Taylor and Saarinen 1994:

6). This multiplication, intertwining, and

periscoping of interlocking layers of sensory environments create an urban landscape, like William Gibson’s cyberspatial

vista, that mingles perceptual and literal

discourses and modes of engagement. The

act of creation and design thereby blend,

becoming a single motion and moment

(Taylor and Saarinen 1994: 11): ‘interiority

and exteriority fold into each other to create surfaces that know no depth and yet are

not merely superﬁcial’ (2). This interplay

of folded space is a dynamic one, like a

Möbius strip that we must navigate to perform these multidimensional layers with a

mouse, revealing the interiorities of structures within structures. These are not just

text or images (or sound or animation, etc.),

but spatial relationships among ideas.

These spatial relations are more than

simply perceptual; they involve perspective

as well. McLuhan argues that the ‘effects

of technology do not occur at the level of

opinions or concepts, but alter sense ratios

or patterns of perception steadily and without any resistance’ (1964: 33). Artists, unlike other people, see this clearly, he argues,
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and there is certainly more than a grain of

truth to it. According to him, they are the

only people who master the technological

transitions because they have an innate

understanding of the mechanics of sensory

perception (33). For McLuhan, it was the

medium of print – not the content – that

produced a split sense of auditory and

visual experiences, a sense of individuation

and a sense of continuity between space

and time (86–7). For Gertrude Stein, the

only thing that changed from one generation to another was our sensory perception,

what she called our ‘time-sense.’ She deﬁned vision as the dynamic in the creative

system that transformed our sense of time

and produced new schools of thought and

art (1926: 513). We would say that they

generate new modes once our interfaces

have become as dynamic as us. We must

remain in motion as we keep trying alternate paths. Point of view has always been

by deﬁnition ﬁxed in time, but the dynamic

nature of digital disorientation invites in

the transformative spatial, unfolding intrinsic dimensions out into limitless moments

in space. Motion is disoriented perspective

in the new media. The science of the body

in motion in the spaces of the text creates

multiple, shifting points of view, trajectories of the subject, which, by deﬁnition,

cannot be ﬁxed except in place in time,

that is in the ‘now.’ According to Andrew

Benjamin, motion throws the subject into a

state of ﬂux, for the subject can only exist in

the present moment (Keller 1995: 1.3). This

shift in perspective to multiple viewpoints

is a trademark of the paradigm shift of the

information revolution as new technologies

permit a new ‘deployment’ of subjectivities (1.3), ultimately altering not just how

we see, but transforming our vision itself.

Text becomes behavioural rather than static

and reading becomes browsing, a different way of interacting. This is what Gebser

and McLuhan were referring to when they

called our contemporary age of historical

comprehension an aperspective world.

The early switch from predominantly

oral forms of literacy to predominantly
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written forms wrought a transformation

from incorporating practices to inscribing

practices, a shift from listening to writing and reading (Connerton 1989). The

new media are shifting this balance once

more and introducing a kind of contextualized and embodied knowledge in real

time that is more participatory than print

culture can ever be. We can see ‘multiple

orderings of reality’ in different kinds of

cultures: ‘different cultural frameworks of

knowledge and experience that build, in

essence, different kinds of worlds. [Anthropologist Stanley Jeyaraja] Tambiah

compares and contrasts two basic frameworks found in human culture, one based

on causality and the other on participation’ (Davis 1998: 174). Causality is linear

logic, derived from print culture, whereas

participatory culture is the more holistic

approach of oral culture that plugs the

human back into their environment, but

super-charges them with a very contemporary self-awareness. McLuhan argues

that the new media have introduced a new

kind of participatory culture – acoustic

culture – that is not so much a return to

oral forms, as it is a blending of causal

and participatory ones. More and more,

we see the inclusion of poetry, song, story,

image, even animation within theoretical and mass media contexts. That would

have been inconceivable even a few years

ago. This new emphasis on participation

in media is supported by a decline in television viewing among our young people

and an increased interest in interactive media forms, like blogging, computer games,

and virtual worlds like Second Life. What is

clear is that the new interaction technologies are reintroducing a kind of tantra into

our techne. Tanta is Sanskrit for weaving

and tantra is traditional Buddhist practice

where one lives one’s beliefs rather than

talking about them (Zukav 1979: 312), just

as we have always experienced the present

moment as a spatial rather than a temporal

dimension (McLuhan and McLuhan 1988:

47). More and more digital culture seems

to point towards the creation of media



which are spaces of becoming or sites for

the inscription of subjectivity.

We are now suffering the growing pains

of the reintegration of René Descartes’s

two spheres, along with the switch from

the classical binary system to Gebser and

McLuhan’s aperspective world, the tectonic

shift from linear, logical, and sequential

information theory to the simultaneous,

discontinuous, and resonant networked

new media (McLuhan and McLuhan 1988:

90). We are entering the mediated age of

the multiple. Situated subjectivity is inherent in the interactor’s role as a material and

metaphorical counterpoint to the metaphors and materialities of science in the

visual virtuality of art. Situatedness is of

course a quality of print as well, but from

an assumed single, focalized perspective.

It is network culture and the mass media

that further fragment time and vision,

shattering notions of a single viewer and

multiple viewers seeing the same thing.

The introduction of perspective as a dynamic component of the present introduces

‘trajectivity,’ what Paul Virilio calls in Open

Sky a subject in perpetual motion, into our

ﬁrst-person engagement with place, space,

and time (1997: 24). The trajective point of

view engenders multiperspectival looking

or multiple perspectives, the notion of all

things being simultaneously possible and

intrinsically interconnected in a digital

environment.

The twentieth century was witness to

the violence of the shift from mechanistic

to systems thinking on a global scale, and

birthed a new organizational paradigm

with which to understand the structure

of the natural, social, and technological

worlds. More and more, systems have become aggregate structures, incorporating

greater and greater complexity (the notion

of networks nesting within networks, for

instance) as this shape becomes native to

our ways of thinking, and of classifying

and storing data. The focus in systems

thinking has therefore become situated and

contextual as a means of understanding

the nature of internal patterns that connect.
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In the relational web of our engagement

with new media texts, the digital world is

an enfolded discourse network that determines where we as browsers can journey

and, to a lesser extent, what we will ﬁnd

there. It also ensures that our experience

of the Möbius ﬂow of the text as a whole is

greater than the sum of its parts and that

the journey, not the meaning, is our reason

for plugging ourselves into the form.

This capacity for interconnectedness is

a shift in the logic of our engagement with

media too. It is what we would otherwise

call promiscuity, or the dynamic desire

of wanderlust. It is an attraction and a

quest for union and a kind of spiritual

transcendence of individuation. Cyberfeminist theorist Rosi Braidotti argues that

‘the “transitional space” [of our virtual

journeys] … must be understood as an

interface, marking both the distance and

the proximity between the spatial surface

of bodies. “Something that both forms a

boundary and opens up into endless possibility”’ (Braidotti 1994: 201). The gap

between our bodies as interfaces and sites

of linkages in the new media therefore is

not only a space of desire, but also one

that acknowledges difference within ourselves and with(in) others. In a textual

environment, it calls for a cross-pollination

of ideas between text, browser, embodied

now-time, and occupied space. It calls for

trajective perspectives.

Subjectivities too have complex dimensions, being composed of many self-similar

components like gender, age, class, race,

sexual preference, and abilities. Theories of

subjectivity over the last one hundred years

have also become increasingly fragmented,

from Sigmund Freud’s subconscious to

Henri Bergson’s ﬁve sensory facets of subjectivity to Gilles Deleuze and Felix Guattari’s schizophrenic subject. Subjectivity

can now more accurately be seen as a dynamic process of embodied knowledge that

inhabits the fractal domain. We all have an

inﬁnite number of self-similar selves. This

is a paradigm shift from the uniﬁed self to

the plural, from the individual to the mob,
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from the eye to full-bodied engagement.

We are being reborn, not with re-uniﬁed

senses, but with a meta-awareness of ourselves as multi-sensory beings at a distance

from our bodies and in them at the same

time. This state is constantly in the process

of redeﬁning its own place and complexity

according to a network of power formations. It follows that this embodied materialism is a manifestation of what Teresa

de Lauretis, after Michel Foucault, called

the ‘technology of the self’ (qtd in Braidotti 1994: 99). The technology of the self is

the material dimension of the subject that

measures how genderings (i.e., personal

situation) structure subjectivity as a variable of its own complexity; in short, the

technology of subjectivity is a redeﬁnition

of genderings in the matrix of a collectivity

of post-human differences (Braidotti 1994:

99) where the subject is an emergent property of the whole.

When place and perspective emerge as

a vantage point for complex subjectivities, we acquire added dimensions in our

engagement with the world. We move

from a two-dimensional topography into a

multidimensional topology, something that

feminist theorists have long argued was

desirable to avoid binary constructs. Donna

Haraway called this notion of multiple subjectivities the split self or cyborg consciousness. She says:

The split and contradictory self is the

one who can interrogate positionings

and be accountable, the one who can

construct and join rational conversations

and fantastic imaginings that change

history. Splitting, not being, is the privileged image for feminist epistemologies

of scientiﬁc knowledge. ‘Splitting’ in this

context should be about heterogeneous

multiplicities that are simultaneously necessary and incapable of being squashed

into isomorphic slots or cumulative lists.

(Haraway 1991: 193)

These multiplicities are not reducible

either to (gendered) human or machine or
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to simplex dimensionality, but instead exist

in topological space. ‘This geometry,’ Haraway says,

pertains within and among subjects. The

topography of subjectivity is multidimensional, so, therefore, is vision. The

knowing self is partial in all its guises,

never ﬁnished, whole, simply there

and original; it is always constructed

and stitched together imperfectly, and

therefore able to join with another, to see

together without claiming to be another.

(193)

While Haraway’s split speciﬁcally refers

to the merging of human and machine,

doubled visions have long inhabited theoretical spaces. N. Katherine Hayles, for instance, takes Haraway’s cyborg consciousness to a new level. Hayles posits human

subjectivities as multiple agents operating

from a matrix of competing desires, motives, and forces with the body acting as

the steersman between shifting states of

being. She calls this the post-human. Uniting consciousness and the body, ‘the posthuman subject is an amalgam, a collection

of heterogeneous components, a materialinformational entity whose boundaries

undergo continuous construction and reconstruction’ (1999: 3). This subjectivity is

fractal, modelled on the complexity of the

network and mapping the malleable relations between self, vision, consciousness,

discourse, and environment. But while

Hayles’s network subjectivity is emergent

and distributed (291), it is still locked

within a framework of human-computer

interactivity. Shifting subjectivities more

completely draw in the motion of the body

in space. Like the shifts in perspective that

have marked the great ages of Western civilization, the ‘trajective’ maps ‘movement

from here to there,’ which we require to

understand shifts in ways of seeing (Virilio

2000: 24), as a dynamic kind of post-human

subjectivity. This evokes Elizabeth Grosz’s

(1994) Möbius strip as a dynamic form of

embodied transformation in the subjective



selves. The subject is not in the system, but

is born of the interaction of interior and

exterior, in the twisting and intertwining of

the components therein. This is the monstrous multiplicity of the mestizo, the in/

visible, irreducible hybrid, who is always

in a state of ﬂux. In the same way, browsing

by way of participatory culture is a portal

to alternative perspectives and models,

bringing the post-human environment into

the orientation of the trajective, topological

domain.

We are multiple. ‘I’ has become a subject

position of the multitude. Participatory

culture (a term coined by Henry Jenkins to

describe cult fan behaviour in response to

mass media) is the cultural framework that

has superseded literacy. It has some very

speciﬁc attributes, according to Jenkins:

it has ‘low barriers to artistic expression

and civic engagement’; ‘strong support for

creating and sharing one’s creations with

others’; an ‘informal mentorship’ system

where skills are passed from more experienced members to novices; a burning belief

in the ‘cause’ (members’ ‘contributions

matter’); and strong ties within the community (Jenkins 2006: n.p.). Participatory

culture, rather than interactivity (the latter

being a property of technology, not of cultural behaviour), is the current prevailing

means of engagement and embodied citizenship in the world (Jenkins 2006: n.p.).

The death of the nation-state and unitary

nationality comes with this, just as the

younger generation chooses texting, Facebooking, and tweeting as ways of being

and inhabiting their own skins. Likewise

when the new modal media meet perspective, multimodal orientation is born.

Multimodality is as revolutionary a means

of engagement with our environment as

quattrocentro perspective was once for the

eye and world view. Just as the new logics

of wandering and browsing have replaced

navigation, literacy with all of its colonialist

baggage (Johnson-Eilola 1998: 27), bound

up as it is by notions of ownership, nation,

and a single, uniﬁed self, has evolved into

a multimodal orientation. Like navigation
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as a reality and metaphor of new media

interaction, engagement has moved from

notions of frontierism, screen real estate,

and linear constructs like the ‘information

superhighway’ to new logics of media

production, shared space, and discourse

communities.

The next great revolution in the time of

post-literacy is already well under way.

The twenty-ﬁrst century shake-up is not

a new kind of publishing or broadcasting, but both of those things combined. As

technology is removing barriers previously

posed by geography, the connectivity of

participatory culture is driven through a

major shift in access to the means of media production (commonly referred to as

an offshoot of Web 2.0 technologies). The

leading edge of participatory culture is the

email, texting, blogging, teleconferencing,

and webcam revolution that broke down

traditional networks, created discourse

communities, and accelerated the speed

of information circulation until virtually

simultaneous or ‘real-time’ communication was possible. Blogging and vlogging

and other kinds of participatory journalism

revolutionized Web publishing, adding

hyperlinks and introducing subscription

(RSS feeds) and broadcast (podcasting) into

the exploding arena of personal opinion.

Blogging is infamous for having brought

down governments in the Philippines and

elsewhere, and changing the ways elections

are fought. Open-source software (like

Linux or Mozilla’s Firefox browser), wikis

(collaboratively authored online encyclopedias), and game-mods (like Minh Le’s

multi-million copy blockbuster CounterStrike, which was a modiﬁed version of

Half-Life) have made collaboratory authorship readily accessible to millions. Social

bookmarking and phototagging (like at the

popular sites del.icio.us and Flickr) have

enabled collective, associational knowledge creation in the ﬁeld of classiﬁcation,

thereby altering the science of classiﬁcation

altogether, according to Howard Rheingold

(2002). Where sharing tags have produced

massive new public resources, they have
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also eliminated specialists and classiﬁcation hierarchies from the equations, and

produced new kinds of organizational

structures (Rheingold 2002). The common

thread in all of these computer-mediated

forms of communication is people and the

personalization of technologies. All of these

manifestations of social software are revolutionary because they use multiple modes

to communicate, set out to form discourse

communities – or, more accurately, what

we call social networks – as a primary aim,

and do so cooperatively at a grassroots

level. This very grassroots organizational

structure is undercut by the fact that the

means of access and online server space

are still ominously owned by multinational

corporate conglomerates. Cellphone culture

(keitai culture it is called in Japan) – there

are now in excess of three billion cellphone

users worldwide – is one such networked

community that stands out as both exemplary and having unique properties. Mobile

technologies have resulted in an evolutionary shift for a whole new generation who

use their thumbs differently, serve to create

private spaces in public, and have spawned

a particular kind of spontaneous political

gathering called ﬂash mobs. These human

networks are extremely powerful forces for

change, especially in terms of transforming the act of reading into a more creative

process.

Sun Wu’s NUWeb Project at Taiwan’s

Chung Cheng University is also motivated

by the fear of the corporate ownership of

personal information and the need to create

a medium for the personalization of interfaces. The ﬁrst incarnation of the Web was

generated by large media conglomerates

(content service providers) who addressed

users as consumers; Web 2.0 saw the arrival of social software and personal media

like Facebook, MySpace, Blogger, digg,

and YouTube, which allowed individuals

to participate as content creators. Web 3.0,

Wu promises, will take us to the next level

(Lovink 2007: n.p.) by shifting us away

from colonialist tendencies and corporate

power. His invention, NUWeb, which he
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believes to be the next stage in Web interfaces, is an open-source ‘user-centric

software. It is a decentralized portal and

information system aiming at providing

… more efﬁcient and effective information

sharing, community service, and information management’ (qtd in Lovink 2007:

n.p.). NUWeb shifts the server onto the

user’s own system, giving her ownership

and control over her own information and

its access. The customizable system interconnects with the larger network, which,

like YouTube or Flickr, fosters participation and information sharing without size

constraints, corporate meddling, or other

restrictions. Whether this incarnation of

Web 3.0 lives up to its promises is open

to debate, but its guiding philosophy as a

blueprint for where we and our media are

going seems inevitable. It might already be

here in the iPod app and other personalizable software and interfaces.

What is coming is not the inability to

read or the end of literacy, but the emergence of a new kind of dynamic, embodied

navigation of text, image, sound, and so

forth. We already carry a bit of this in our

individualized iPods and MP3 players,

customizing our media to our own liking.

Multimodal orientation is not replacing

literacy, but is in fact a new way of reading,

looking, listening, and moving. Concerned

experts who study and measure the erosion of literacy in university graduates, for

instance, miss the point that this generation

has a whole new and different set of skills

that their forbearers lacked in addition to the

old literacy skills, which are no longer so

important. The new kinds of media literacies that are emerging now are difﬁcult to

classify unless we look at them as requiring multimodal orientation as a means of

navigating their spaces. More important,

this new form of learning and engaging is

not just about movement, but about embodiment and the creation of a new kind of

physical knowledge (Gershenfeld 2005: 7).

Neil Gershenfeld, director of MIT’s Center

for Bits and Atoms, dubs the next logical

step in this transformation ‘personal fabri-



cation.’ It goes beyond taking or classifying

photos to a point where we will create our

own personal, one-of-a-kind technologies.

Reuniting design and production with individual need, Gershenfeld says this shift

to personalization is not for entertainment

or purely creative purposes, but in order

‘to put control of the creation of technology back in the hands of its users’ (8). This

sounds like the heady Cold War mainframe

days again when the concept of a ‘personal’

computer was unimaginable. Gershenfeld’s lab does not involve a Star Trek–style

replicator, but instead a new kind of social

knowledge and physical interaction in the

design and creation process. User-centric

softwares and personalized technology

surely are the leading indication that the

end of the era of mass culture is immanent.

A few decades ago what sold restaurant

meals was uniqueness, not sameness, and

water cooler culture revolved around the

discussion of a single, shared television

experience. Now we have come full circle.

We expect identical meals globally and program our individual viewing experience

from our airplane seat as we sit a world

apart from each other watching different

ﬁlms in different languages.

Carolyn Guertin
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MEDIA PRODUCTS

[See also: Consumer Culture; Mass Communication]



In general, products can be deﬁned as

goods offered to a market for attention,

acquisition, use, or consumption and

that might satisfy a want or need (Kotler,

Armstrong, Saunders, and Wong 2001). A

deﬁnition of media products depends to

some extent on the perspective taken. Fundamentally, there are two different perspectives on media ‘offerings.’

From a cultural perspective, it is commonly claimed that media content cannot

be treated as (other) products (Croteau and

Hoynes 2001). Media do not supply consumers with products in demand accord-



ing to the rules of market and competition

as practised in other industries. Instead,

they are assumed to be cultural goods

with informational, educational, and social

functions, thus serving the public interest.

Success is then measured by the extent to

which this public interest is served through

diverse, substantial, and innovative content. In opposition to the business perspective, it is argued that media serve societal

needs and should be a primary source of

information and education for citizens as

well as public deliberations. Media are at

the core of what is referred as to the public

sphere, where democratic processes take

place in the form of a public dialogue of

citizens. To ensure this public dialogue, it

is contended that media should be citizen

resources, helping both members of majorities and minorities to be informed and

active participants in social and political

life (Croteau and Hoynes 2001). Mass media have a social integration function by

providing access and platforms of dialogue

for people across social, cultural, and geographical boundaries.

From a business perspective, media

products are subject to the same basic economic, ﬁnancial, and managerial laws and

forces to which standard business theories and analysis methods can be applied

(Picard 2005). This can be exempliﬁed for

marketing by changing the word consumer

to audience and recognizing purchase behaviour as similar to watching, listening, or

reading (McDowell 2006).

These two perspectives correspond with

the twofold role of media content and its

conﬂicting logics: a proﬁt-orientated logic

with the goal of customer satisfaction on

the one hand, and a sociocultural logic with

the goal of serving the public interest on

the other hand.

When referring to media, both the

cultural and the business perspective explicitly or implicitly refer to mass media as

that media section addressed to mass audiences. Common mass media are generally

said to include at least (1) broadcasting media such as television and radio, (2) motion
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pictures and documentaries, (3) printed

media such as newspapers and magazines,

(4) online media, (5) computer games, and

(6) music. In the following, the underlying

premise is that media products are offers

supplied by mass media for attention to the

public and/or to consumer markets and/

or for acquisition on advertising markets.

However, even if we assume that the media

offer products, on closer examination it is

evident that media offerings display certain

speciﬁc characteristics. These characteristics cause them to differ signiﬁcantly not

only from other kinds of products but also

among themselves (Picard 2005).

Media products consist of material and

immaterial components. Immaterial content is bundled and often transported on a

material carrier such as paper or a CD. Both

from a cultural and a business perspective

it is the content that forms the pivotal core

of the product, because it is the content

that constitutes the reason for customer

demand, on audience markets as well as

on advertising markets. Consumers seek to

satisfy their information and entertainment

needs, while advertisers seek access to consumers through placing their promotional

content close to or even within content (as

in the case of product placements or other

forms of so-called advertiser branded

content).

According to the cultural perspective,

media products offered to audiences are

not (or at least not merely) commercial

goods designed to serve certain consumption beneﬁts but must be viewed mainly

for the ways they contribute to their sociocultural environment (Doyle 2002). The

sociocultural importance of the mass media

is therefore closely linked to goals such as

education and information of the public,

whom artistic and/or journalistic content

should serve. Unlike other businesses,

media content is also more visible and disputed in the public (Picard 2005). Media

products make up much of people’s daily

free-time budgets and provide them with

topics for discussion before and after consumption, thereby having an integrative
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function for society. Due to the social, political, and sociocultural importance of the

mass media, media content is granted special protection from copyrights and related

rights (Picard 2005) and even constitutional

laws (Reca 2006). At the same time, even

though many media markets have been liberalized in the past two decades, especially

radio and television products remain to a

high extent subject to regulation and public

policymaking.

From an economic perspective, the cultural importance of media products can be

described as the effects caused by (the consumption of) media product. Often referred

to as externalities, the consumption of media content – for example, a political article

in a newspaper – has effects on third parties. The politicians portrayed by the journalist might be affected by a change in public opinion caused by the article. Whereas in

other business ﬁelds externalities are often

undesired by-products such as environmental pollution, (positive) externalities are

frequently an explicit goal in the production

and distribution of media content. However, a distinction needs to be made between

positive and negative externalities. For

example, negative externalities describe the

consequences of pornographic and/or violent content, especially when consumed by

children. An example for positive externalities would be inﬂuencing public opinion

during pre-election by broadcasting information content about the candidates. These

positive externalities of media products can

be ascribed especially to merit goods. This

term describes goods which should be consumed from a normative perspective by as

many people as possible in a society (as the

content in the example above), but which

do not always meet sufﬁcient demand by

the public. It can be argued that it is basically the merit good character of public service

content which explains their ﬁnancing

through taxes or licence fees. It is therefore

public service broadcasters’ explicitly or

implicitly deﬁned mission to produce and

distribute (also) content with merit good

characteristics.
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Furthermore, many media products

exhibit key features of public goods on the

audience market (Doyle 2002; Reca 2006).

Public goods are different from private

goods in that they are not used up by consumption as private goods are – while a

bottle of lemonade is empty once drunk,

television or radio shows can very well be

consumed by other readers or listeners. Another criterion supporting the classiﬁcation

of many forms of media content as public

goods is the non-exclusivity of ownership.

Exclusivity of consumption can only be put

into effect when offering pay TV and other

non-free content. In these cases only those

consumers who have purchased the products can consume them.

From a management perspective, the

speciﬁc features of media products on audience markets provide a challenge to the

management of its production and marketing. In the case of media content the product quality is difﬁcult not only to forecast

(Picard 2005) but also to deﬁne, because

quality criteria can differ greatly. In general, quality criteria can be distinguished

as follows, depending on their focus (Reca

2006):

• supply-focused quality criteria, as mostly deﬁned by the professionals themselves;

• demand-focused quality criteria, based

on audience needs and expectations;

• society-focused quality criteria, based on

the ability to fulﬁl sociocultural or political goals in democratic societies.

Furthermore, deﬁning the quality level

of a media product and then being able to

consistently produce content on this level

is challenging due to the fact that media

products, for example news shows, have

to be reproduced constantly. Another

speciﬁc feature of media products is that

many decisions regarding their creation

are based on other than economic criteria

(Picard 2005). Unlike in other businesses,

journalists and/or entertainment editors

are in charge of content development, not



product or brand managers. This is often a

source of conﬂict within media organizations, when inspiration-driven content developers, consumer-insight-driven marketers, and proﬁt-driven controllers dispute

on content creation and success criteria

(Aris and Bughin 2005).

Other challenges to the management of

media products are consumer-related. First,

consumer research and pre-testing often

prove to be not very effective, which makes

the success of new product launches highly

uncertain (Picard 2005). Second, switching

costs and the risks involved in media choices are low for consumers. For example, in

the case of television, all it takes to switch

from one media offer to another is to use

the remote control (McDowell 2006). The

risk of choosing the ‘wrong’ channel is very

low compared with choosing a new car.

Third, related to the low risk is the fact that

audiences’ media choice and consumption

behaviour is generally characterized by low

involvement and habitual decision making.

McDowell (2006) sums up this challenge

to media management by stating that consumers are not motivated to invest substantial cognitive effort in media product

decision making. Another general feature

of media products is the fact that media

products are especially vulnerable to piracy

and counterfeiting (Picard 2005). Because

of the ongoing digitization of the media, it

has become easier and easier to create and

distribute counterfeit copies of DVDs, CDs,

and so forth.

So far, media products on audience

markets have been discussed collectively

in order to point out some shared speciﬁcs.

However, there are also great differences

among them, some of which fundamentally

affect their management. Media products

can, for instance, be differentiated along

aspects such as their frequency of creation

(single versus continuous creation). Singlecreation products such as books, feature

ﬁlms, and games are based on unique creative ideas as opposed to continuous-creation

products such as television and internet

content provision and newspapers, which
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involve ongoing content generation (Picard

2005). These two different kinds of content

have several implications with regard to

their management (Picard 2005):

• The management of single-creation

products is largely project management,

while continuous creation products are

characterized by process management.

• The generation of single-creation products often involves ‘hit’ strategies in the

sense that the rarer cases of successful

products must cover the losses of the

more frequent ﬂops; once successfully

introduced, continuous-creation products are much less risky and can be

modiﬁed and optimized even after product launch, to adjust to changing competitive environments and/or consumer

preferences.

• Single-creation products are characterized by high marketing costs to create

attention and are highly dependent on

the audience’s familiarity with, and the

creative/journalistic capabilities of, the

involved professionals. Continuous-creation products can build brands in order

to lower marketing costs, lower dependency on talent, and enhance habitual

media use through consistent promotion,

placement, and packaging/formatting of

branded content.

Many proﬁt-oriented media companies

offer products both on consumer and advertising markets. This situation of serving

a dual market causes commercial media

products to have a combined product nature which makes them complex: while the

media content itself has to appeal to audiences as a ﬁrst step, the audience contacts

generated through (past) consumption

have to be packaged, priced, and sold to

advertisers as a second step (Doyle 2002).

The extent of audience reach, as measured

in ratings, is important for most commercial media companies as most of them

gain their main revues from advertising.

Thus, from a commercial media company’s

perspective, generating non-advertising
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content is an important goal but only in the

endeavour to sell advertising space or airtime to advertisers. It serves mainly as an

incentive for the audience to also consume

promotional content.

The importance of generating audiences

is not restricted to proﬁt-oriented media

companies. Non-proﬁt media ﬁrms such

as public service broadcasters pay attention to ratings, too (Doyle 2002). To them,

the (demographic) proﬁle of their audience

becomes important against the background

of having to demonstrate public utility in

terms of sufﬁcient reach. By proving sufﬁcient public acceptance, non-proﬁt media

companies are in a better position to negotiate their funding through the public, for

example through taxes or licence fees in the

case of public service broadcasters.

Per-Erik Wolff
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MEDIA STUDIES

[See also: Anthropology of the Media; Linguistics

and the Media; Media Effects; Sociology of the Media]



The systematic study of the media started

in the late 1930s after Orson Welles’s radio

broadcast of War of the Worlds. That incident showed how media had the power to

blur the line between fantasy and reality

and, thus, affect people’s behaviours. The

broadcast informed radio listeners that

Martians had landed and invaded New

Jersey. From time to time, an announcer

reminded the audience that the broadcast

was ﬁctional. But many believed the reports. Concerned citizens called the police

and the army. Mass hysteria was reported

by the papers the next day.

The event caught the attention of Hadley

Cantril of Princeton University, since it appeared to show that media representations

have real effects on people. Cantril and a

team of researchers conducted the ﬁrst true

study of media effects, titled The Invasion

from Mars: A Study in the Psychology of Panic

(1940). After interviewing 135 subjects, the

team concluded that the panic was real,

although many subjects did not admit to

it, apparently lying about it to hide their

shame. Although the study’s methodology was subsequently questioned as being

ﬂawed, it had one concrete outcome – it

introduced the disciplinary study of media

in universities. In a study titled The People’s

Choice American sociologist Paul Lazarsfeld (1948) followed up on Cantril’s study,

claiming that the media had few if any real

impacts, since people took from media content what they were predisposed to take.

For example, he found that media coverage

did not change people’s minds about how

they would vote in elections – all they got

out of newspapers or radio broadcasts were

validations of their preconceived views,

ignoring all others. In 1956, Lazarsfeld and



Katz found, moreover, that audiences were

not monolithic entities but constituted interpretive communities guided by opinion

leaders (directly or indirectly). The latter

ﬁltered media content, interpreted it, and

then passed it on to their communities.

It was obvious by the mid-1950s that the

study of the media could generate interesting ﬁndings that had broader implications

than people could have previously imagined. At ﬁrst, such study was considered

to be part of more general disciplinary

approaches such as psychology, sociology, or anthropology. Courses thus started

cropping up throughout the United States

dealing with the effects of the media, their

evolution and structure, within traditional

social science departments. The ﬁndings

and insights garnered in the human and

social sciences soon caught the attention of

other kinds of scholars – those concerned

with the relation between the media, society, and culture. By the mid-1950s, the media

became a target of interest among literary

scholars, cinema professors, philosophers,

linguists, and semioticians. The approach

taken by such scholars to media has always

been characterized by ‘interdisciplinarity,’

that is, by an integration of ﬁndings and

ideas emanating from different disciplines.

By the early 1960s departments of ‘media

studies’ started cropping up on campuses

across America, Europe, and a few other

countries – countries where the media

played a critical role in daily life.

The academic study of media began

branching out in several new directions

in the 1950s. One involved investigating

the relation of media to various domains

– mass communications technologies,

genre theory, narrative, and sociocultural

evolution. The leader of this new approach

was the Canadian communications theorist Marshall McLuhan (1911–80), who

claimed that these were all interconnected.

McLuhan never really coined a term for his

theory. However, the term convergence theory is used today to refer to the integration

of technologies with cultural forms and

socio-evolutionary tendencies (Negroponte
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1995). McLuhan also originated the idea of

mediation, or the notion that media inﬂuence how people understand the world.

This is why the mediasphere (as it is called

in media studies) has largely replaced the

traditional spheres (religious, political,

etc.) in shaping how people come to understand the world. McLuhan also realized

that changes in media lead to changes in

knowledge-storing and knowledge-making

systems. This was so because media are

extensions of human beings – they extend

sensory, physical, or intellectual capacities.

The axe has extended the ability of hands

to break wood; the wheel of feet to cover

distances; the computer of the brain to

process information. Media have extended

the ability of humans to communicate and

interact with each other more efﬁciently

and across great distances. The study of

the interconnection between media and

communications became a major focus of

media studies in the 1950s and 1960s.

A full-ﬂedged media study academic

enterprise followed the publication of

French semiotician Roland Barthes’s 1957

book Mythologies. Barthes saw mediated

culture as a ‘bastard form of mass culture’

plagued by ‘humiliated repetition’ and

generating a constant need for ‘new books,

new programs, new ﬁlms, news items, but

always the same meaning’ (Barthes 1975:

24). For Barthes, media forms of all kinds

(blockbuster movies, spectacles) were nothing more than recyclings of previous forms.

Since the mid-1960s, Barthes’s approach to

media has been a constant point of reference. Departments, journals, book series,

and associations ﬂourished in the 1970s

and 1980s. By the 1990s, media studies had

carved a niche for itself not only on many

campuses, but also in the broader academic

terrain. Today, media studies is a ﬂourishing autonomous discipline across the

world, encompassing a broad range of emphases and interests, from the development

of theoretical models and methodological

tools, to the examination of the relationship

between media and the political, cultural,

social, and economic spheres of human life.
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Media studies has branched out to include

‘area-speciﬁc’ studies – for example, television, radio, internet, and video games.

Two factors inﬂuencing the evolution

and content of media studies today are

technology and globalization. In his online

article ‘Media Studies 2.0,’ David Gauntlett

argues for a new approach to the study of

media – an approach that should no longer

focus on the traditional division between

audiences and producers, but on the effects

of the new technologies on the collapse of

such traditional dichotomies. It is more accurate to say that there is a close relation

between technology, social evolution, and

the media. Today, media analysts continue

to identify and dissect the various genres

that make up the menu of offerings in

media, including internet media, as well

as explore the nature of audiences for each

genre. Internet audiences exist as communities in the same way that audiences

existed for everything from vaudeville

spectacles to television sitcoms.

Marcel Danesi
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MEDIATED COMMUNICATION

[See also: Broadcasting; Communication; Instant

Messaging; McLuhan, Marshall; Media Effects;

Media Literacy]



Mediated communication consists of the

transmission of information via a signal,

representation, tool, or technology overcoming constraints of space and time associated with in-person communication. The

twentieth century has seen the diffusion of

a large number of innovations in mediated

communication, from the telephone to the

widespread adoption of the internet and

mobile technologies.

Early Beginnings of Mediated

Communication

The earliest forms expression from 26,000

to 28,000 years ago found in Namibia are

abstract paintings that depict predominantly animals. Another example is the

Lascaux Grotto in Dordogne, France,

whose paintings are estimated to have been

produced about 17,000 years ago. In the

cave, there are approximately 600 paintings

and drawings and almost 1,500 engravings

of animals and other symbols. Mediated

communication became more elaborate

with the introduction of writing. Early hieroglyphs were ideographic or illustrative

of actual objects, while later hieroglyphs

were phonetic characters, representing

sounds. Another early system of writing

was cuneiform, used in the Middle East in

the last three millennia bce; languages employing this style of writing included Sumerian, Hurrian, Hittie, and Urartian. North

Semitic is considered one of the earliest

complete alphabets, originating in Syria

around the eleventh century bce and later



inﬂuencing Phoenician and Aramaic, from

which many of today’s alphabets stem,

including the European, Hebrew, Arabic,

and Indian alphabets. Maya hieroglyphs,

which are composed primarily in Classic

Maya of about 300 to 500 logograms, were

the earliest form of writing in the Americas,

dating from 300 to 200 bce. With respect

to the materials employed in early forms

of writing, clay, stone, animal bones, bark,

cloth, and metal were initially popular, but

eventually other more durable materials

were preferred, including, papyrus, palm

leaves, bamboo strips, parchment (made

from animal skin), and wax tablets. While

paper was invented in China around 105

ce, it only became more regularly used in

Europe by the fourteenth century. Early

books consisting of written pages stitched

together on one side, called codex, can be

traced to the fourth and ﬁfth century, when

they were commonly used to record the

Gospels. In different periods intentions for

writing varied and are associated with different materials. In some instances, such

as with Egyptian tombs, written texts were

meant to be permanent and often inscribed

in stone. In other situations, writing was

meant to preserve records, as in the case of

banking archives from ancient Crete. The

practice of religious rituals and prayers was

also described in many texts. The study

of the history and social circumstances

of written information that have been

preserved on hard or durable materials is

referred to as epigraphy. A further category

of ancient written inscriptions can be classiﬁed as impermanent, not intended to be

preserved, and can offer valuable insights

into the everyday life of ancient cultures.

The Toronto School of Communication

Understanding how mediated communication impacts society has a long tradition in

communication studies, starting with the

early investigations of scholars from the

Toronto School of Communication. Its key

intellectuals were Edmund Carpenter, Eric

A. Havelock, Harold A. Innis, Marshall
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McLuhan, and Walter J. Ong. Havelock

originally trained in Britain, then taught at

the University of Toronto in the 1930s, and

later was appointed at Harvard and Yale.

Havelock’s thinking was instrumental in

highlighting the social changes brought

about by the move from oral to literate

society. In his book Preface to Plato (1963),

he described two fundamental shifts resulting from the move to literacy in Greek

culture at the end of the ﬁfth century: (1)

the content of thought and (2) the organization of thought. His thinking has been

instrumental in the ﬁelds of literacy studies

and in recent theorizing about the social

changes brought about by digital communication. Nonetheless, his work has

remained controversial among academics

because of its lack of rigorous methodology. Walter Ong continued with Havelock’s

theorizing around the pervasive shift the

Greeks underwent from an oral to a literate

society. In Orality and Literacy (1982), Ong

contrasts oral and literate societies in terms

of the expression of culture and norms.

He introduces in his book the concept of

second orality to describe how electronic

media (television and telephones) create a

culture that integrates elements from both

oral and literate societies. A parallel line of

thinking developed in Innis and McLuhan.

Innis was a professor of political economy

at the University of Toronto with an interest in the economic, structural, and social

changes resulting from literacy. In Empire

and Communications, he introduced the

concept of media bias and distinguished

between forms of communication that have

a ‘space bias’ versus those that have a ‘time

bias.’ For him, ancient Greek was an example of an oral society with a time bias that

supported community and metaphysics.

By contrast, the Roman Empire had a space

bias favouring imperialism and commerce.

Other space-binding media include print,

radio, television, and digital media because

they overcome space constraints to reach a

wide range of people. McLuhan’s analysis

focused in The Gutenberg Galaxy: The Making of Typographic Man (1962) on the impact
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of print on culture, but went further to include electronic media in his books Understanding Media (1964) and The Global Village:

Transformations in World Life and Media in the

21st Century (1989). McLuhan’s well-known

aphorism ‘the medium is the message’ underlined the need to examine the impact of

media on people instead of focusing only

on content. For him, the characteristics of

media had a much more pervasive inﬂuence on society than content alone in terms

of social structure and how individuals

processed information and engaged with

the material. He studied in detail the impact of television on society and concluded

that it not only compressed time and space,

but also radically transformed an individual’s information processing. McLuhan is

often seen as a visionary because many of

his aphorisms, such as the ‘global village,’

continue to resonate with the way the internet is bringing people together from across

the globe in virtual communities.

Early Developments in Mediated

Communication

The late nineteenth/early twentieth centuries saw a proliferation of innovations in

transportation, electric lighting, the radio,

and the telephone. A common form of

communication predating electrical transmission of messages was the use of smoke

signals, ﬂags, or beacons as a form of distant communication, sometimes described

as an optical telegraph or semaphore. Napoleon made use of a system developed in

France in 1794 by Claude Chappe which

was very effective in transmitting messages

via towers spaced ﬁve to ten miles apart

and stretching a total of 4,800 kilometres.

Because of the speed of communication it

granted over long distances, the system

was promptly employed in other parts of

Europe. A series of inventions followed,

leading to the introduction of the telegraph,

a device that was developed in the midnineteenth century and until the ﬁrst half

of the twentieth century was the main form

of transmitting printed information by wire
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or radio wave over long distances. The

invention of the telegraph was followed by

the telephone, which slowly revolutionized

the way people communicated with one

another. What was unprecedented about

the telephone was its mass adoption and

widespread impact on society. The ﬁrst

telephone invented by Alexander Graham

Bell allowed only for the transmission of

sounds and speech could not be discerned.

Around the First World War I the party

(or shared) line was introduced, making

the phone much more affordable. It was

not until the 1920s that automatic dialling

was introduced and there was no longer

the necessity for operators. While today

telephones are normalized in society, the

adoption was difﬁcult and encountered

large resistance from users. In his seminal

book America Calling, Claude Fischer writes

about the resistance the telephone encountered from diverse groups and the ways

in which the telephone changed American

society. Moreover, Fischer saw that ‘as

much as people adapt their lives to the

changed circumstances created by a new

technology, they also adapt that technology

to their lives’ (1992: 5). Hence, the impact

of the telephone was not radical, but rather

the technology was embedded in existing

norms and practices and functioned as an

additional form of communication.

The Rise of the Internet and ComputerMediated Communication

We have seen a dramatic increase in internet use since the 1990s, affecting the way

people live, work, and play in the developed world. For a large proportion of the

population of internet users, internet access

is a daily activity as Lee Rainie and Scott

Keeter of the Pew Internet and American

Life Project (2006) have shown. Communication via the internet is referred to as computer-mediated communication (CMC).

Generally, the distinction is made between

asynchronous and synchronous forms of

communication, where the former refers to



exchanges where communication partners

do not need to be present at the same time,

while in the latter communication occurs

in real time. With the proliferation of the

internet a number of debates emerged

around its impact on society. Utopians see

the internet as stimulating positive change

in people’s lives because of its rapid diffusion to all strata of the population, its diminishing costs for getting online, its ease

of use, and its variety of information and

communication tools. These analysts foresee a digital revolution that is restoring a

sense of community by connecting friends

and kin near and far, providing information resources on a wide variety of topics

and engaging various groups in political

and organizational participation. They

hope that the digital realm will lead to new

forms of community by providing a meeting space for people with common interests, overcoming limitations of space and

time. They expect online communities to

ﬂourish as people choose communities of

shared interests regardless of their physical

location. Howard Rheingold (1993) has described how the WELL, a text-based message board, developed into a community

of friendship, support, entertainment, and

information. On the other hand, sceptics

claim that the internet, with its entertainment and information capabilities, draws

people away from family and friends.

Further, by facilitating global communication and involvement, it reduces interest in

the local community and its politics. Both

perspectives – the utopians and dystopians

– see the internet as a major force of social

transformation. What if the internet has

neither radically transformed the nature of

community nor markedly diminished it?

Evidence is showing that the internet adds

to existing patterns of communication. As

Andrew Flanagan and Miriam Metzger

argue, it is ‘used in a manner similar to

other, more traditional technologies’ (2001:

153). Quan-Haase and Wellman (2004) state

that the internet primarily supports communication with friends and family and
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provides opportunities to ﬁll communication gaps. Perhaps the most revolutionizing

part of the internet is its compression of

time and space. In No Sense of Place, Joshua

Meyrowitz concludes that ‘when we communicate through telephone, radio, television, or computer, where we are physically

no longer determines where and who we

are socially’ (1985: 15). While the impact of

the internet on social relationships, communication, and community continues to

spark debate, there is no doubt that radically different forms of interaction and social

structure are emerging.

The Instant Connect Culture of IM and

Social Network Sites

Instant messaging (IM), similar to email in

the 1990s, has had a strong impact on communication. IM facilitates text-based, nearsynchronous communication between two

or more users. IM embodies the promises

of the information age and the networked

society because it allows for instant communication with multiple individuals who

can be located across the globe. The core

features of IM applications are: (1) a display of messages through a pop-up mechanism the moment they are received; (2) a

visible list of contacts (buddies) compiled

by the user; and (3) a method for indicating when buddies are online and available

to receive a message. Some of the most

popular IM platforms include AOL Instant Messenger (AIM), Google Talk, ICQ,

Skype, Windows Live Messenger (WLM),

and Yahoo! Messenger. IM is one of the

largest-growing internet applications; in

2005 Business Wire reported that about

half a million users worldwide were sending nearly 12 billion messages each day.

What makes IM appealing for users is its

speed, display of availability information,

and support for multiple conversations. An

important question that emerges from the

use of IM for maintaining social ties is the

medium’s ability to support meaningful

and intimate interactions. While IM con-
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sists of text-based interactions, it is often

compared to ‘live’ conversations in terms

of its interactivity and display of presence

information. IM’s synchronicity gives it a

feel of live conversation because messages

can be exchanged almost in real time. As

Quan-Haase (2008) argues, the presence

and availability of information provided

in IM allows communication partners to

monitor when others are online and to initiate spontaneous conversations.

Another form of mediated communication that has gained enormous popularity worldwide is the social network sites.

Social network sites (SNSs) are websites

devoted to socializing, reconnecting with

old friends, and making new friendships.

Examples of social network sites are

Friendster, hi5, Facebook, YouTube, and

MySpace. On social network sites participants create a self-descriptive proﬁle, often

including information about their preferences and habits. Then links are established

between proﬁles, creating a complex web

of connections between friends and friends

of friends. In this way, one can not only

ﬁnd out what friends are up to, but also see

who their friends are. Social network sites

vary in terms of their focus. For example,

Friendster is primarily devoted to dating:

users can see their friends’ proﬁles, creating opportunities to date people they did

not know before. By contrast, Classmates.

com helps people get back in touch with

friends from high school. Classmates.com

is geographically based and organized

by country, region, and school. The most

popular college-based social network site

is Facebook, with over 42 million active

members worldwide in 2007. In Facebook,

users are organized around college and

university campuses, high schools, employers, and geographic regions. In this way,

people are grouped by their previous afﬁliations, allowing them to reconnect with

people from their past. The popularity of

these websites is greatest with teenagers

and university students, who update their

proﬁles regularly.
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Studying and Researching Mediated

Communication

The study of mediated communication is

interdisciplinary in nature, with courses being offered in linguistics, mass communication, media studies, psychology, and sociology. The area of mediated communication

has been broadened extensively with the

rise in computer-mediate communication

and mobile phones and includes questions

about the use of new media and their social

consequences. Similarly, the methodologies employed are diverse, ranging from

large-scale survey research to in-depth case

studies of particular innovations, uses, and

effects of communication technologies. As

with all research that focuses on new technologies, there are also a number of challenges involved in the inquiry. Communication technologies are constantly evolving,

with old features being dropped or modiﬁed and new features continually being

added. As new technologies emerge and

old ones continually change, it is important

to examine the spectrum of communication technologies and their role in relation

to each other. Research on mediated communication is presented and discussed in

a number of different forums. The International Communication Association (ICA) is

an international forum where presentations

are given on both historical and current

research on mediated communication. With

a speciﬁc focus on CMC, the Association of

Internet Researchers (AoIR) brings together

international academics with an interest

in the uses and effects of communication

technologies.

Anabel Quan-Haase

Online Resources

Association of Internet Researchers (AoIR).

http://www.aoir.org/

AoIR is an international, interdisciplinary,

scholarly association consisting of researchers with an interest in the advancement of

internet studies. The association hosts an



open-access mailing list, has a website with

extensive resources, and organizes an annual

conference.

Canadian Communications Association (CCA).

http://www.acc-cca.ca

The CCA links and disseminates research by

scholars and professionals working in communications, as well as journalism, media

studies, and art.

Electronic Frontier Foundation (EFF). http://

www.eff.org

The EFF is concerned with freedom of expression on the Web.

International Communication Association (ICA)

http://www-rcf.usc.edu/~ica/

The ICA is an organization that links communications researchers and includes mass communication as one of its seventeen principal

divisions. This group also publishes several

journals, such as the Journal of Communication.

McLuhan Program in Culture and Technology.

http://www.mcluhan.utoronto.ca/

The McLuhan Program offers a wide range

of resources on the life and work of Marshall

McLuhan. It also offers courses on the digital

age.
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MEDIUM

[See also: Communication; Information; Mass Communication; McLuhan, Marshall; Message; Writing]



The etymology of the word ‘medium’ is

from the Latin word medium = ‘middle,’

with the plural form media. With respect

to communication, medium refers to any

means, or instrument, employed for the

purpose of transmitting a message, or other

form of communication.

Prior to the development of the alphabet

as well as other writing systems, and the

printing press, there existed three communicative modes: (1) gesture, (2) vocal speech

(oral-auditory mode), and (3) pictography

(graphic symbols that represent a concept

or object). With the invention of the alphabet by the Phoenicians in the second millennium bce, and the European invention

of the printing press with movable type by

Johannes Gutenberg (1400?–1468) in the

ﬁfteenth century (though a form of printing

called woodblock printing had been introduced in China much earlier), the ability

to mass produce books became a reality.
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The latter was instrumental in producing a

means to increase literacy through public

education. It also provided an instrument

for popular entertainment (novels, short

stories, poetry, essays, and so forth) for the

literate public.

Mass media refers to the various ways in

which messages may be transmitted in contemporary society to a very large audience.

There is a basic division in media between

the print media (books, newspapers, magazines, photography) and non-print, or electronic media (ﬁlm, radio, television, CDs,

and the internet). Each medium provides

entertainment and instruction intended for

a mass audience. The print media, for example, provide instruction (facts, information, and interpretation) and entertainment

(novels, short stories, poetry, essays), some

of which may be accompanied by illustrations including photographs and artwork.

The non-print media, likewise, provide instruction and entertainment for the public.

Non-print media include those with visual

and auditory capability (CD-ROMs, DVDs,

ﬁlm, internet, television). Other non-print

media include those with auditory capacity only (radio programming, recordings of

various sorts).

The internet, a global system of interconnecting networks that permit public access

by various means including the telephone,

radio waves, ﬁbre optic systems, and so

forth, is the most recent medium available

for widespread communal usage. Thus, an

individual may connect to the internet anywhere at any time. Within the internet, the

World Wide Web consists of interconnected

documents, and other materials linked by

URLs (uniform resource locators). Originally designed to provide communication

links between colleges and universities

in the 1960s and 1970s, the internet has

revolutionized the mass media. Its multiple functions include email, ﬁle sharing,

instant messaging, voice over IP (internet

protocol), and so forth. More recently, an

individual may download other media

formats such as music to an iPod or similar

music device. A person may also watch



previously broadcast television and radio

programs, view ﬁlms, enrol in and take

classes at various levels, to name but a few

options. This all-in-one broadcast medium

has had a profound effect on the traditional print and non-print media. In the

twenty-ﬁrst century, all of these media may

be accessed via the internet through the

procedure known as ‘downloading’ (ﬁlm,

music, radio, television shows). Moreover,

newspapers are now readily available on

the internet, which has contributed to the

demise of afternoon newspapers and a

reduction in sales of the remaining ones.

There is an ongoing convergence of the

established media into the new medium of

the internet. Furthermore, the advent of the

cellular telephone has provided yet another

means of access to the internet.

The renowned Canadian scholar Marshall McLuhan (1911–80) hypothesized

that the electronic media had converted the

world into a global village. Moreover, for

McLuhan, the form in which information

and communication are encoded and transmitted is responsible for determining the

nature of a given culture. Oral, literate, and

electronic cultures differ signiﬁcantly from

each other. McLuhan argued that in the

modern electronic era people worldwide

had interconnectivity because they could

all tune into events as they unfolded in any

part of the world. He dubbed this aspect

of the electronic media ‘the global village.’

In this global village, all people have an

‘electronic interdependence.’ Another of

his well-known mantras is the statement

‘the medium is the message,’ by which he

meant that the format of the code (written, oral, visual) will determine the type

of message transmitted. An oral message

means that an individual knows the phonemic code of a language, a written message

means that an individual knows the alphabetic code, a visual message means that

an individual knows the pictographic and

gestural codes, and so forth. Furthermore,

McLuhan classiﬁed media as ‘hot’ or ‘cool.’

A ‘hot’ medium is one that focuses on a

single sense and is information-laden, for
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example, ﬁlm, which emphasizes the sense

of sight. A ‘cool’ medium, on the other

hand, is one that contains less information,

and thus requires the audience to ‘ﬁll in’

the missing information, for example, a

comic book.

Frank Nuessel
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if uttered on a cold, snowy, and miserable

day. Clearly, the notion of message is not

coincident with that of meaning. A message

can have more than one meaning, or several messages can have the same meaning.

In the mass media, it is often the case that

many layers of meanings are built into the

same message.

A message can contain blocks of text as

well as various types of complementary

information (such as to whom or what it is

destined, what the nature of its content is,

and so on). It can be aimed directly from

a sender to a receiver through a physical

link or channel, or it can be passed, either

in whole or in part, through electronic,

mechanical, or digital-computer media –

instant messaging and email are examples

of the latter.

Marcel Danesi
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MESSAGE

[See also: Bull’s-Eye Model; Communication Theory;

Feedback; Noise; Meaning]



In communication theory, a message is what

is passed on or transmitted through the

channel by or through a sender and aimed

at a receiver. In human communication, a

message is constructed by talking, writing,

and so forth; in computer software, a message is a piece of information passed from

the application or operating system to the

user. In human communication a message

can be verbal (based on an exchange of

words) or non-verbal (as in facial expressions or body language).

The terms message and meaning are often

used interchangeably. But this is inaccurate. Consider a simple greeting such as

‘Hi, great day, isn’t it?’ It is, of course, a

simple message, an oral transmission from

one person to another. But the meaning of

the message can be literal, whereby the

speaker is acknowledging the kind of day

it is in order to make social contact. On the

other hand, its meaning could be ironic,
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MODERN CONTINENTAL

THEORIES OF COMMUNICATION,

DISCOURSE, AND LANGUAGE

[See also: Cognitive Language Studies; Conceptual

Metaphor Theory; Discourse; Discourse Theory;

Jakobson’s Model of Communication; Post-Structuralism; Semiotics; Structuralism]



Concepts in twentieth-century European

linguistics and semiotics have found

considerable applications worldwide in

communication studies, narrative theory,

poetics, and ﬁlm and media studies. The

following short discussions and deﬁnitions

can provide a ﬁrst entry into the area, for

which excellent specialized dictionaries

and encyclopedias are available (Ablali and
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Ducard 2009; Crystal 1992; Dubois et al.

1972; Ducrot and Todorov 1972; Ducrot and

Schaeffer 1999; Greimas and Courtés 1993;

Martin and Ringham 2000, 2006; Sebeok

1986; and Taylor and Winquist 2001).

Communication

Roman Jakobson identiﬁes six key components enabling communication: addresser,

addressee, message, code, channel, and context

(1990: 69–79). To each component corresponds a linguistic function: a set toward

the addresser (e.g., speaker, writer) brings

the emotive or expressive function into salience, as evidenced notably in interjections,

intonation, and dramatic interpretation. An

orientation toward the addressee (e.g., listener, reader) mobilizes the ﬁeld of the conative function crucial to imperatives, vocatives, performatives, and to the rhetoric of

persuasion. The poetic function highlights

the message in and of itself, particularly its

structure, design, and musicality, while the

metalingual function emphasizes the code,

as do conversational queries like ‘What do

you mean by that remark?’ or ‘Do you see

what I mean?’ and as do grammars and

linguistics in a more general way. Focused

on the psychological bond and physical

channel linking addresser and addressee,

the phatic function comes to the fore when

interlocutors concentrate on initiating,

maintaining, discontinuing, or re-establishing communication, and when issues

of connectivity, sound quality, technical

infrastructure, and different media become

critical. Involving the speech context, the

referential (denotative, cognitive) function is

put in play most directly by demonstrative

pronouns, designation, deixis, or indexicality, and by correlations between language

and the physical and cultural world.

Jakobson’s metalingual function adapts

Alfred Tarski’s distinction between metalanguage and object language: the former designates a specialized, artiﬁcial code devised

by logicians, philosophers, and linguists

to describe the latter, a natural language in

its customary communicative uses (Tarski



1946). Critical theorists such as Roland

Barthes, Jacques Derrida, and Julia Kristeva

argue that any metalanguage inextricably

interacts with a natural language in such

a way as to sap the hierarchy or segregation between the two. Greimas (1966 [1983:

82–98]) studies the mechanisms by which

speakers engaged in normal discourse coin

new expressions, formulate partial deﬁnitions of words and objects, and summarize

each other’s remarks, thereby elaborating

fragments of metalanguages and models of

discourse.

Continental theory typically distances

itself from the notion of ‘communication’

conceived as the mere transmission of

information, from ‘representation’ understood as the verbal recreation of a stable

external world not dependent on experience and culture, and from ‘expression’

viewed as a simple linguistic exteriorization of a subject’s prior articulated thought.

Whereas its technological bent leads

information theory to describe discourse

as a factual ‘message’ that one individual

transmits to another like a discrete object,

continental theorists tend to view verbal

interaction through the lenses of politics

and poetry, and thus highlight persuasion, indirection, irony, (self-)censorship,

metaphorical language, and interpretation.

Their research on signs and language aims

not just at the purposeful communication

of data or knowledge but at ‘signiﬁcation’

more generally, at any meaningful interaction among subjects. Animadverting upon

a mechanistic version of communication,

Derrida emphasizes that when discourse

is produced it is subjected to dissemination,

to being excerpted, (mis)quoted, de- and

recontextualized, ‘clariﬁed’ and explained,

summarized and ampliﬁed, forgotten or

ignored – processes that alter the initial text

in ways that escape the speaker’s control

(Derrida 1980).

Paris semiotics proposes a theory of

communication that embraces multiple

media including natural language, gesture,

body language, advertising images, and

ﬁlm. The theory emphasizes the intersub-



Modern Continental Theories of Communication, Discourse, and Language

jective dynamics that undergird interaction

and highlights relations between expression and action (Greimas and Courtés 1993

[1982: ‘Communication’]). The semiotic

notion of communication is inscribed

within the broader contexts of economic

exchanges, psychological interactions

among individuals and groups, and the

interface between humans and the natural and cultural environment. A ‘sendersubject’ initiates an exchange in order to

manipulate, intimidate, seduce, or tempt

a ‘receiver-subject,’ who in turn exercises

scepticism, prevarication, resistance, and

strategy to achieve objectives (Greimas and

Courtés 1993 [1982: ‘Manipulation’]). Exchanges typically happen within the framework of an implicit ‘contract,’ convention,

or understanding that regulates the kind

of interaction that takes place and that impinges on how initiatives are interpreted

(Greimas and Courtés 1993 [1982: ‘Contract,’ ‘Polemic’]). This contractual dynamic

between subjects incorporates measures of

cooperation and conﬂict, conﬁdence and

mistrust, shared values and conﬂicts of belief. Whether individual or collective subjects are involved, communication puts in

play power relations that alternately favour

free, constrained, veiled, or even censored

expression, potentially involving provocation, intimidation, liberation, or extortion.

Paris semiotics emphasizes that communication requires appropriate ‘competences’ on the part of the participants,

such as pragmatic, linguistic, narrative,

and psychological competences (Greimas

and Courtés 1993 [1982: ‘Competence’]).

At the same time, communicative exchanges produce meaning and transform

the participants, enlightening or confusing

them, instilling or altering attitudes and

intentions, fostering cohesion or discord,

creating utterly new ‘messages’ and novel

components within pre-existing ‘codes.’

Given forms of exchange may entail particular conditions: rituals may exclude the

presence of non participants, ‘personal’ or

conﬁdential communications may require

exclusivity, and negotiations may call for
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intermediaries. Eric Landowski proposes a

phenomenological view of communication

as a spontaneous and sensate, holistic and

mutual ‘contagion’ between interactants

(2004: 105–37).

Utterance and Enunciation

Developing the distinction between code

and message, Émile Benveniste identiﬁes

two modes of language: a semiotic mode in

which expressions are constituted as oppositional and combinatorial entities within

a language system, and a semantic mode in

which actual sentences and their components uttered by participants in the linguistic interaction ‘refer to the world of objects

… relate to speciﬁc and concrete situations’

(1966: 128; 1974: 63–5). Benveniste further

distinguishes between the utterance (énoncé)

or product of speaking/writing and the

enunciation (énonciation) or production of

discourse.

Utterance serves as the neutral linguistic

term for a message of any length, which

may or may not respect normative grammar or other constraints, and may involve

one or more addressers and addressees.

By extension, continental theoreticians and

critics speak of the ﬁlmic utterance, the

musical utterance, the pictorial utterance,

and so forth, to designate expressions in

other media. From a semantic perspective,

one can distinguish between two types of

simple utterances, one whose predicate

‘qualiﬁes’ the subject by attributing one or

more qualities to it, using an adjective or a

noun, for example, and one whose predicate attributes a function to the subject, by

means of an action verb, for example (Greimas 1966 [1983: 138–9, 176–9]). The French

linguist Lucien Tesnière (1959) proposes

that the sentence can be viewed as a simple ‘show’ or drama whose action (verb)

entails a conﬁguration of central players

(subject, object, indirect object) and secondary participants such as certain adverbs

(cf. ‘dependency grammars,’ e.g., Robinson

1970). Complex sentences can be described

as ‘transformations’ of more basic struc-
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tures. Emphasizing ‘localist’ theories, the

Danish linguist Louis Hjelmslev describes a

language’s cases and prepositions as forming a system of interrelated semantic arrays

(1935–7, cf. Viggo Brøndal 1940). Drawing

from Tesnière, Hjelmslev, and Brøndal, A.J.

Greimas presents the sentence as a show or

drama comprising a core action articulated

by three oriented signifying relations that

link subject and object (transitivity, teleology, desire or phobia), sender and receiver

(etiology, communication, transfer), and

helper and opponent (power, 1966 [1983:

146–52, 176–9]). Hjelmslev’s and Greimas’s

models can be compared to case grammars

developed in North American linguistics

(e.g., Anderson 1971, Fillmore 1977).

Enunciation designates the process by

which a particular utterance is realized,

including the act by which the addresser

produces it, the event in which the addressee experiences it, and the dynamic

between addresser and addressee that

makes the message possible and that the

utterance institutes or transforms (Benveniste 1966 [1971: 217–30], 1974: 67–88).

An initial linguistic study of enunciative

mechanisms can focus on their traces and

representations observable in such utterances as ‘Now hear this’ and ‘I’m not

really sure I can answer that question.’

Jakobson thus identiﬁes units of the code

whose referential value depends directly

on the message and parameters of its

context: these shifters include for example

personal pronouns (e.g., I, you) and certain

adverbs of time and place (e.g., here, now;

1990: 386–9). Among addressers and addressees, one can distinguish between the

enunciator and enunciatee corresponding to

the (observed or presupposed) real participants in the interaction, on the one hand,

and the narrator and narratee designating

representations of the latter found within

a text (e.g., ‘the author would like to thank

…’; ‘the impatient reader may wonder …’;

Greimas and Courtés 1993 [1982: ‘Enunciator/Enunciatee’]). Benveniste labels

discourse the enunciative mode he considers standard in which individuals engage



in conversation within a real-life situation,

reversibly employing such expressions as

‘I’ and ‘you,’ ‘here’ and ‘there’ with each

other; he terms history an enunciative mode

he considers less typical which minimizes

the use of signs designating the immediate

communicative situation in favour of an

objectiﬁed, didactic style (e.g., ‘The senator

told a reporter that on the designated site

…’; 1966 [1971: 205–17]).

More broadly, studying the enunciation

can entail investigating the psychological

and social conditions of the generation

and perception of the utterance, as do

psycholinguistics, sociolinguistics, and,

for literature, reception theory (cf. genetic

criticism). Julia Kristeva terms the text

perceived as a phenomenon (cf. utterance)

in the form of published material, familiar

grammatical structures, and known phonetic or graphic articulations the pheno-text,

and she labels the processes that generate

the discourse the geno-text (cf. enunciation),

which she investigates using psychoanalytic and Marxist methods (1969: 278–89).

Paris semiotics designates enunciative

praxis the processes by which speakers

judge, transform, and take responsibility

for utterances and discursive forms, from

words and expressions to motifs, topoi, and

genres (Fontanille 2003 [2006: 195–207]).

Arguing that each language, culture, and

even text establishes its own intersubjective

personal ﬁeld and thus its particular enunciative schema, Jacques Fontanille notes

that whereas the Indo-European idioms

that Benveniste uses as a model constitute

personal pronouns as deictics and derive

them from an originary ‘I,’ Asian languages

such as Japanese deﬁne such pronouns as

descriptive values and found them instead

on impersonal social rank (Fontanille 2003

[2006: 189–91], cf. 1999: 106–15).

Positioning his research in relation to

speech act theory, Oswald Ducrot investigates enunciative structures speciﬁc to

presupposition and to argumentation in

discourse, including mechanisms particular

to inferences, to interrogatives, and to polyphony or multiple speakers (Ducrot 1984,
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1991; Ducrot and Anscombre 1983; Ducrot

and Zagar 1996; cf. List 1985). Analysing

enunciative phenomena in conversations,

Catherine Kerbrat-Orrecchioni identiﬁes

basic components, rhythms, and structural

organizations, examines politeness strategies, and studies the ritualization of speech

in ﬁxed types of exchanges (Kerbrat-Orrecchioni 1990, 1992, 1994). Her research has

explored the role of verbal interaction in the

development of interpersonal relations and

has delineated both universal and culturally speciﬁc aspects of linguistic exchanges.

Related studies examine dynamics speciﬁc

to questions and to ‘trialogues’ or conversations among three speakers (KerbratOrrecchioni 1991; Kerbrat-Orrecchioni and

Plantin 1995; cf. Kerbrat-Orrecchioni 2004).

Herman Parret’s explorations of pragmatics

and enunciation bring together philosophical, linguistic, and semiotic perspectives

(1983, 1995, 2006).

Saussurean Linguistics

Ferdinand de Saussure’s 1916 Course in

General Linguistics (CGL) remains a foundational text for continental language theory.

Although linguists have critiqued features

of the CGL ever since it appeared, the power

and generality of its concepts as well as the

clarity of its exposition have assured it signiﬁcant and ongoing inﬂuence in linguistics

and in other ﬁelds. In order to account for

a wide variety of languages, and to synthesize features of philosophically oriented

French grammars and German comparative

and historical linguistics, the CGL focuses

on a small set of elementary principles that

underlie language rather than on more

speciﬁc phenomena such as parts of speech

(e.g., noun, adjective, verb), tense, or types

of phonological transformations.

CGL’s attention to meaning, to social

perspectives, and to language variation and

change gives it resonance with trends in

contemporary cognitive linguistics. From

the 1950s to the 1980s, Saussure’s ideas nourished interdisciplinary research in continental structuralism and post-structuralism.
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Temporal Perspectives

A synchronic perspective studies a particular state of an idiom at a given moment in

time; synchronic phenomena function simultaneously in the same system (Saussure

1916 [1966: 101–39]). A diachronic perspective examines change over time; diachronic

phenomena are in a state of change, belonging to different stages of development

(Saussure 1916 [1966: 140–82]). The panchronic perspective emphasizes permanent

features of a linguistic structure; panchronic mechanisms remain unchanged over a

long period, as have the syntactic functions

associated with word order in English.

Saussure’s principles of synchronic

analysis illustrate his vision of a natural

language as a network of interrelations:

‘language is a system of interdependent

terms in which the value of each term results solely from the simultaneous presence

of the others’ (1916 [1966: 114]). At the same

time, the Swiss linguist emphasizes that all

languages are in continual ﬂux, whether

evolutionary or revolutionary, and that

speakers constantly reinterpret and reﬁgure

linguistic units even as phonological transformations restructure sound and initiate

changes in grammar and vocabulary (1916

[1966: 140, 169–82, 153–61]). In cases of conquest, colonization, and nomadism, different languages coexist without forming an

organic whole (1916 [1966: 193–5]). These

views jibe with the perspective of the pragmatic philosopher Ludwig Wittgenstein,

who similarly stresses that as practices

evolve in a society, so too do their myriad

corresponding linguistic forms: ‘New types

of language, new language-games, as we

may say, come into existence, and others

become obsolete and get forgotten … the

speaking of language is part of an activity, or

of a form of life.’ (1973: §23, p. 11).

The Linguistic Sign

In order to underline the speciﬁcity of each

language, the CGL deﬁnes the sign as the

relation between a signiﬁer (its distinctive
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sound) and a signiﬁed (its distinctive meaning) within a given idiom. In a language,

signiﬁers are diacritically constituted as

differences among signiﬁers, as signiﬁeds

are instituted as differences among signiﬁeds, while the relation between signiﬁer

and signiﬁed creates linguistic value, a

triadic scheme, and founds the sign as a

positive historical entity (Saussure 1916

[1966: 65–7, 102–22]). Iconic relations between signiﬁer and signiﬁed illustrated by

onomatopoeia (‘cockle-doodle-do,’ ‘quack

quack’) and by signiﬁcant word order

and grouping in lists are called motivated

relations (Saussure 1916 [1966: 67–70]; cf.

Genette 1976). More speciﬁcally, Saussure

terms systematic relations among signiﬁers

and signiﬁeds illustrated by regular word

formation, grammatical agreement, conjugations, and declensions ‘the mechanism

of language’ (1916 [1966: 127–31]). Following the American linguist William Dwight

Whitney and in opposition to Adamic

theories of language popular in early

nineteenth-century comparative grammar, the CGL highlights the conventional,

institutional relation between signiﬁer and

signiﬁed that characterizes the greater part

of a natural language’s vocabulary and

that accounts for its idiosyncratic networks

of polysemy, synonymy, and homonymy.

Saussure (somewhat unfortunately) terms

such an unmotivated, non-systematic relation arbitrary (1916 [1966: 131–4]). Saussurean discussions of the sign emphasize

socio-psychological perspectives, formal

semiotic structure, and the cultural speciﬁcity of each language.

The didactic CGL gives words and short

phrases as examples of signs, and multiplies simple metaphors, comparing the sign

to a sheet of paper whose recto ﬁgures the

signiﬁer and whose verso represents the

signiﬁed, for example (1916 [1966: 113]).

His posthumously published notebooks

explore more complex views, such as the

hypothesis that the anagram functions as a

key compositional device in Latin poetry:

layered over the conventional unfolding of

the verse, a second reading stitches together fragments of words to form additional



‘hidden’ signs disseminated throughout

the poem (Saussure 1971). Developing the

Saussurean tradition, Hjelmslev deﬁnes a

sign in a natural language or in any comparably complex semiotic system as the relation between one or more expression planes

that compose its distinctive outward form

and one or more content planes that constitute its distinctive sense (1943 [1961: 47–

60]). Reacting against Chomsky’s concept

of syntactic transformations that do not

affect meaning, the cognitive linguist Ronald Langacker adopts the Saussurean sign

model, identifying a ‘phonological pole’

and a ‘conceptual pole’ for every symbolic

expression or structure (1987: 76–86).

Types of Relations among Units

Syntagmatic relations obtain among units

in a string (e.g., word, phrase, sentence),

while paradigmatic relations associate a unit

to others that could take its place in the

string. Employing the term ‘associative’ for

paradigmatic, Saussure contrasts the pair:

‘The syntagmatic relation is in praesentia. It

is based on two or more terms that occur

in an effective series. Against this, the associative relation unites terms in absentia in

a potential mnemonic series’ (1916: [1966:

123]). ‘Horizontal,’ syntagmatic relations

involve combination (the work of the addresser) and segmentation (the task of the

addressee); ‘vertical’ paradigmatic relations

entail substitutability, selection, and similarity. Calling the latter the ‘axis of selection,’ Jakobson compares it to the rhetorical

ﬁgure of metaphor, relating the ‘axis of

combination’ (cf. syntagmatic relations) to

metonymy (1990: 119–20). Emphasizing the

importance of phonetic, rhythmic, grammatical, and semantic parallelisms and

contrasts for poetry, he deﬁnes the genre:

‘The poetic function projects the principle

of equivalence from the axis of selection

into the axis of combination’ (1990: 78). The

notions of paradigmatic and syntagmatic

relations show up in cognitive science (e.g.,

Feldman, Lakoff, Bailey, Narayanan, Regier, and Stolcke 1996: 5–6; Langacker 1987:

74–5, 94–6, 472–4).
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Norms and Usage

Saussure divides the phenomena of speech

(French langage) within a given idiom between those belonging to language (langue)

that are common to the speech community

and must be learned by its members and

phenomena termed speaking (parole) that

are speciﬁc to particular uses of the idiom

and which its members initiate. Saussure

(1916) highlights the advantages of focusing on language as a system, while Saussure

(2002) outlines a linguistics of speaking.

Calling the virtual system language (langue)

and instances of its use in actual sentences

discourse (discours), Benveniste (1966, 1974)

explores how communicative discourse

fosters (inter)subjectivity and refers to objects and cultural concepts. A.J. Greimas

(1976), François Rastier (1989), and Jacques

Fontanille (2003) develop Benveniste’s concepts to elaborate a linguistics and poetics

that identiﬁes organizing principles underlying extensive stretches of discourse and

entire texts.

Thomas F. Broden
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MP3

[See also: Instant Messaging; Internet; World Wide

Web]



MP3, which stands for MPEG (Motion Pictures Expert Group) Audio Layer III, is a

method of audio compression which allows

any music ﬁle to be made smaller with little

or no loss in sound quality. A typical digital

signal takes a 16-bit (stereo quality) sample and records it at an audio bandwidth

around 44.1 KHZ (the standard for compact discs or CDs) (Brandenburg and Bosi

1997). MP3 coding allows for a raw audio

sample to be reprogrammed in a manner

which uses replacement sounds of a lower

bit rate while disregarding sounds on

bandwidths not auditory to the human ear.

This streamlines the remaining data within

the ﬁle, which results in a ﬁle faithful to

the original recording but only a fraction in

size. MP3 has quickly become the industry

standard in usage and has revolutionized

the way music is created and delivered to

mass audiences.
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While many were involved developing

the technology which would lead to the

creation of MP3, Dieter Seitzer and Karlheinz Brandenburg of the Fraunhofer Institut Integrierte Schaltungen (Fraunhofer

IIS) are the people most associated with the

MP3 format. Fraunhofer IIS is a division

within the Fraunhofer Society, which is a

collection of state-funded groups within

Germany that specialize in various ﬁelds

of applied science (Fraunhofer IIS 2007).

Seitzer, a professor at the University of

Erlangen, worked on retaining the quality

of music that was being transferred over a

phone line. With the advent of the internet,

and the standard connection speed of 28.8

Kbps, it was necessary to ﬁnd a way to

send high-ﬁdelity sound ﬁles in a practical

and efﬁcient way. Brandenburg, dubbed

‘the father of MP3,’ applied his expertise in

electronics and mathematics to reﬁning the

compression algorithm which would form

the basis of MP3. Upon the completion of

MP3, Brandenburg ensured that the technology was marketed as shareware, copywritten commercial software that is distributed freely on a trial basis with the option

of paying to obtain a licence and full usage

of the software (Ford 2000). In 1992, the

International Organization for Standardization (ISO) integrated the compression algorithm created by Brandenburg and his team

into the MPEG-1 video format. It beat out

stiff competition from rival groups within

Germany and from the United States of

America, who had created the Layer-1 and

Layer-2 methods of compression. Despite

this, all three algorithms were ultimately

approved by the ISO and integrated into

MPEG-1 (Fraunhofer IIS 2008). In 1995, the

.mp3 ﬁle name extension was adopted for

MPEG Layer 3, replacing the former .bit

extension.

In 1996, Fraunhofer IIS and its Frenchbased partner Thomson Consumer Electronics obtained an American patent

for MP3 (mp3licensing.com). It was not

until the following year that MP3 would

become part of the 1990s tech explosion,

when Brandenburg took the technology to
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Silicon Valley (the tech sector of San Jose,

California). Fraunhofer IIS began enforcing

their patent rights on MP3 in 1998. Consequently, any ﬁrm that created a program

pertaining to MP3 encoding/decoding and

the ripping of audio data would have to

pay royalties to Fraunhofer IIS. This led

other developers to create MP3 alternatives

such AAC, Ogg Vorbis, WMA, and RealAudio in order to avoid paying licensing fees

to the Fraunhofer/Thomson conglomerate.

MP3 would eventually retain its market

share, as by the time other formats were

created, there was already widespread

familiarity with MP3 encoding programs.

Furthermore, there were thousands of MP3

ﬁles already in circulation by that point.

Eventually, even large companies such as

Microsoft were forced to pay Fraunhofer/

Thomson a sizeable licensing fee to release

media in the MP3 format (BBC News 2007).

One such beneﬁciary of the initial technological exchange with Silicon Valley was

Justin Frankel, founder of a small company

called Nullsoft. Nullsoft would go on to

create the MP3 audio player Winamp,

which would be the ﬁrst free mainstream

MP3 player. In combination with the website mp3.com, which was providing thousands of free MP3 format songs at the time,

the MP3 craze started among consumers

(Schubert 1999). AOL (a subsidiary of Time

Warner Inc. and a major internet provider)

paid nearly $100 million in 1999 to acquire

Nullsoft and its team of programmers

(Mook 2004). However, the strict corporate

culture of a multimillion-dollar company

such as AOL was too much for the freespirited members of Nullsoft, and soon

Nullsoft began development on various

projects in secret. The Gnutella peer-topeer (P2P) network was the result of one

such project and led to the development of

other P2P programs such as Napster. These

ﬁle-sharing networks provided avenues

for consumers to share data directly from

one computer to another without regulation. This ultimately led to hundreds of

licences and patents being circumvented

through ﬁle sharing. In quick succession,



there were aggressive campaigns launched

by the Recording Industry Association of

America (RIAA) and Motion Picture Association of America (MPAA), which sought

to quell the growing movement of illegal

downloading and copyright infringement.

The RIAA argued that allowing consumers

to freely transfer unlicensed MP3 ﬁles over

P2P networks would cause sales of CDs

to decrease (Schubert 1999). Additionally,

such activity infringed on the intellectual

properties created by the music industry

and its artists. Hundreds of developers,

including those of Napster, were involved

in massive lawsuits with the RIAA and

ultimately were shut down or purchased

by RIAA members. Eventually, the music

industry realized that the acceptance and

integration of licensed MP3 downloading services would be vital to the survival

of the industry. As a result, the launch of

online MP3 stores such as Rhapsody and

iTunes (both established in 2001) were supported by the RIAA, alongside the sales of

CDs.

MP3 remains an important technological advance in today’s digital world. With

CD sales continuing to decline annually,

and downloads of individual MP3 tracks

now reaching into the millions, it is only a

matter of time before MP3 is recognized as

the pre-eminent method for creating and

sharing audio recordings. This has had

radical implications for the recording industry, given that virtually anyone can use

the technology to record music and make it

available online.

Alexander Lim
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MULTIMEDIA

[See also: Educational Technology; Hypermedia and

Hypertext; Text Theory; World Wide Web]



Multimedia design and multimedia computer systems are now everywhere, from

cellular phone MMS (multimedia messaging system) to video webcasts. At the same

time, less technologically sophisticated

multimedia materials coexist with these,

such as a printed book accompanied by a

CD. Multimedia is the use of different media

to construct texts. The most important

feature of digital multimediality is its hypertexuality, which refers to the use of a

software system that links topics on the

screen to other information and graphics,

which are accessed by clicking on them. A
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hypertext is thus a kind of ‘superior text’

involving the use of many codes (verbal

and non-verbal).

The word hypertext was coined by Theodor Holm Nelson in the 1960s in reference

to how certain words are immediately

linked to other words. This deﬁnition was

expanded with the advent of hypercard

and hypermedia technology to include any

text that could be ‘stretched’ to include

‘links’ to other texts. Today, it refers mainly

to websites and pages created with HyperText Markup Language (HTML) that

have the capacity to link their particular

information to other sites on the Web. This

enables users to move directly from a sitespeciﬁc link (usually a highlighted word,

phrase, or picture) to related links at the

same site or on a different site. A mouse or

other input device is used to click on the

link.

Such linkage strategies involve various

representational processes. Tolhurst (1995)

has, in fact, made a difference between a

functional hypertextuality and a semantic one. The former refers to the practical

use of text, diagrams, pictures, and tables

within a text. This type of hypertext simply turns a traditional ‘book page’ into a

multimedia one, with non-linear structure.

The latter refers to the kind of hypertext

whereby it is possible to make speciﬁc decisions with regard to the kind of information to be accessed. It is not simply added

to a regular text; rather, it is part and parcel

of the text itself, providing semantic links

that the user may not have even considered. It is this kind of hypertext that can

be more speciﬁcally labelled ‘open-ended’

since it involves interconnecting information, taking particular decisions according

to the possibilities offered by the hypertext

maker, and so on.

Multimedia hypertextuality is now often

used as a model of creating knowledge

systems, which include capacities for data

storage, administration, linkage, and retrieval. This model has been extended to

describe human knowledge systems generally (including those of individuals). Multi-
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media-hypertextual knowledge systems are

powerful because they offer suggestions

for interconnecting what would otherwise

seem to be separate forms of knowledge.

They offer visible links between subjects.

De Kerckhove (1997) describes hypertextuality as a means for tracking and storing

interconnected information through the

establishment of nodes and links between

one type of information (say verbal) information and another (say visual). The

concept of multimedia is, thus, reﬁned to

mean interconnectivity among modes of

information stored in speciﬁc ways. The

World Wide Web is, in this model, the ﬁrst

true hypertextual system allowing for such

interconnectivity to unfold in a practical

way. In the past, separate modes of information were distributed in different media,

from library buildings to archives and the

like. With the Web such physical distribution has been replaced by the instantaneity

of virtual distribution.

Multimedia is a term that initially had a

host of meanings. Today, it is used primarily to refer to web pages using different

media to generate their texts (print, images,

sounds, video). With advanced technologies emerging on a daily basis, it is obvious

that the design and engineering aspects of

multimediality offer expanding possibilities all the time. Essentially, though, the

term multimedia entails thinking in more

than one medium (as was the case in the

era of print literacy without the incorporation of non-verbal media in text production). It also entails such notions as interactivity, distributed information, differential

text formats, and the like. As a result of the

WWW revolution in mass communications,

there now exist multimedia corporations

whose function is integrating books, newspapers, radio, television, and other media

into integrated hypertextual (multimedia)

networks.

A perfect example of the strategic use

of multimediality is Channel 13, in Chile,

which started broadcasting in 1959. In

1968 it delivered its broadcasting by satellite, and then by cable in 1995. In 1999, it



opened up its website (www.canal13.cl)

to attract younger viewers, integrating as

well with the newspaper El Mercurio. The

channel now uses the robotic system LMS

(Learning Mediated System) and FLEXICART, creating the establishment of a

Livelong Learning Centre that allows users

to gain access to actual information about

advanced technologies. There are many

other similar examples throughout the

world. In effect, the world of traditional

media is rapidly morphing into an integrated world of multimedia. Many businesses are also transforming themselves

into multimedia companies. Salient Marketing, for example, is an Ottawa-based

internet marketing ﬁrm, with experience

in Web design and e-commerce. It also has

experience in public sector, retail, telecommunications, e-business, legal, high-tech,

travel, and other enterprises, working

together with national and multinational

organizations like Nortel, Canada Post, the

Department of Foreign Affairs and International Trade, Industry Canada, and the

Department of National Defence, among

others.

Perhaps in no other ﬁeld has multimediality become so intrinsic as in education. Educational software, self-learning

computer packages, hypertextual learning

websites, and the like are proliferating

everywhere. Even some academies are now

transforming themselves into multimedial

institutions. One example is the CCRTVU

(China Central Radio and TV University),

which started as far back as 1978. It constitutes an open and distance education

institution, under the direct supervision

of the Ministry of Education, which offers,

on a nationwide basis, multimedia courses

through radio, TV, print, audio-visual materials, and computer networks. Antonio

R. Bartolomé (1994) has pointed out that

such materials are unusual in that they also

require knowledge of how to use multimedia, in addition to knowledge of how to extract information from them. In fact, most

users see the various media in the software

as offering support to print textuality. Thus,
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it is probably more accurate to call such

materials multisupport ones.

Other uses of multimedia technology

include multimedia shows. A multimedia

show integrates various audio-visual and

sensory technologies. It can project images,

digital sounds, lighting variations, relays,

dimmers, smoke machines, ventilators, introduce actual scents, and so on. The aim

is to offer a multisensory experience to

audiences.

Multimedia documents can be deﬁned simply as multisensory documents involving

the integrated use of various media texts.

Such documents allow users to literally see

interconnections among various items, no

matter in what medium such items exist.

Thus, in an online advertisement, one can

show how the visual ad itself alludes to

some classic painting or how it may make

allusions to some piece of music. It allows

the user to gain different insights into the

contents of the text (Prendes and Solano

2000).

Multimediality is also characteristic of

the online job conﬁgurations, which now

include teleworking, e-learning, and ecommerce. The biggest conﬁguration, or

distributed multimedia system, is of course

the World Wide Web. It has promoted in a

short time what can be called ‘thinking in

networks’ and has introduced new textualities such as weblogs, photoblogs, wiki

pages, and the like. In this new multimedia

virtual world we can now ﬁnd integrated

computer systems (Hypersession, BSCW,

MOODLE), communicative systems (Open

Business Club ‘Open BC,’ Hi5, del.icio.us,

Google, Gmail, Yahoo), and audio-visual

and interactive video (Flickr, Pandora,

YouTube, Camfrog). These are changing

how we have traditionally viewed documents and texts.

In sum, multimedia refers generally

to a computer-controlled combination of

text, graphics, sound, visual text, motion

pictures, and other types of media, having

a variety of applications in education, entertainment, job training, and other areas.

Unlike traditional print textuality, the hy-
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pertextuality that multimedia technology

makes available allows users to become

active participants rather than passive

observers. A multimedia encyclopedia,

for example, uses hypermedia technology

to create its texts. It is a collection of text,

photographs, diagrams, videos, animations, interactive features, sound clips, and

other content presented in part or in whole

or in various combinations. The content of

hypermedia texts allows possibilities that

were not previously feasible. For example,

a music student can listen to a sound clip of

a composer that he or she is learning about,

while reading about the piece being performed. The student can also link to other

articles through the Web. This expands the

information-gathering process involved in

knowledge making considerably (Landow

1995). For Lévy (1995) this process models

learning adequately, since thinking in various media allows for a subject to be literally viewed from different sensory-perspectival angles, a modality made possible by

the integrated use of verbal text, diagrams,

maps, simulations, and the like.

Although multimedia involves the use

of various media, it does not follow that it

presents information in a fragmented way.

On the contrary, because it integrates the

various media into a single hypertext, it

is actually a more unitary way to encode

knowledge, showing its interconnectivity

to various codes (visual, verbal, auditory,

tactile, etc.). In this sense, it is perhaps more

accurate to label it multicodality, reserving

the term multimediality to refer to the actual

physical software used to create hypertexts.

Lucía Amorós Poveda
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MUTIMODALITY

[See also: Body Language; Gesture; Multimedia]



Multimodality is a term used broadly in

media and communications studies today

to refer to the amalgamation of various

‘modalities’ of communication, from audiooral to gestural. It refers to the use of body

language during face-to-face communication and to the use of complementary

audio-visual and graphic supports in digital texts.



The main sensory modes of communication are as follows:

• auditory-vocal (vocal speech, singing,

whistling, crying, etc.)

• visual (pictography, sign languages

for the hearing-impaired, drawings,

etc.)

• tactile (touch languages for the visually

impaired; alphabetic toy blocks used

to impart familiarity with letter shapes

through touch, etc.)

• olfactory (perfumes and colognes, religious incense, etc.)

• gustatory (chemical ingredients in food

that attempt to reproduce certain natural

tastes, etc.)

Marshall McLuhan (1962, 1964) claimed

that modality varies according to culture.

Human beings are endowed by nature to

decipher information with all the senses.

Our sense ratios, as he called them, are

equally calibrated at birth to receive information in a balanced fashion. However,

in social settings, it is unlikely that all the

senses will operate at the same ratio. One

sense ratio or the other increases according

to the modality emphasized in a culture.

In an oral culture, the auditory sense ratio

is the one that largely shapes information

processing and knowledge interpretation;

in a print culture, on the other hand, the

visual sense ratio is the inﬂuential one. This

raising or lowering of sense ratios is not,

however, preclusive. Indeed, we can have

various sense ratios activated in tandem.

For example, if one were to hear the word

dog uttered, the auditory sense ratio would

process the meaning of the word. If, however, one were to see the word written

on a sheet of paper, then the visual sense

ratio would be activated instead. A visual

depiction of the dog accompanied by

an utterance of the word would activate

the auditory and visual sense ratios in

tandem.

Marcel Danesi
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MYSPACE

[See also: Facebook; Social Networking]



Along with Facebook, MySpace is one of

the most popular social networking sites. It

was founded in 2003 by University of California graduates Tom Anderson and Chris

De Wolfe, although there is some dispute

about this. The site was acquired by News

Ciro in July 2005 for $580 million (US). It

became the most popular site in 2006, being eclipsed by Facebook only a few years

later. MySpace offers users the chance to

communicate regularly and continuously. It

is an online social networking community

in which people are encouraged to make

contact, interact, and share personal information and pictures. The user homepage

features status updates, applications, subscriptions, game alerts, and many other features that have become part of digital communications generally. ‘MySpace’ is a space

for people to indulge themselves. This is

reﬂected especially in the MySpace feature

called ‘Moods.’ Moods are emoticons that

convey the mood the user. It is also visible

in the kinds of proﬁles that the site features, which contain two basic subsections:

‘About Me’ and ‘Who I’d Like to Meet.’

There is also a ‘Comments’ section where

comments are left to be read by the user.

MySpace, like Facebook, is now also a

platform for artists and others to showcase

their talents. MySpace also has a service

similar to YouTube where people can post
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performances, lectures, lessons, and the

like for anyone to see. Through MySpace

everyone can put themselves in the limelight. MySpace is part of what can be called

an emerging digital gossip culture, as some

analysts have argued (Kelsey 2007). A perusal of bulletins on MySpace sites shows

that people do indeed use MySpace to gossip about others or to defend themselves

against gossip. MySpace, Facebook, and

YouTube have become discursive channels.

As Kelsey (2007: xiv) aruges, MySpace is

comparable to ‘the speakeasies of the ’30s,

the soda shops of the ’50s, and even the

scandalous impact of Elvis Presley.’ Like all

other social networks, MySpace harvests

private information from users (including

one’s likes and dislikes), using it to target

people for commercial purposes. Along

with other social network venues, MySpace

is redeﬁning the nature of interaction, demographics, and relations.

Marcel Danesi
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MYTH

[See also: Barthes, Roland; Mythology]



Myth is commonly assumed to designate

the primal stories shared by members of a

society or community. It is often thought

to consist of ﬁctional narratives which, at

root, reveal the most deep-seated beliefs,

attitudes, and desires of a group of people.

At the very least, it usually contains semi-
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ﬁctional stories. As such, myth is frequently

contrasted with ‘history’ and the real, as

well as to the deliberate confections of ‘literary’ ﬁctions. In the context of media and

communications, then, myth is one important means of inculcating established discussions of ‘objectivity,’ on the one hand,

and ﬁctional ‘veracity’ or ‘persuasiveness’

on the other. Media forms such as news,

putatively committed to truth and objectivity, can be seen to replay myths in various

forms; avowedly ﬁctional forms such as

soap opera, alternatively, can be seen to

embody a speciﬁc kind of verisimilitude.

Myth is derived from the Greek word

‘muthos,’ meaning ‘anything that is spoken,’ and is hence often taken to mean

simply ‘speech.’ However, ‘muthos’ refers

also to ‘story’ which, in the origins of narrative, was always spoken (prior to the

invention of writing) and was told by a

storyteller who was not necessarily the

author. After Aristotle especially, ‘muthos’

became associated with the kind of binding

in narratives that adds up to a ‘plot’ or, as

Ricoeur (1984) would say, ‘emplotment.’ It

is hardly surprising, given myth’s grounding in speech, in narrative, and in signs,

that myths became an important focus for

a linguistically based semiotics of media

and communications. Semiotic treatments

of myth have identiﬁed a split in ‘the

mythological’ between that which is at the

deepest, most profound roots of human

consciousness and that which is commonplace and everywhere on the surface. Two

approaches have had an important inﬂuence on the course of semiotics. They are

associated with the anthropologist Claude

Lévi-Strauss (1908–2009) and the literary/

cultural critic, Roland Barthes (1915–80).

Lévi-Strauss took it as given that myths

were stories which gave sense to the society in which they ﬂourished; but he also

sought to analyse myth’s very basis to

reveal that its deep-rooted patterns were

responsible for the complex surface patterns of the stories themselves. Moreover,

he sought to demonstrate that the uniform

‘deep’ patterns were able to generate a



considerable diversity of ‘surface’ myths.

Broadly, then, Lévi-Strauss considered

myth’s roots to be fairly consistent, despite

the many shifts of narrative that took place

across cultures on the surface, and devised

a method which enabled him to break

down all myths to allow the identiﬁcation

of a basic substrate. The most famous example of this is his 1955 interpretation of

the Oedipus myth in which he treats it ‘as

an orchestra score would be if it were unwittingly considered as a unilinear series’

(1977: 213):



Say, for instance, we were confronted

with a sequence of the type: 1, 2, 4, 7, 8,

2, 3, 4, 6, 8, 1, 4, 5, 7, 8, 1, 2, 5, 7, 3, 4, 5, 6,

8 … the assignment being to put all the

1’s together, all the 2’s, the 3’s, the result

is a chart:

1

1

1



2

2



3



4

4

4



2

3



4



7

6

5

5

5



7

7

6



8

8

8

8



He then goes on to break down the features of the Oedipus myth – for example,

‘Oedipus marries his mother, Jocasta’ and

‘Antigone buries her brother, Polynices,

despite prohibition’ (1977: 214) – which he

re-orders in a similar way. Summing up

his view of myth in general, Lévi-Strauss

concludes that ‘the kind of logic in mythical thought is as rigorous as modern science, and that the difference lies not in the

quality of the intellectual process, but in

the nature of things to which it is applied’

(1977: 230). He suggests, then, that myth

has a kind of ‘ﬁctional veracity.’

Where Lévi-Strauss proposes that an

analysis of ‘mythical thought’ can reveal

the deep structure of the human mind,

Barthes’s notion of myth, while attempting

to be equally revelatory, prefers to stay at

the surface level. Famously, in Mythologies

(1957; English translation 1973), Barthes
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drew together a series of brief articles he

had written for magazines in the period

1954 to 1956 to demonstrate different aspects of the myth of French life and society.

These included media artefacts such as the

haircuts of the Roman characters in Joseph

L. Mankiewicz’s ﬁlm of Julius Caesar and

the face of Garbo, all of which were shown

to embody a myth. From the outset, Barthes insists that ‘myth is a language’ (1973:

11), but he also adds that

• it is a collective representation;

• it involves credibility, which is sustained

by ‘inversion’ (the element of the ﬁctional but not the fanciful);

• it is expressed in all places in the contemporary world;

• it is susceptible to semiological analysis.

(Barthes 1977a: 165–6)

For Barthes, ‘nothing can be safe from

myth’ (1973: 131); it is everywhere in communications. It can take almost anything

and transform its cultural bearing into a

seemingly natural one. Like Lévi-Strauss,

Barthes sees myth as a process of thought

which enables the conceptualization of

pressing matters in human existence. But it

is also the medium of ideology and the profane, the domain of stereotypes and other

means of ﬁxing limits to representation.

The form that the ‘speech’ of myth takes

for Barthes involves systems of ‘denotation’

and ‘connotation.’ As Barthes suggests in

his analysis of an advertising photograph

(1977b: 36–7), there is a tendency for connotation to be foregrounded in representations. Embodied in connotation will also be

an ideological travesty of the truth. Despite

the foregrounding of connotation, myth

uses ‘denotation’ (straightforward indicating), at the level of the language-object, to

‘naturalize’ what is expressed: ‘it is the

language which myth gets hold of in order

to build its own system’ (1973: 115). So, for

Barthes, myth is a two-level process: popular culture and everyday life are ‘mythical’

because they are ‘spoken’ through a naturalization. What is ‘hidden’ in Barthes’s
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version of myth, and what needs to be revealed by semiology, is the inversion of real

relations that has taken place to transform

an ideological proposition into common

sense.

This concept of myth has been persuasive in the study of media and communications. It has redrawn the relation of communications to ideology and has encouraged strenuous interrogation of the very

act of representation, lest media consumers

forget the entrenched stories and political

coordinates that are repeatedly played out

in representations.

Paul Cobley
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MYTHOLOGY

[See also: Barthes, Roland; Myth]



The term mythology was used by the French

semiotician Roland Barthes in 1957 to explain why the spectacles and entertainment

forms of pop culture have such emotional

appeal. Barthes explains the appeal in

terms of mythology, that is, in terms of

the recycling of ancient mythic themes

by the industry of popular culture. The

implication is that the industry speaks an

unconscious ‘mythic language’ which gives

it great appeal, since mythic language is
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powerful at a psychic level. The study of

cultural mythologies has become a major

target of interest within semiotics and

media studies (Holbrook and Hirschman

1993; Docker 1994; Gottdiener 1995; Bignell

1997).

As John Storey (2003) argues, the idea

of pop culture came forward to replace

that of ‘folk’ culture, becoming a target of

autonomous academic study in the late

1950s when Barthes showed the importance of studying such things as wrestling

and blockbuster movies to understand how

they play on largely unconscious mythical

meanings. As Jean Baudrillard (1998) has

emphasized, pop culture engages the masses, rather than the cognoscenti, because

it takes the material of everyday life and

gives it expression and signiﬁcance. Everything from comic books to fashion shows

have mass appeal because they emanate

from within the culture, not from authority

ﬁgures. Pop culture makes little or no distinction between art and recreation, distraction and engagement.

To distinguish between the original

myths and their pop culture versions, Barthes designated the latter mythologies. In

early Hollywood westerns, for instance, the

mythic struggle of good vs evil manifested

itself in various symbolic and representational ways. The cowboy hero has many

of the traits of various ancient mythic heroes – strength, physical beauty, honesty,

and vulnerability. The cowboy villain has

all the opposite traits – cowardice, physical ugliness, dishonesty, and cunning. The

hero is beaten up at some critical stage, but

against long odds he becomes a champion

of ethics and justice. This ‘narrative structure’ is fundamentally mythical in origin.

Because of the power of the mythological

system underlying the western, it is little

wonder to ﬁnd that cowboy heroes such as

Roy Rogers, John Wayne, Hopalong Cassidy, and the Lone Ranger became cultural

icons, symbolizing virtue, heroism, and

righteousness. Although Hollywood has

also showcased female characters, most of

the women portrayed in the early westerns



played a subsidiary supporting role to the

male hero.

The Superman character of comic book

and cinematic fame is another example of a

recycled mythic hero. He too possesses the

same characteristics of his mythic predecessors – he comes from another world (the

planet Krypton) in order to help humanity

overcome its weaknesses; he has superhuman powers; but he has a tragic ﬂaw (exposure to the substance known as kryptonite

takes away his power). Because it constitutes a mythological system, Barthes argued that pop culture has had a profound

impact on modern-day ethics. In the historical development of ethics, three principal

standards of conduct have been proposed

as the highest good: happiness or pleasure;

duty, virtue, or obligation; and perfection,

the fullest harmonious development of

human potential. In traditional cultures,

these standards were established through

religious and philosophical traditions. In

pop culture, they are established through

mythological language as it manifests itself

in popular spectacles. Ethical issues that

are showcased on TV, for example, are felt

as being more signiﬁcant and historically

meaningful to society today than those that

are not.

Marcel Danesi
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NARRATIVE

[See also: Adventure Stories; Books, History of;

Crime Genre; Horror Fiction; Pulp Fiction; Romance

Fiction; Science Fiction; Text Theory]



Narrative is a universal expressive form

based on connected events (known as the

plot), people (known as characters), locations (known as the setting), over a time

period by a teller (also known as sender,

author, or narrator). In effect, a narrative

is any text – verbal (a story, a novel, and

so on) or non-verbal (a cartoon, and so

on) – that has been constructed to model a

sequence of events or actions that are experienced as being logically connected to each

other or causally intertwined in some fashion. The sequence may be fact-based, as in

a newspaper report, a historical treatise, or

a psychoanalytic session, or ﬁctional, as in

a novel or a fairy tale. It is often difﬁcult to

determine the boundary line between fact

and ﬁction in narration.

Making sense of a narrative text is not

a simple process of analysing the meanings of the individual words with which it

is constructed and adding them together

semantically; rather, it entails interpreting

the whole text at various levels. One of

these is the level of the subtext. This is the

underlying theme, premise, or intent of the

narrative. It is not announced explicitly by

the characters or the narrator. It is implicit

in the plot, setting, or characterization,

and thus is extractable from cues within



the main text. Some of these cues may be

provided in the form of intertexts, which

are allusions, citations, or references within

the narrative text to other texts external to

it, but upon which the text is constructed.

For example, the main text of a movie such

as Blade Runner unfolds as a sci-ﬁ detective story, but its subtext is, seemingly, a

religious one – the search for a creator and

thus a quest for the meaning of life. This

interpretation is bolstered by the many intertextual cues to Biblical themes and symbols in the movie, such as a dove and an

apparent ‘cruciﬁxion’ of a robotic character

at the end of the movie.

In the main text, the plot is basically

what the narrative is all about. It is a telling of events that are connected logically

(chronologically, historically, and so on) to

each other. It is this interconnection that

makes readers perceive them as mirroring

real-life events. Character refers to the personages or beings (animals, for example)

that make up the plot. Each one is a sign

or archetype standing for a personality

type – the hero, the villain, the lover, the

friend, and so on. The setting is the location

where, and the time when, the plot is supposed to take place. The narrator is usually

a character in the text or the author of the

text. Each provides a different perspective

on the story for the reader. The reader can

thus feel a part of the narrative, looking at

the action as if he or she were in it, or aloof

from it, looking at the action as if from the

outside.



Narrative

Fictional narratives (from Latin ﬁngere ‘to

form, make, put together’) did not become

a popular until the Middle Ages, although

they may have ancient roots. Egyptian papyri indicate that King Cheops (2590–2567

bce) revelled in the ﬁctional stories that

his sons purportedly told him. The Greek

statesman Aristides (ca 530–468 bce) wrote

a collection of short stories about his hometown, Miletus. The Golden Ass of Apuleius

(ca 125–200 ce) was also a ﬁctional text

designed to provide social and moral commentary. Fiction became a standard writing

craft in the Middle Ages, after Giovanni

Boccaccio (1313–75) published the Decameron (1351–3), a collection of 100 tales set

against the background of the Black Death

in Florence (Fiesole). It is the ﬁrst example

of ﬁction in the modern sense. Novels have

always constituted the most popular use

of the narrative. At the turn of the century,

and certainly by the 1920s, novels were being produced in bulk for mass markets, as

part of a pulp ﬁction trend. They were the

successors of the dime novels of the nineteenth century. The main themes of these

novels revolved on sensationalistic crime,

sex, adventure, horror, and so forth. The

characters of these novels have become

part of pop culture lore. They include The

Shadow, the Phantom Detective, Mickey

Spillane, Dick Tracy, Perry Mason, Tarzan,

among many others. The twentieth century also saw the rise and spread of the

so-called ‘best-seller,’ the counterpart to

the movie blockbuster. As White (1980: 5)

puts it, ‘to raise the question of narrative

is to invite reﬂection on the very nature of

culture and, possibly, even on the nature of

humanity itself.’

The systematic study of narrative is

called narratology. It can probably be traced

to a famous 1928 work by the Russian

critic Vladimir Propp (1895–1970), who

argued that a relatively small number of

innate, unconscious archetypal units make

up narratives of all kinds. Thus, certain

characters (the hero, the villain, and so on)

are really signs or symbols for personality types. Moreover, plots are structured
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around universal images (journeys, trials,

and so on) that also go into the ‘narrative

grammar.’ Propp’s theory would explain

why narratives are similar the world over.

These allow humans across cultures to

make sense of the real world. For semiotician Roland Barthes (1966: 1), the narratives

of the world cover a vast number of genres

and are constructed in various modes and

media: oral, written, images, gesture, painting, news items, conversation, and so on:

‘Narrative couldn’t care less about good or

bad literature: international, transhistorical

narrative is simply there, like life itself.’

Narratological theory owes much to the

so-called Russian Formalists, through a

careful examination of what linguist Roman Jakobson called literaturnost, ‘literarity,’ the features of literature that distinguish it from other types of discourse. The

Formalists started by comparing poetic language with spoken language, using linguistic theories that enabled them to examine

relationships between forms of language

and discourse, and to investigate the structures that made poetic language unique, or

at least different from other kinds of literature. A year after Propp’s work, the critic

Shklovsky (1929) demonstrated the presence of universal stylistic processes in text

composition, no matter how heterogeneous

the texts seemed to be. Thus, a narrative or

poetic work of art was not an isolated phenomenon – its value could be understood

in relation to other works. The identiﬁcation of basic techniques or devices regarded

mainly those that went into plot construction: circular construction, composition

by steps, decomposition of the plot into

episodes, the use of frames, and rhetorical

procedures (parallelism, enumeration, oxymoron, and so on). This led to a distinction

between the construction of a work (subject) and the materials used to do so (fable).

The Prague Linguistic School (1926–48)

continued and elaborated the tradition

handed down to them by the Russian Formalists. For example, they claimed that

Saussure’s (1916) distinction between language as a system (langue) and individual
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uses of that system (parole) could also be

applied to literature. Essentially, the Prague

School linguists showed that parole is not

only as important as langue, but that it often

inﬂuenced its historical evolution. In effect,

literature and literary genres were not only

similar to common discourse, but also had

an effect on the language system used to

construct them. Change came through usage, not through some internal evolutionary propensity in language.

Many of the ideas of the Russian Formalists and the Prague School linguists were

mirrored by Anglo-American narrative

analysis, even though the latter was not at

ﬁrst inﬂuenced in a direct way by the two

European trends. Simply put, the AngloAmerican narratologists propounded

ideas that were similar to those of their

European counterparts but with a more

informal approach. For example, Henry

James (1934) wrote about ‘dramatic scenes,’

‘form,’ ‘character,’ and ‘ﬁrst-person narrative.’ Similarly, Lubbock (1921) and Forster

(1927) used simple concepts such as ‘telling

and showing,’ ‘voice,’ and ‘ﬂat and round

characters.’ As insightful as these were,

they lacked the systematicity brought to

the task at hand by the Formalists and the

Prague linguists. A second generation of

critics attempted to classify literary works

in terms of ‘conventions’ (Frye 1957) or

‘forms of plot’ (Friedman 1955a). It is in

the concepts of ‘point of view’ (Friedman

1955b) and ‘time’ (Mendilow 1952), or ‘temporal distance and point of view’ (Booth

1961a), that the Anglo-American contribution to narrative stands out – a contribution

crowned by Wayne Booth’s now-classic The

Rhetoric of Fiction (1961b).

In France, narratology developed along

the theoretical lines established by Roman

Jakobson (Russian Formalism) and Claude

Lévi-Strauss (structuralism). Lévi-Strauss

advocated the use of the methods of the

social sciences, especially anthropology

and linguistics, in narrative analysis. In his

analysis of myth (1963: 62, 71, 33) he outlined why he thought structural linguists

was particularly useful:



First, structural linguistics shifts from

the study of conscious linguistic phenomena to the study of their unconscious

infrastructure; second, it does not treat

terms as independent entities, taking instead as its basis of analysis the relations

between terms; third, it introduces the

concept of system; ﬁnally, structural linguistics aims at discovering general laws,

either by induction or by logical deduction, which would give them an absolute

character.

This led to a ‘Parisian School’ led by

Roland Barthes (1966). The School based

its approach to narrative on the deductive

procedures of structural linguistics, and

especially the level-by-level approach of

this school of thought. Each level bears a

hierarchical relationship to other levels,

and narrative elements are both distributed

on each level in a systematic way and form

integrative relations at each level. Barthes

distinguished three main levels – ’functions,’ ‘actions,’ and ‘narration’ – linked

together cohesively. A function has meaning only within the ‘ﬁeld of action’ of an

actant (a narrative element such as a character or a setting), and action is meaningful only when narrated through a speciﬁc

code. He then divides functional units

into ‘kernels’ (or ‘cardinals’) and ‘indices’

(or ‘catalysts’), which allows readers to

understand the units by referring them to

the levels on which they exist through the

syntax of the language used and by logical

presupposition. Whether labelled dramatis

personae or actants, characters constitute

a level of description rendering ‘actions’

intelligible. They are the agents deﬁned

by their participation in a limited number

of classiﬁable plots. Although this might

seem somewhat abstruse, it actually is a

formalization of common notions. Using

Propp’s ideas, the Parisian semioticians, led

by Algirdas Greimas (for example, 1987),

showed that actants (character proﬁles)

occurred in oppositional pairs (Subject/

Object, Addresser/Addressee, Helper/Opponent) projected along the entire narrative



Narrative

and become meaningful only on the third

level of description – narration.

In line with such ideas, Tzvetlan Todorov

(1969) put forward a ‘text grammar’ of narrative based on the notions of proper name,

which corresponds to the agent, the adjective, which corresponds to the qualiﬁcation

of the agent (adjectives are divided into

three groups – state, property, and status),

and verb, which represents the predicate of

an action. In other words, Todorov formalized the relation between language grammar and text (narrative) grammar, with the

latter being essentially a magniﬁcation of

the former – an idea that bore great fruit

among many scholars in the 1970s and

1980s. Genette (1988), for example, distinguished three levels of analysis: the story

(histoire); the narrative (récit); and narration

(narration) – the real or imaginary setting

in which the récit takes place. Crucial to

Genette’s model is the notion of time, which

he subdivides into order, duration, and

frequency; mood, in which he links point of

view and distance (showing and telling);

and voice (the tone of the narration itself).

In a key work, Umberto Eco (1979) focused

attention not on the process of making narratives, but on the interpretive frames used

by readers of narratives – an angle that has

now become a dominant one. Eco examines

the sociocultural contexts in which a narrative is forged and what makes it meaningful to its readers. Shortly thereafter, Paul

Ricoeur (for example, 1983) sketched a general theory of narrative discourse based on

understanding the historiography behind a

work, its place in literary practices, and its

claims to presenting ‘truth.’

Already in the late 1950s and certainly

by the 1970s, narratological structuralism started to be questioned. The attack

on structuralist principles of the narrative

have come to be classiﬁed under the rubric

of post-structuralism – a movement associated initially with the late French philosophers Michel Foucault (1926–84) (for example, 1972) and Jacques Derrida (1930–2004)

(for example, 1976). The central idea that

set off this movement was that narratives
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are logocentric and thus speciﬁc to the biases inherent in the language used to carry

out the narration. According to Derrida

narrative texts were self-referential forms –

texts referring to other texts, which referred

to still other texts, and so on ad inﬁnitum.

Thus, what appears to be meaningful upon

reading a plot turns out to be circular and

convoluted. Many narratologists have severely criticized this radical stance of Derrida. It has nevertheless had an impact on

narratology and literary studies generally.

Derrida saw human knowledge as subject

to linguistic categories. These characterized

semiotic and narratological practices themselves, rendering them useless. Because

written language is the tool of knowledgeproducing enterprises, these practices end

up mirroring nothing more than the linguistic categories used to produce them.

Even before the emergence of poststructuralism, narratology was undergoing

a serious re-evaluation. Its alliance with

structural linguistics was questioned by

various scholars, some of whom opted

for generative models, pragmatic models,

and others of language. Perhaps the most

promising line of inquiry in this regard is

the advent of the cognitive linguistic movement, a movement that is based on the notion that linguistic grammar does not exist

independently of cognition and culture and

that it has a poetic basis (Lakoff and Johnson 1980, 1999). Today, the use of notions

such as conceptual metaphors in literature

(life is a journey, life presents obstacles, and

so on) is still in its infancy, but it is starting

to produce new and interesting ideas. The

objective of all narratological theories remains, however, the quest for understanding why stories exist in the human species

and why they are so powerful.

Paul Perron
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NARROWCASTING

[See also: Broadcasting; Cable Television]



Narrowcasting refers to broadcasting that

is aimed at speciﬁc, or niche, audiences, in

contrast to general broadcasting. Broadcasting transmissions can be received by anyone with standard reception equipment,

whereas narrowcasting transmissions are

received by someone with special equipment (a cable system equipped to carry

them, a satellite dish, and so on). Narrowcasting services are subject to special fees.

Narrowcasting for cable television involves encrypted signals running through

a cable company’s descrambling services

before being viewed by the consumer, thus

allowing for a monthly charge to be implemented on viewable material. Because cable television is now present in most households in North America, ‘narrowcasting’ is

now a term loosely used to describe most

cable television services. Certain channels

are, however, special subscription channels,

whose contents are only available to those

who will pay for them. In the area of radio,



Network

satellite radio (also known as subscription

radio) is an example of a narrowcasting

source, since it provides listeners with

commercial-free channels (news, weather,

sports, music channels, and so on) for a fee.

And, of course, internet websites which

require user registration now constitute a

popular source of narrowcasting materials.

Mailing lists and podcasts are classiﬁable,

in fact, as ‘narrowcasting services,’ because

they often require a subscription and are

highly niche-oriented.

Narrowcasting originated in the late

1960s in response to the stance taken by

the three major television networks – NBC

(National Broadcasting Company), CBS

(Columbia Broadcasting System), and ABC

(American Broadcasting Company) – of

avoiding the broadcasting of content that

would offend viewers. As a result, independent networks, videocassette viewing,

and other forms of new media began to

proliferate, seeking out speciﬁc groups of

people who would acquire their specialized programs (not available through the

networks). With the growth of digital and

satellite technologies, such specialized

programs and products have become the

norm, not the exception. In fact, today,

most specialized channels are supported by

advertising in the same way as are traditional network channels.

The techniques and forms of narrowcasting have proved both socially and economically powerful, as those who subscribe to

certain media may tend to associate with

others of the same group, and advertisers

may be able to more easily reach their target audiences through narrowcasting.

Mariana Bockarova
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NETWORK

[See also: Broadcasting; Communication]



The term network refers to a group of radio

or television stations with a core set of programs that they broadcast at the same time,

with local or regional programs inserted at

other times. Network programming began

with the advent of radio as a mass communications medium around 1921, when WJZ

in New York City and WGY in Schenectady,

New York, broadcast the World Series

simultaneously, using a simple network

connected by telephone lines. This type of

broadcasting, called ‘chain broadcasting,’

soon became popular across the United

States. The Radio Corporation of America

(RCA) formed the National Broadcasting

Company (NBC) in 1926 as the ﬁrst permanent national network.

The term network was then applied to

television and, more recently, to internet

programming. The internet is, in fact, a

de facto network, connecting computers

to share and process information. Today’s

computer networks enable information to

be transferred rapidly from one computer

to another, and users can share information

or even work together on the same document at the same time in cyberspace. Local

area networks (LANs) connect computers

in a single location, such as an ofﬁce. A central computer called the ‘server’ holds common ﬁles and allows for interconnectivity.

The computers connected to the server

are called ‘clients.’ Wide area networks

(WANs) can spread across the globe. Secure

links known as ‘ﬁrewalls’ prevent users of
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a WAN from getting unauthorized access

to resources on a LAN.

The World Wide Web is a worldwide

network of interconnected computer ﬁles

connected to each other on the internet.

The Web was originally created for linking

words in text ﬁles to those in other text ﬁles

via hypertext, a software system that links

topics on a computer screen to connected

information and graphics by a clicking

method. Today, much of the information on

the Web has been converted from print into

digital form, and even more information

has been created speciﬁcally for the Web.

The information resides at websites, which

are identiﬁed by a unique address known

as a uniform resource locator (URL). Using

a software package called a web browser, a

computer user can select a URL and go to a

website connected to that address.

Marcel Danesi
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NEWS WEBSITES

[See also: Journalism; Newspapers]



A news site is a website with the primary

purpose of reporting news. It may be general or subject-speciﬁc – a general news site

reports all or most of the news in sections

as one would ordinarily see them in a print

newspaper, including local, national, and

international news as well as segments on

sport, business, lifestyle, and classiﬁed advertising; a subject-speciﬁc news site is one

which reports only certain news for niche

audiences. Popular subject-speciﬁc sites

(also known as ‘niche websites’) are those

dealing with entertainment news.

The ﬁrst general news site was the News

and Observer, from Raleigh, North Carolina,

which began using computers in 1973 and

eventually created NandO.net in 1994. It



began with editors feeding stories from

the newspaper’s main newsroom onto the

website. Using Java-powered animated

photo display, NandO soon began posting accompanying news photos on its site,

integrating them with the stories. Shortly

before both the newspaper and NandO.

net were sold to the McClatchy newspaper

conglomerate, growing popularity and a

faithful readership induced NandO and its

online counterpart to become autonomous

operations. Reprocessing almost all of the

incoming feeds from Associated Press,

Reuters, the New York Times, the Wall Street

Journal, the Los Angeles Times, Bloomberg,

and others, NandO editors selected stories, wrote new headlines for them, and

sorted feeds into category pages – National, World, Political, Sports, Business,

and Topic, which included dozens of links

for developing stories. After being sold,

NandO New Media became McClatchy

New Media, and NandO news became the

‘24 Hour News’ section of all McClatchy

newspaper websites.

While other news sites soon followed

the NandO pattern, including the New

York Times, CNN, and the BBC, a new type

of news site emerged in 1996 – a more

personalized one available through My

Yahoo which allowed registered users to

personalize their own pages with sections

of the news that interested them, including

weather, stock portfolios, and the like. In

2004, the service allowed users not only to

personalize the news, but also to add other

features such as blogs and fan sites onto

their home pages, further popularizing the

site.

In order to stay competitive, many sites

have added multimedia features. In 2000,

when the stock market crashed, many sites

experienced ﬁnancial difﬁculties. NBC Internet News shut down its online project,

but MSNBC survived due to its partnership with Microsoft. With enormous losses,

the Rupert Murdoch News Corp, a media

conglomerate, closed its online division as

well. As bigger news corporations began to

shut down, a sudden surge of news blogs



Newspapers

emerged, controlled by columnists who

were free from former editorial and advertising restraints. This led to the spread of

the blogosphere and to a new impetus in

constructing news sites that now combine

traditional news sources with respected

blogger sources. This new amalgamation

seems to have congealed and become the

main form of news reporting online.

Mariana Bockarova

Bibliography

Glaser, Mark. Digging Deeper: Your Guide to

Personalized News Sites. PBS Media Shift.

http://www.pbs.org/mediashift/2006/03/

digging-deeperyour-guide-to-personalizednews-sites080.html (accessed 7 January 2009).

Ritchie, Donald A. Reporting from Washington:

The History of Washington Press Corps. Oxford:

Oxford University Press, 2005.

Schonfeld, Erick. Survey Conﬁrms What We All

Know: Net Beats Newspapers as a Source for

News. Tech Crunch. http://www.techcrunch

.com/2008/12/25/pew-survey-conﬁrmswhat-we-all-know-net-beats-newspapers-asa-source-for-news/ (accessed 7 January 2009).



NEWSPAPERS

[See also: Communication; Journalism; News Websites; Print Culture]



Newspapers are print (and online) publications devoted to presenting and commenting on news, current events, and special

features (such as sports and entertainment).

There are two newspaper formats: standard

and tabloid. The former is larger than the

latter. There are three kinds of newspapers:

daily, weekly, and special-interest. Dailies

print the news (national, local, international), carry editorials, special columns,

feature articles, and the like. Some dailies

publish both a morning and an evening

edition. A few large cities have more than

one daily newspaper and may also have

a so-called ‘Sunday’ or ‘weekend’ edition,
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which has additional features, more advertising, special sections, and supplementary materials (a magazine, for example).

Notable dailies in the United States are:

the Christian Science Monitor, the New York

Times, USA Today, the Wall Street Journal,

the Boston Globe, the Chicago Tribune, the

Dallas Morning News, the Detroit News, the

Los Angeles Times, the Miami Herald, the

Philadelphia Inquirer, and the Washington

Post. Weekly newspapers reach a smaller

readership and publish news of a more

individualized nature related to local interests (weddings, births, and so on). Specialinterest newspapers cover news of interest

to speciﬁc groups (business associations,

labour unions). They may also focus on

speciﬁc topics, such as entertainment,

sports, or the arts.

Historians trace the origins of newspapers to the handwritten news sheets distributed in public places in ancient times.

One of these was the Roman Acta Diurna

(Daily Events), starting in 59 bce. The ﬁrst

print newspaper is generally believed to

be the Chinese circular called Dibao, which

was produced on carved wooden blocks

around 700 ce. The ﬁrst regularly published paper newspaper can be traced to

Germany in 1609. By the late 1800s, newspapers had become popular in Europe,

with competing newspapers reporting

crimes, disasters, and scandals, along with

political and socially relevant news. Few

reported international news.

The Publick Occurrences, Both Foreign and

Domestick, a three-page paper, was published in 1690 in Boston, becoming the ﬁrst

newspaper published in the United States.

It was suppressed by the government after

the ﬁrst issue because it was believed to

contain doubtful information. The most

probable reason was that the government

feared the power of print to sway citizens

against it. In 1704, the Boston News-Letter

was established. It reported local and foreign news and included births, deaths, and

social events sections. In 1721, the New England Courant was founded by James Franklin in Boston. In 1723, his younger brother,
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Benjamin Franklin, founded the Pennsylvania Gazette and the General Magazine.

The ﬁrst New York City newspaper, called

the Gazette, began printing in 1725. It was

followed by the New York Weekly Journal,

founded by John Peter Zenger, whose critiques of the British colonial governor led

to his arrest and imprisonment on charges

of libel. Zenger was found not guilty and

his trial became the precedent for the notion of a free press in America. It became

evident that the press had become a powerful forum for dissent, leading the way to

the development of modern journalism as a

critical practice in democratic societies.

In 1783, the ﬁrst regularly published

daily newspaper was launched in Philadelphia. It was called the Pennsylvania Evening

Post and Daily Advertiser. Its integration of

news and advertisements became a model

for newspapers in general. Advertising had

become integral to the newspaper business,

supporting it ﬁnancially more than subscriptions or individual purchases. In 1833,

Benjamin Henry Day published the New

York Sun, bringing about a ‘penny press’

trend in newspaper publishing. The Sun

included sensationalistic reports of crime

and entertainment in the same issue and

cost a penny. After the ﬁrst telegraph line

was built in 1844, news could now be transmitted quickly across the country, leading

to an amalgamation of newspapers in 1848

called the Associated Press (AP). The AP

was formed because of the advent of the

penny press and other cheap newspaper

formats which catered to sensationalistic tastes through the use of exciting and

shocking stories or language at the expense

of accuracy and reﬂection. The AP was

formed to restore objectivity and seriousness to newspaper reporting – a standard

that is still pursued today in schools of

journalism.

Newspapers became highly popular

during the Civil War, with their graphic

accounts of battlefront events.

As newspapers competed more and

more for circulation audiences, a new

populist form of journalism surfaced, developed by Joseph Pulitzer and William



Randolph Hearst, that focused on sensationalistic coverage, catchy art design, and

the incorporation of comic strips, such as

The Yellow Kid, for entertainment. The term

‘yellow journalism’ (in reference to the

strip) emerged to describe the new form of

journalism.

Yellow journalism led to the tabloid

genre shortly thereafter, gaining wide

popularity in the 1920s. The tabloid was

smaller, more condensed, and sensationalistic, focusing on stories concerning the

occult, the bizarre (from alien creatures to

miraculous cures), and media celebrities.

Tabloids to this day continue to embody

these features and are considered to be part

of recreational culture rather than serious

forms of journalism.

Despite the newspaper’s popularity in

the twentieth century, high operating costs

and the internet have driven many out of

business. In 1980, The Columbus (Ohio) Dispatch became the ﬁrst electronic newspaper

in the United States. In addition to its regular edition, the Dispatch began making its

editorial content available to the computers

of a small number of subscribers. Today,

newspapers have online versions of their

print editions and even entire issues are

available online. In an era of convergence,

people still purchase print newspapers to

read on public transport or in coffee shops.

Some online newspapers include many

of the same stories that appear in the printed version; others might include extended

stories that have been omitted in the printed version because of space limitations.

Online versions might also include certain

information that is available only by subscription. Online newspapers have several

advantages over print versions. They can

present breaking news in a timely manner

(since websites can be updated constantly),

thus allowing them to compete with radio

and television.

Newspapers have traditionally been

powerful shapers of public opinion. The

Washington Post’s revelations about the

Watergate scandal helped bring about the

resignation of U.S. President Richard Nixon

in 1974. Newspapers have always provided
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a platform for debating, showcasing, and

critiquing public ﬁgures and issues. But

they are also entertainment, advertising,

and pure information texts. With their comics sections, puzzle pages, sports sections,

classiﬁed information, entertainment news,

book and movie reviews, they constitute

what can be called ‘collage texts’ that are

read not as narratives, but as collages, that

is, as assemblages of items that nonetheless create a whole. Some newspapers

have blurred the stylistic and content lines

between tabloid and serious journalism,

intentionally mixing elements of both. USA

Today, which began publication in 1982,

modelled itself after TV and is quickly becoming the default newspaper style, especially in online versions.

Newspapers depend for their survival

on advertising revenue, not circulation.

This is why, on average, most newspapers

allocate half of their space to advertising.

More than three hundred years ago, the

London Gazette was the ﬁrst newspaper to

apportion a section exclusively to advertising. By the end of the seventeenth century,

various agencies had been set up with the

speciﬁc role of creating newspaper ads.

It can thus be argued that newspapers

brought the modern age of advertising

into existence. Layouts with big words

and contrasting fonts became widespread.

Language forms (words and phrases)

were coined to make the ad text persuasive. Strategic repetitions of a product’s

name, taglines set in eye-catching patterns

(vertically, horizontally, diagonally), supporting illustrations, and the creation of

slogans, were just some of the advertising

techniques introduced by newspaper ad

makers.

Today it is claimed that newspaper reading is declining and that people are not

turning to websites in place of print newspapers. As Harkin (2009: 181) observes:

The result, in many industries, has been

to throw up a ready alternative to many

hierarchies based on information and

expertise, and subject everything possible to a new kind of peer-review system
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based on the opinion of masses of ordinary pundits. The precipitous collapse of

the habit of newspaper reading among

young adults, for example, has not thus

far been compensated for by their gravitation towards newspaper websites.

It remains to be seen, however, if the

newspaper (in whatever format) has outlived its function. People still seek entertainment and information in the newspaper

format. If the newspaper does indeed disappear, it will be because the functions of

reading will have changed drastically.
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NOISE

[See also: Bull’s-Eye Model; Channel; Communication; Communication Theory; Cybernetics; Feedback;

Information; Medium; Redundancy; Shannon,

Claude E.]



In communication theory, noise is anything

that interferes with the transmission or

reception of a signal or a message. In elec-
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tronic transmissions, noise is equivalent to

static (in radio systems) or ‘snow’ (in television systems). In human verbal communication, noise is any physical (sneezing,

chatter, and so on) or cognitive (memory

lapses) interference. In computing systems,

it is data without meaning (produced as an

unwanted by-product of computing activities), or unwanted data (such as spam). In

a phrase, noise is random and unwanted

interference in a communication system.

However, noise is still considered information, since it can tell a sender or receiver

what is aberrant in a situation.

In communication theory, information is

considered to be something mathematically probabilistic – a ringing alarm signal

carries more information than one that is

silent, because the silent state is the ‘default state’ of the alarm system and the

former its ‘alerting state.’ The mathematical

aspects of information theory were developed by the American telecommunications

engineer Claude Shannon (1916–2001), who

showed that the information contained in a

signal is inversely proportional to its probability. The more probable a signal, the less

information ‘load’ it carries with it, and

vice versa. Noise is anything that upsets

this probabilistic status.

Shannon devised his model in order to

improve the efﬁciency of telecommunication systems. It depicts communication as a

unidirectional information transfer dependent on probability factors, that is, on the degree to which a message is expected or not

in a given system. Noise is why communication systems have redundancy features built

into them. These allow for a signal or message (depending on the system) to be decoded even if noise is present. For instance,

in verbal communication the high predictability of certain words in many utterances

(‘Roses are red, violets are …’) and the patterned repetition of elements (‘Yes, yes, I’ll

do it; yes, I will’) are redundant features that

greatly increase the likelihood that a verbal

message will get decoded successfully.

Shannon’s model is useful in providing a terminology for describing aspects



of communication and media systems,

but it tells us little about how messages

and meanings shape and ultimately determine the nature of human communication

events and how some types of noise may

have a cultural basis. Indeed, it could be

claimed that by ‘making noise’ people can

bring about change to existing systems of

communication.

A common use of the term noise in media

studies is in reference to sounds or images

that are added to a text to supplement or

enhance its meaning or to create mood and

atmosphere. For example, cartoons use ‘audio noise’ to create ‘sound effects.’ ‘Visual

noise’ refers instead to both aberrations in

image reception (‘snow’) and to an intentional use of unexpected or ‘noisy images’

to enhance meaning. Sometimes noisy images are used to hide transitions in the digital representation of colour – a technique

known as banding.
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NON-VERBAL COMMUNICATION

[See also: Birdwhistell, Ray L.; Body Language;

Kinesics; Proxemics]



Non-verbal communication is communication

by means of facial expressions, gestures,

postures, and other non-verbal modes.

It sometimes includes grooming habits,

clothing styles, and such cosmetic practices as tattooing and piercing. It has been

estimated that humans convey over twothirds of their ideas and feelings through
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the body, producing up to 700,000 physical signs, including 1,000 bodily postures,

5,000 hand gestures, and 250,000 facial

expressions (Morris et al. 1979). Across cultures, non-verbal forms of communication

are perceived as representing something

culturally relevant in particular social situations. These include such communication

modes as posture, eye contact, touch, gesture, and the like. These are usually studied

under the general rubric of kinesics, and

their investigation is carried out primarily

within speciﬁc disciplines – anthropology,

psychology, linguistics, and semiotics, for

example.

Commonly called ‘body language,’ kinesic communication can be deﬁned simply as

the use of the body to form and transmit

messages of various kinds. Developed by

the American anthropologist Ray L. Birdwhistell (1918–94) in the mid-1950s, the

systematic study of such communication

has since become a major branch of various

disciplines. Birdwhistell found that much

of body language during conversation

reinforced vocal communication. For this

reason, within linguistics it is often called

paralanguage, that is, ‘language on top of

language.’ Birdwhistell conducted kinesic

research and formulated his analyses on

the basis of the general methods and concepts of American descriptive linguistics of

the 1950s. He collected his data by ﬁlming

people during conversations and then analysing the postures, facial expressions, and

gestures during interaction with notions

derived from linguistics. Birdwhistell maintained that it was possible to write a ‘kinesic grammar’ in the same way that linguists

write a grammar of language.

Kinesic patterns can be inborn (unwitting), learned (witting), or a mixture of the

two. Blinking the eyes and facial ﬂushing,

for instance, are involuntary (inborn) kinesic signals. These include facial expressions

of happiness, surprise, anger, disgust, and

other basic emotions. Laughing, crying,

and shoulder shrugging, on the other

hand, are examples of mixed kinesic signals, which may originate as involuntary
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actions, but are shaped by cultural rules

in their timing, use, and overall intensity.

Winking of the eye, raising a thumb, or giving a military salute are learned kinemes.

Like language, kinesic actions can be

structured to lie or conceal something. For

example, pressing the lips together may

be used to indicate disagreement or doubt,

even if the individual’s verbal statements

convey agreement. When linguistic and

kinesic statements conﬂict, listeners tend to

pay more attention to the latter.

In 1963, psychologist Paul Ekman established the Human Interaction Laboratory

in the Department of Psychiatry at the University of California at San Francisco for

the purpose of studying facial expressions

and eye contact. He was joined by Wallace

V. Friesen in 1965 and Maureen O’Sullivan

in 1974. Over the years, the research team

has identiﬁed certain facial expressions as

universal and others as culture-speciﬁc,

although they have found relatively little

variation across cultures in the nature of

the components – eyebrow position, eye

shape, mouth shape, nostril size – and in

their combinations (Ekman 1980, 1982,

1985, 2003; Ekman and Friesen 1975).

Research on eye contact has found that

the length of time involved in eye contact,

along with the pattern of contact (looking

into the eyes, looking askance, and so on),

are culturally conditioned, conveying the

kinds of social relationship people have

with each other during conversation. Some,

however, appear to be universal: for example, staring is interpreted as a challenge

across cultures; ‘making eyes’ is normally

interpreted as ﬂirtation; narrowing the eyelids communicates pensiveness, and getting the eyebrows to come nearer together

conveys thoughtfulness; raising the eyebrows is usually interpreted as expressing

surprise. However, even such kinemes are

shaped in their detail by culture. Southern

Europeans tend to look more into each

other’s eyes during conversation than do

North Americans; in some societies males

are not expected to look into female eyes

unless they are married or members of the
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same family. Some convey speciﬁc meanings. For example, gazing is interpreted as

indicative of sexual wonder, fascination,

awe, or admiration, depending on culture;

staring is perceived as sexual curiosity,

boldness, insolence, or stupidity, again depending on social context and culture.

A large amount of eye-based communication unfolds in the form of unwitting

signals. Research (Sebeok 1990) has shown

that men are sexually attracted to women

with large pupils, since these unconsciously convey a strong sexual interest, as

well as making females look younger. This

would explain the popularity of the cosmetic called belladonna (‘beautiful woman’

in Italian) in the 1920s and 1930s, which

was a crystalline alkaloid eye-drop liquid.

As the linguist Karl Bühler (1934: 28) has

aptly pointed out, such signals act like

regulators, eliciting or inhibiting some action or reaction.

Posture kinemes communicate social

information, playing a critical role in interpersonal relationships. These can be deﬁned as speciﬁc body movements or poses

conveying social meanings. As in the case

of eye contact, there are both universals

and culture-based differences in posture

kinemes. Below is a list of some purportedly universal posture kinemes:

• Slumped posture usually indicates low

spirits.

• Erect posture indicates high spirits, energy, and conﬁdence.

• Leaning forward suggests open and interested behaviour.

• Leaning away typically means defensive

or disinterested behaviour.

• Crossed arms also convey defensive behaviour.

• Uncrossed arms suggest a willingness to

listen.

Posture and posing are prominent in

courtship. While posing may be a residue

of ancient animal mechanisms within humans, as some suggest, the great diversity

that is evident in poses across cultures im-



plies that it is hardly just instinctual mating

behaviour. Rather, sexual postures and poses are shaped by culture-speciﬁc notions

of gender and romance and are, therefore,

subject to change. In the human species,

sexual posing is not only a reﬂex of biology,

but also a product of history and tradition.

Touch is another area of non-verbal communication research. The study of tactile

communication has its own subﬁeld, called

haptics. Handshaking, for example, is a

haptic form of communication. The anthropologist Desmond Morris claims that

the Western form of handshaking started

as a way to show that neither person was

holding a weapon. It became a ‘tie sign,’

because it was intended to establish a bond

between people. Throughout the centuries, this sign developed into a symbol of

equality and fairness, being used to seal

agreements of all kinds. Refusing to shake

someone’s outstretched hand is perceived

as a ‘counter-sign’ of aggressiveness or as

a challenge. Predictably, this form of tactile

greeting reveals cross-cultural variation.

People might squeeze each other’s hands

(as Europeans and North Americans do),

shake the other’s hand with both hands,

lean forward or stand straight while shaking, and so on. Haptic greeting is not

limited to manual touch patterns. It might

include patting someone on the arm, shoulder, or back; linking arms to indicate companionship; encircling the other’s shoulder

to indicate friendship or intimacy; hugging

to express happiness at seeing a friend or a

family member.

One aspect of touch behaviour that is

shrouded in evolutionary mystery is osculation (kissing). When the lips of adult people touch, the act is perceived as a romantic

or an erotic one. Kissing other parts of the

face (the forehead, the head, the cheeks)

is a way of showing affection to children,

friends, or pets. Erotic kissing seems to be

a kind of mock-suckling action, suggesting

closeness and sensuality. But it is not universal. It is not common in China or Japan;

and it is completely unknown in various

African societies. Inuit and Laplander soci-
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eties rub noses, rather than kiss, to engage

in sexual foreplay.

Gesture is another major area of kinesic

research. Gesture can be deﬁned simply as

the use of the hands, the arms, and (to a

lesser extent) the head to communicate. Although there are cross-cultural similarities

in gesture, there are also many differences.

For example, the head gestures for ‘yes’

and ‘no’ used in the Balkans are the inverse

of the ones used by Europeans. The latter

shake the head up and down to mean ‘yes,’

while the former use the same one to indicate ‘no,’ and vice versa. In 1979, Desmond

Morris and a research team at Oxford

University examined twenty gesture forms

in forty different regions of Europe. They

discovered that many of the same gesture

forms had different meanings, depending

on culture – a tap on the side of the head

might indicate completely opposite things,

‘stupidity’ or ‘intelligence,’ according to

social context.

Gesture is also found in primate communication behaviour. Chimpanzees, for

example, will raise their arms to signal that

they want to be groomed; they will stretch

out their arms to beg or invite; and they

can point to things. The number of gestural

forms of which chimpanzees is capable

is limited when compared with human

gesturing, which is productive and varied.

Moreover, human gesturing can be used

as a substitute for vocal language, as is the

case with the sign languages used by the

speech-impaired. It can also be used as an

alternate mode of communication, as is the

case with the gesture-sign languages used

by religious groups, trafﬁc personnel, conductors of orchestras, and so on.

Using the index ﬁnger is the most common form of gesture (indicating where

things are in space and time), although

any body part that can be moved directionally (lips, nose, tongue) can be used

to point out referents in the immediate

environment, to give directions, and so

forth. Simulative gestures are employed

commonly to represent the shape of objects

while people speak: for example, to refer to
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a round object we tend to use both hands

together moving in opposite – clockwise

(the right hand) and counter-clockwise (the

left hand) – directions. Such a gesture is a

kind of ‘spatial drawing movement.’ If the

movements of the hands during gesture are

transferred by some drawing instrument

onto some surface, the referent of the gesture will be transferred to the surface as a

visual ﬁgure. Fingers are also used to represent symbols (by portraying the outline of

the symbol), such as the V-sign indicating

victory, peace, and other referents.

Research by David McNeill (1992, 2005)

has shown that gesture is commonly a complementary communicative feature of vocal

conversation. McNeill videotaped people as

they spoke, and concluded that accompanying gestures, which he called gesticulants,

are unconscious movements which convey

images during speech, as well as indications of what the speaker is thinking about.

Vocal speech and gesticulation constitute a

single integrated system of communication.

A speaker who, while describing a scene

from a story in which a character bends a

tree back to the ground, was observed by

McNeill as appearing to grip something

and pull it back. His gesture was a visual

representation of the action talked about.

He also observed a speaker announcing

that he had just seen a cartoon, simultaneously raising up his hands as if offering his

listener a kind of object.

McNeill’s gesticulant categories are

subtypes of the more generic category of

gesture called an illustrator. They are used

unconsciously to illustrate vocal messages.

Other categories include the following:

• Emblems. These are gestures that translate words or phrases. Examples include

the Okay sign, the Come here sign, the

hitchhiking sign, and so on.

• Affect displays. These are gestures used

to communicate emotional meaning.

Examples include the hand movements

that accompany states and expressions of

happiness, surprise, fear, anger, sadness,

contempt, or disgust.
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• Regulators. These are gestures used to

monitor, maintain, or control the speech

of someone else. Examples include the

hand gestures for Keep going, Slow down,

What else happened?

• Adaptors. These are gestures used to

satisfy some need. Examples include

scratching one’s head when puzzled,

rubbing one’s forehead when worried,

and so on.

Gestures may also be used for sacred

symbolic purposes. For example, in Christianity the sign of the cross aims to recreate

the central event of Christianity – the Cruciﬁxion. In Buddhism, the mudras are used

during ceremonies to represent meditation,

reasoning, enlightenment, uniﬁcation of

matter, and spirit. The ‘devil’s hand,’ with

the index and little ﬁnger raised, on the

other hand, belongs to the realm of superstition, symbolizing, in some societies, a

horned ﬁgure intended to ward off the evil

eye and in others, a sign of ‘cuckoldry.’

The role of non-verbal communication in

human interaction cannot be overemphasized. In theatre and in all media spectacles, knowing how to use appropriate body

language is part of dramatic art. The eye

contact patterns that are used when speaking, the kinds of touching routines utilized

during discourse, the kinds of gestures

and postures that accompany speech are

all part of the script, both in ﬁction and in

real life. Because kinesics has produced a

substantial and substantive database and

theoretical literature, it is now common

to separate the various areas mentioned

in this entry into separate subﬁelds. For

instance, gesture is now studied separately

across various disciplines (linguistics, semiotics, psychology, and so on).

Marcel Danesi
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ONLINE CULTURE

[See also: Cyberculture; Instant Message; Internet;

Media Literacy; Social Networking; World Wide

Web]



Online culture, an offshoot of cyberculture,

refers to the behavioural and social patterns that have arisen from the use of the

internet. Today, the internet has become an

increasingly popular venue for people to

congregate (virtually), resulting in the crystallization of a new form of culture based

on online modes of communicating and

interacting. Time magazine summarizes this

trend as follows: ‘The unchallenged colossus of adolescent communication works

like the telephone, the back fence, the class

bulletin board (and, at times, the locker

room), all rolled into one virtual mosh pit’

(Duffy 2006).

Since 2000, activities such as online social networking have soared (Hempel and

Lehman 2005). As of 2009, sites such as

Facebook had more than 150 million active

users (Facebook 2009). It is clear that social

networking is providing the conditions

for new cultural forms in areas of human

rituals (from courtship to gossip), which

are evolving into collages of information,

entertainment, and communication (Rosenbush 2005). With the advent of face-to-face

communication over the internet (as for

example with Skype technology) practices

of social contact and of verbal interaction

are changing how people see themselves



and others (Kappas and Krämer 2011; Ben

Ze’ev 2011). Age, gender, and political and

cultural barriers are crumbling as the user

base widens. Other than statistics relating

to number of clicks on certain sites, email

usage, blog subscriptions, and the like, surprisingly little is known empirically about

the effects of the changes taking place. New

branches of cognitive science and various

social sciences have started to assess what

has been learned regarding how people

communicate online and how online culture is laying the foundations for a new

world civilization with few boundaries

and barriers (if any). Using new computerbased experimental techniques, this line of

inquiry is looking into such issues as how

visual cues in computer-mediated communication are interpreted and how they

inﬂuence the ﬂow of communication, how

video- and avatar-based communication

is affecting human interaction, how nonverbal communication unfolds over the

internet, and so on.

In the early days of the internet, Websavvy individuals tended to congregate

in online chat rooms and/or discussion

boards that were sometimes organized according to topical or recreational interests.

These forums allowed users from around

the world to meet new people and interact

in a non-face-to-face mode of contact. As

well, they provided an additional channel

through which individuals could ‘ﬁnd’ others who shared common interests. Many

of these popular discussion boards would
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later develop into Web communities, or

e-communities, as users began to spend an

increasing amount of time interacting in

this new way.

With the advent of instant messaging

(such as Microsoft MSN, Yahoo! Messenger,

and AOL Instant Messenger), online users

were then provided with a new form of

real-time contact, which today also includes audio and video features. The use

of instant messaging has led to the rise of

internet slang (sometimes called Netlingo).

In an effort to simplify and shorten the

amount of typing involved in Web communications via instant messaging, users

began to use abbreviated forms or acronyms in order to express common phrases

or feelings. Some of these include: LOL for

‘laugh out loud,’ BRB for ‘be right back,’

and TTYL for ‘talk to you later.’

Social networking websites allow users

to create an online presence for themselves

through online proﬁles, which contain anything from contact information to photos,

videos, and other personal details, and are

thus a powerful and efﬁcient means by

which users can interact, keep in touch, and

meet new people. Two of the most popular

social networking websites are currently

Facebook and MySpace. Facebook was

launched in 2004 by Harvard University

student Mark Zuckerberg; it began initially

as ‘a digital version of those little photo

guides of incoming college freshmen and

quickly expanded to include the student

bodies of more than 2,100 colleges’ (Duffy

2006). The idea was to provide a networking tool that would allow people to communicate more efﬁciently. Today, there are

more than 150 million active users, with the

fastest-growing demographic being those

thirty years and older (Facebook 2009). In

contrast, MySpace was initially started as a

site for musicians to promote their music.

From this base, founders Tom Anderson

and Chris DeWolfe were able to create a

social networking website which allowed

numerous bands to post their music, photos, tour dates, and songs. Today, it is a

website with home pages, photos, music,
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and other features of social networking

sites (Rosenbush 2005).

Such sites have become successful for

a simple psychological reason. In an age

of alienation, as many sociologists and

psychologists have claimed, they give the

individual free reign to make contact with

others and to reveal his or her persona publicly. The other reason why they continue to

succeed is that they are adaptive to change.

By always ‘playing to the norm’ and keeping their image ‘cool,’ they keep up with

their audiences and with social trends generally. By stressing the user-based nature

of the sites, Facebook and MySpace have

allowed people to present themselves as

they wish. Numerous dating websites, such

as PerfectMatch.com, Lavalife, and Match.

com, help connect people who are looking

for romance. These sites, which utilize proﬁles in a similar manner to Facebook and

MySpace, allow users to browse, search,

and get in touch with potential matches.

Built with advanced screening features,

these sites provide an opportunity for individuals to meet people outside of their

typical social circles. Dating websites have

a substantial following, and online dating

is just as entrenched in online culture as are

typical social networking sites. Online culture is changing courtship practices. Falling

in love, ﬂirting, cheating, even having sex

online have all become part of everyday

life. Research on this aspect of online culture is focusing on questions such as: How

is an online affair possible when the two

people involved may never meet each other in the real world? Why do we tell complete strangers our most intimate secrets? Is

online romance changing the monogamous

nature of romance?

Also part of online culture is ‘blog culture.’ The popularity and accessibility of

blogs (such as www.blogger.com) have

presented an opportunity for individuals

to easily write and publish their ideas to

the masses via the internet. Furthermore,

sites such as YouTube (www.youtube.com)

and Photobucket (www.photobucket.com)

have allowed people to make their own
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videos and photos available online. As a

result, this has prompted a new era of online activism and citizen journalism, since

this medium of communication once again

ascribes power to the individual, rather

than to an organization (such as a newspaper). Blogs and e-publishing sites are now

employed to promote causes, debate issues, lobby governments, report on current

events, and infuse new perspectives into

the global forum.

Local reporters and citizens have played

an increasingly valuable role in adding

to the reporting carried out by traditional

mainstream media, especially in war zones,

disaster zones, or regions of inﬁghting,

where communications and logistical access are often poor or non-existent. It is

often difﬁcult to get traditional reporters

and journalists ‘on the ground’ immediately, especially when there are high levels

of violence, civil war, curfews, and travel

restrictions. The use of devices such as cellphones and digital cameras to capture live

events by people on the scene has changed

the nature of reporting and the overall modality in which political pressure is exerted.

Clearly, it is now the average citizen who

has emerged as a major player in news

awareness, leading to a new and powerful

form of ‘citizen’ or ‘participatory’ journalism. Through the internet, participants

are effectively able to bypass the ﬁlters of

traditional media and get their independent accounts into the public sphere, thus

making it possible like never before to hold

the media accountable by checking their

facts, reporting on their biases, and ﬂeshing

out inaccuracies from their reports. To wit:

it was the prominent role of bloggers and

citizen reporters which led Time Magazine

to select ‘You’ as their 2006 Person of the

Year.

The rise of online culture can be linked

to rise of the ‘global village.’ But there are

new dangers within this village. Often,

users enter their phone numbers, email

addresses, mailing addresses, and online

messager screen names into their proﬁles,



which double as address books. This has

provided a conduit through which friends

can check up on one another and stay in

touch. However, it also opens up people’s

lives to public dissection and can even lead

to dangerous situations: for example, as

has been reported, someone who is dishonoured in an online site may seek revenge

in the ofﬂine world; some impressionable

young people have even committed suicide

because of comments passed around in

‘Facebook cliques.’ The other danger is that

of ‘identity role-playing,’ whereby the individual’s imaginary proﬁle can become his

or her real-life one. This leads to anomalous

situations of various kinds. For instance,

some employers today will now check

a potential job applicant’s Facebook or

MySpace proﬁle in order to gain a broader

insight into the applicant and their personality. In this sense, individuals are accountable for whatever they post online. There

have been numerous reported instances

of individuals getting ﬁred over postings

on their Facebook page. Within the school

community, students have also received

suspensions for inappropriate content posted regarding course material, study groups,

and school staff (Sharplin 2009).

Above all else, the new online culture is

redeﬁning the concept of identity (Hlebec

et al. 2006; Putnam 2006). MySpace’s CEO

Chris DeWolfe has acknowledged that ‘the

idea was to create this community where

people could create accurate representations of themselves and put their lives online.’ Assuming or creating online identities

is known as the formation of ‘digi-selves’

(Federman 2002). Sites such as Second Life

– a virtual reality world where individuals

can literally create a ‘second life’ – are making the enactment of the digi-self more and

more of a daily reality. In virtual worlds, individuals are able to escape from everyday

life and interact with a whole new online

community. The can ‘tell their characters’ to

do whatever they like, and assume whatever sort of personality they wish. There

have been several documented instances
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where individuals have taken their second

life so seriously that it has drastically affected their ‘ﬁrst life’ in the real world.

Clearly, online culture is no longer part of

a mindscape, it is fast becoming part of the

real-worldscape.

Alexander Lim
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ORALITY

[See also: Communication; Electronic Media; Literacy; McLuhan, Marshall]



Orality (competence in communicating by

speech and gesture) has typically been conceived in contrast to literacy (competence

in writing and reading). This ‘great divide’

between oral and literate communication

was initially related to two radically different modes of expression, representing

different cognitive styles and kinds of societies. Oral expression was poetic, circular,

and imitative; its cognitive style concrete,

mythical, and emotional; and its societies

primitive and uncivilized. Literate expression was philosophical, linear, and original; its modes of cognition abstract and

rational; its societies advanced and civilized. In recent decades, new research has

contributed to an understanding of orality

and oral traditions as complex technologies

for storing, retrieving, and transmitting

information. Findings from studies of living oral societies along with research from

ancient, medieval, and contemporary traditions has challenged the assumption of a

‘divide’ between orality and literacy. Today,

orality is conceived as a continuum, ranging from ongoing oral traditions, to living

oral traditions that persist alongside and

in interaction with written traditions, to

literate cultures that still manifest traces of

oral origins, through to new sorts of orality

mediated by electronic media (cellular telephone, radio). Orality is now considered

to encompass primary orality (cultures

with no knowledge of writing); oral tradition (communication stored in memory and

transmitted through time via the spoken

word) involving verbal art (epic, poetry) or

narrative (in either performance language

or everyday speech styles); oral literature

(an oxymoron referring to compositions

created without writing and then later

documented); oral history (events that happened in the speaker’s lifetime); and secondary orality (oral/aural and visual com-
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munication preserved by electronic media).

Orality is a signiﬁcant ﬁeld of inquiry in

religion, classics, archaeology, and history;

the basis of research in the study of media

ecology, cultural studies, and information

and communication technology; a focus in

literary studies, linguistics, education, and

music; and a major topic in anthropology,

ethnography, folklore, and performance

studies.

The study of orality and literacy was

inaugurated by the research of American

classicist Milman Parry (1902–35), whose

analysis of Homer’s Iliad and Odyssey

showed that these epic poems were too

complex to have been created by one poet;

the language rules governing repeating

formulaic patterns in the verse could only

be the cumulative product of an entire tradition of poetry making to which generations of poets contributed over centuries

(Parry 1971). Theorizing that the epics were

too long to have been memorized verbatim

in the absence of writing, Parry argued that

formulaic patterns were mnemonic devices

used by poets living in a wholly oral culture prior to the advent of the technology

of the phonetic alphabet. He proposed that

oral poets – rhapsodes (meaning sewers of

songs) – stitched together the epics during

a performance by selecting ready-made

formulas from a stock inventory of expressions, each of which was tailored to ﬁt into

a section of the hexameter verse and to

dovetail with the formulas that came before and after (Parry 1971: 268). The stock

expressions, together with the methods

for organizing them into lines and then

episodes and then entire plot patterns, constituted a completely uniﬁed ‘technology

for verse making.’ To test the veracity of his

hypotheses concerning the ancient Homeric tradition, Parry, along with his assistant

Albert B. Lord (1912–91), conducted ﬁeldwork with the then-living South Slavic oral

tradition. Their research became the single

most important critical perspective on

Homer and the basis for numerous other

studies of orality in ancient, medieval, and

contemporary literatures. Today, more than



one hundred national literatures are involved in the study of orality and literacy,

including Arabic, Chinese, English, French,

German, Greek, Japanese, Russian, Spanish, as well as African language families

and North American Aboriginal traditions.

Twyla Gibson
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PEIRCEAN SEMIOTICS AND

CULTURAL PRODUCTIONS

[See also: Saussurean Semiotics; Semiotics]



The American philosopher and semiotician

Charles Sanders Peirce (1839–1914) depicts

a universe permeated by signs that ceaselessly migrate, change, and develop as they

circulate among subjects, organisms, and

other sites: ‘All this universe is perfused

with signs, if it is not composed exclusively

of signs’ (Peirce 1905, in 1960: 5.448n, cf.

2.302). Peirce’s emphasis on signs forms

part of his attempt to think together the

processes of ‘inner’ and ‘outer’ worlds, to

identify synergies, syncretisms, and tensions between the actions of mind and

body, spirit and matter. Rather than focusing on language as has the analytic tradition that currently enjoys pre-eminence

in English-language philosophy, Peirce

explores the fundamental semiotic conditions for all perception, for individual and

collective acts, for the elaboration of habits

and laws, and indeed for the growth of

natural processes in general. In contrast

to the formal analytical tradition (Carnap

1937; Frege 1879; Russell 1956; Whitehead

and Russell 1910), Peirce grants at least as

much attention to humanistic perspectives

as to logic and mathematics, and studies

closely not only how events get deﬁned in

the exact sciences but also how they impact

on experience, human endeavours, and

the lived environment. ‘Sign’ represents



Peirce’s general term that corresponds to

what structuralist and post-structuralist

theory has called (verbal and non-verbal)

‘text’ or ‘discourse,’ and notably embraces

both familiar, conventional symbols (e.g.,

trafﬁc signals, advertising jingles, common

gestures, vocabulary words) and new, singular productions of any temporal duration

or spatial expanse, such as a movie, a song,

a political demonstration, or a website.

Peirce’s Doctrine of Signs

While Charles S. Peirce enjoyed a number

of interests throughout his life, his major

contributions to scholarship lay in philosophy. This entry sketches Peirce’s semiotic

ideas and the developments they have

inspired beyond philosophy, in the study of

cultural productions such as ﬁlm, photography, literature, and historiography.

Peirce offers the deﬁnition: ‘A sign, or

representamen, is something which stands to

somebody for something in some respect

or capacity. It addresses somebody, that

is, creates in the mind of that person an

equivalent sign, or perhaps a more developed sign. That sign which it creates I call

the interpretant of the ﬁrst sign. The sign

stands for something, its object. It stands

for that object, not in all respects, but in

reference to a sort of idea, which I have

sometimes called the ground of the representamen’ (1897 fragment, in 1960: 2.228, cf.

2.274; Nöth 1990: 42–4; Sebeok 1985: 5–10).

The formulation of the interpretant deﬁnes
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the sign as a temporal and dynamic phenomenon open onto communication, while

the parallel inclusion of the object and its

ground establishes a framework able to address issues which Frege (1892) investigates

as the relation between sense and reference.

Teresa De Lauretis adopts Peirce’s explicit emphasis on the role of the subject

who experiences the sign in order to assert

the agency of the ﬁlm viewer in the face of

social constraints, and to critique deterministic formulations of suture which theorists

developed from the works of Jacques Lacan

and Louis Althusser (De Lauretis 1984:

178–9; cf. Metz 1977, Mulvey 1975). In theorizing the viewer’s cinematic experience,

De Lauretis incorporates Peirce’s openended notion of the interpretant as any

‘more developed sign’ and rejects the limits

that theorists such as Umberto Eco place

on interpretation (Eco 1979). She invokes

Peirce’s emphasis on agency as well as his

all-inclusive deﬁnition of signs in order to

extend notions of creativity and cultural

production from a focus on an artist’s oeuvre to a broader conception that also emphasizes consciousness-raising projects (De

Lauretis 1984: 178).

Peirce identiﬁes ‘three categories of elements’ among ‘phenomena’: ﬁrsts designate

‘qualities’ or ‘likenesses,’ seconds ‘actual

facts,’ while thirds comprise ‘laws’ (1896,

in 1960: 1.418–20). As ﬁrsts, Peirce gives

the examples of ‘red, bitter, tedious, hard,

heartrending, noble,’ considered as pure

qualities, as potential sensations: ‘What the

world was to Adam on the day he opened

his eyes to it, before he had drawn any

distinctions, or had become conscious of

his own existence – that is ﬁrst, present,

immediate, fresh, new initiative, original,

spontaneous, free, vivid, conscious, and

evanescent’ (1890, in 1960: 1.357). Key for

inquiry into perception, ﬁrstness entails

vagueness, ﬂuid boundaries, and volatility. Firsts functioning as signs appear

imprecise but poignant, an evanescent but

pure presence, ‘a purely monadic state of

feeling’ that short-circuits any precise connections or memories, as do the qualities



that characterize intuitions of ‘happy’ or

‘sad’ colours or musical sounds: ‘tones are

signs of visceral qualities of feelings. But

the best example is that of odors … odors

have a remarkable tendency to presentmentate themselves, that is to occupy the entire

ﬁeld of consciousness, so that one almost

lives for the moment in a world of odor’

(Peirce 1894, in 1960: 1.303, and 1905, in

1960: 1.313).

Peircean secondness incorporates ﬁrstness while adding the dimension of events

and singularity, of perception and experience. Seconds are ‘the actual facts’; ‘It is the

matter that resists’ (1896, in 1960: 1.419).

Secondness entails self and other, effort

and impedance: ‘as the consciousness itself

is two-sided, so it also has two varieties;

namely, action, where our modiﬁcation of

other things is more prominent than their

reaction on us, and perception, where their

effort on us is overwhelmingly greater than

our effect on them … The idea of other, of

not, becomes a very pivot of thought. To

this element I give the name of Secondness’

(1903, in 1960: 1.324). The ‘indeterminacy’

of ﬁrsts contrasts with the ‘haeccity’ of

seconds: ‘The qualities, in so far as they are

general, are somewhat vague and potential.

But an occurrence is perfectly individual

… We feel facts resist our will … mere

qualities do not resist’ (Peirce 1896, in 1960:

1.419, cf. 1890, in 1960: 1.405).

Cumulating the traits of all three modes

of existence, thirdness comprises habits, regulation, and conceptualization. ‘The third

category of elements of phenomena consists of what we call laws when we contemplate them from the outside only, but which

when we see both sides of the shield we

call thoughts’ (Peirce 1896, in 1960: 1.420).

Thirdness concerns exchange and consensus, meaning and value, purpose and ideal.

Peirce enumerates features of thirdness and

secondness when he obliquely deﬁnes the

mode which he considers the most difﬁcult

of the three modes to comprehend, ﬁrstness: ‘Firstness … precedes all synthesis

and differentiation; it has no unity and no

parts. It cannot be articulately thought: as-
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sert it, and it has already lost its characteristic innocence; for assertion always implies

a denial of something else. Stop to think of

it, and it has ﬂown!’ (1890, in 1960: 1.357).

Gilles Deleuze observes that the emphasis on action, suspense, and character

found in mainstream movies foregrounds

secondness, whereas innovative ﬁlmic

sequences at least momentarily displace

the viewer’s attention toward thirdness or

ﬁrstness (1983: 197, 220–3; cf. Bogue 2003).

Complex psychological dramas such as

Hitchcock’s highlight intellectual processes

associated with thirdness (Deleuze 1983:

274–6), while unusual close-ups, illogical

cuts, and asynchronous image and sound

can break narrative continuity and elicit

images experienced as free-ﬂoating sense

impressions unrelated to plot, character,

and reference, producing ﬂashes of ﬁrstness (Deleuze 1983: 142).

Peirce applies his three categories of

phenomena to the components he identiﬁes in semiosis, distinguishing for example

among immediate, dynamical, and ﬁnal

interpretants (Peirce and Welby 1977:

110–11; cf. Nöth 1995: 43–4). The immediate

interpretant (cf. ﬁrstness) designates ‘the

effect the sign produces or may produce

upon a mind, without any reﬂection on it,’

the dynamical interpretant (cf. secondness)

the ‘direct effect actually produced by a

Sign upon an Interpreter of it … that which

is experienced in each act of Interpretation

and is different in each from that of any

other,’ while the ﬁnal interpretant (cf. thirdness) denotes that which would be deemed

the ‘true interpretation’ of a sign if an ‘ultimate opinion were reached’ (Peirce and

Welby 1977: 110–11).

Peirce’s reﬂections on thirdness as mediation, translation, and communication represent one of the hallmarks of his semiotics,

providing an antidote to the binarism highlighted by a number of postwar methodologies. Exploring approaches to mediation

found in sociology and psychology, Mertz

and Parmentier (1985) compare Peircean

thirdness with other triadic models, including Pythagoras, Hegel, and Lévi-Strauss.
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In his study of the relation between the self

and democracy throughout American history, Norbert Wiley (1994) plays Peirce off

the American psychologist and philosopher

George Herbert Mead, arguing that the self

can be construed as a ‘trialogue’ in which

the present self ‘I’ talks to the future self

‘you’ about the past self ‘me.’

Peirce also applies the primitive trio of

ﬁrstness, secondness, and thirdness recursively as an elementary schema to generate

three further triads (Peirce 1960: 2.234–63;

cf. Nöth 1995: 44–5, Theleffsen 2000): ‘Signs

are divisible by three trichotomies; ﬁrst,

according as the sign in itself is a mere

quality, is an actual existent, or is a general

law; secondly, according as the relation of

the sign to its object consists in the sign’s

having some character in itself, or in some

existential relation to that object, or in its

relation to an interpretant; thirdly, according as its Interpretant represents it as a sign

of possibility or as a sign of fact or a sign

of reason’ (Peirce 1960: 2.243). As before,

the second and third classes entail their

predecessor(s).

‘Triadic relations of comparison’ deﬁne

a ﬁrst set of three types of signs considered

as logical possibilities (cf. ﬁrstness): the

qualisign, ‘a quality which is a sign’ (1960:

2.244), the sinsign, ‘an actual existent thing

or event which is a sign,’ and the legisign, ‘a

law that is a sign’ (1960: 2.244–6). Writing

to Lady Welby in 1904, Peirce summarizes:

‘As it is in itself, a sign is either of the nature of an appearance, when I call it a qualisign; or secondly, it is an individual object

or event, when I call it a sinsign … or thirdly, it is of the nature of a general type, when

I call it a legisign’ (cited in Sebeok 1985: 8).

Reading texts typically entails focusing on

the legisign function of language, but attending primarily to the sound or concrete

shape and layout of a sonnet means experiencing the work as a qualisign, while focusing on the designative character of on-stage

theatrical gestures and dialogues engages a

play as a sinsign (cf. Nöth 1990: 46).

‘Triadic relations of performance’ or

actual facts produce the most widely dis-
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cussed and applied Peircean trichotomy of

signs, that based on their respective type

of ground (cf. secondness). The icon refers

to an object by virtue of its inherent characters, the index designates ‘a sign which

refers to the object that it denotes by virtue

of being really affected by that object,’

while the symbol is ‘a sign which refers to

the object that it denotes by virtue of a law,

usually an association of general ideas’

(1960: 2.247–9; cf. Feibleman 1946: 90). Contemporary cognitive linguistics uses the

principle of iconicity to show that aural or

graphic dynamics such as word order or

the relative proximity or distance between

units in an utterance, far from representing mere asemantic ‘surface’ phenomena

as in early generative grammar, express

fundamental conceptual relations such as

sequence, grouping, and degree of relatedness (JohnQPublik n.d., section 2.2). Comparing the Peircean doctrine of the diagram

to the Husserlian concept of categorical

intuition, Frederik Stjernfelt (2007) outlines

a realist semiotics of pictorial art and literature based on the American theorist’s discussions of ideal schemas. For Barry King

(2001), a photograph functions as an icon

insofar as it represents practices and forms

in the world, and as a symbol to the extent

that it is created and perceived through

the frameworks of varied and changing

aesthetic norms. Inversely, Eduardo Neiva

(2001) argues that secondness plays a more

important role in photography because

events, history, chance, and nature play a

more important role in specifying images’

signiﬁcation than do conventions, rules,

and cultural associations. Literary realism

and naturalism depend on indexicality

through their evocation of speciﬁc historical events, individuals, and material objects

(Nöth 1995: 47), and Vladimir Karbusicky

studies music as an indexical sign whose

object is the emotions evoked by a given

piece (1986: 39–107, cf. Hatten in Hénault

2002: 557 and Tarasti 1994: 54–7).

‘Triadic relations of thought’ determine

a last ternary set of sign types representing

intellectual processes (thirdness) differenti-



ated by their object class. The rheme or term

designates a possible object; the dicent or dicisign, a proposition, is an actual object; and

the argument, ‘a legal sign’ such as a conclusion or inference based on premises, constitutes a legal object (Peirce 1960: 2.250–2;

Feibleman 1946: 92). A lie told to someone

can imply a rheme, communicating a possible (but not actual) object. Blanking out one

of the terms in a logical proposition produces a rheme: the open slot created suggests a potential but not an actual object.

The logical premise itself is an example of

a dicent, an articulated thought that asserts

or denies something. In the same vein, the

relations of implication among coordinated

terms, predicates, and propositions within

a syllogism can produce an argument as a

sign.

The above discussion represents a mere

sketch of some of C.S. Peirce’s most celebrated proposals for semiotics, which in

turn form only a part of his wider writings

on philosophy and science. For didactic

purposes, the preceding exposition attempts to simplify and present clearly in

one panorama a host of complex ideas

which Pierce changed in ways both small

and considerable from one time and venue

to another. Curious minds may deepen

their understanding of the American philosopher and semiotician by exploring

compact anthologies of his writings (Peirce

1956, 1992, 1998; Peirce and Welby 1977),

by perusing his biography (Brent 1998), or

by sampling essays from one of the two

near-comprehensive editions of his work

(1934, 1982–).

Applications, Explorations,

Developments

Rather than delving further into purely

philosophical reﬂections on semiotics, the

rest of this article brieﬂy examines Peirce’s

doctrine of signs in relation to other disciplines. The thinker’s early philosophical

ideas developed in part through his conversations in the 1870s Harvard University

satellite group The Metaphysical Club,
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which in its ﬁrst phase included a number

of lawyers and jurists, especially Oliver

Wendell Holmes, Jr and Nicholas St John

Green. The pragmatism formulated in this

forum and in further exchanges among

Peirce, William James, and John Dewey

helped shape the movement of legal realism in North America. Peirce’s writings

directly inspired the work of the jurist Jerome Frank and continue to stand against

renewed conceptions of natural law. Arguing against the notion that written tomes

such as Napoléon’s Code civil state eternal

truths and unchanging objective realities, the legal scholar François Gény used

Peirce to show that the meaning of a statute

comprises the deductions that it makes

possible and the social consequences that

its potential interpretations introduce (Kevelson 1987: 71). In this perspective, a body

of laws represents ‘a continuous, evolving

system of thought … for each successive

instance in the continuing, vital process of

legal reasoning’ (71–2).

After Peirce’s lifetime, and most particularly after the Second World War, his

semiotics inspired research in a wide array

of ﬁelds. Two illustrative domains include

literature and history, on which the subsequent exposition is concentrated. This

choice of ﬁelds owes more to the present

author’s inclinations than to Peirce’s, and

another essay could just as easily highlight

different areas, such as law, education, art,

music, or the pure sciences.

Peircean Literary Criticism

Many literary critics today have based

their theory of literature on C.S. Peirce’s

semiotics, drawing attention to the way it

integrates signs into the natural and cultural environment and how it foregrounds

the subjects who experience signs and are

changed by them. Iris Smith’s (1985) essay

on Antonin Artaud’s theory of theatre provides an illustrative application of Peirce’s

sign doctrine to a literary topic (cf. Sebeok

and Umiker-Sebeok 1980). Both the early

twentieth-century French playwright and
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the semiotician endeavour to overcome

Cartesian dualism, delineating continuities between material, corporeal processes

and immaterial force and values. Similarly,

both Artaud the modernist and Peirce the

pragmatist underline the kinetic character

of artistic creation and experience, in direct

opposition to the classical ideal of contemplative stasis (Winckelmann 1764). The

‘Theatre of Cruelty’ (Artaud 1938) includes

a distinctive insistence on the indexicality

of dramatic action: dismissing pure ﬁction,

Artaud calls for a plot anchored in actual

public events, as his 1935 drama Les Cenci

revisits the calamitous misdeeds of a Renaissance Roman family.

On the other hand, Smith (1985) argues

that the Theatre of Cruelty simpliﬁes and

truncates dramatic processes in crucial

ways. The Theater and Its Double advises

against staging masterpieces, claiming that

the consecration of canonicity paralyses

the performance, freezing the creativity

of artists and audience. Smith invokes

the Peircean interpretant and the growth

of signs to contend instead that semiosis

always remains dynamic and open, that

director, actors, and spectators can craft

novel dimensions of the canonical repertoire (and a masterpiece is often deﬁned as

a work for which each generation discovers

new signiﬁcance). For Smith, features of

Artaud’s aesthetics belie an idealism that

distorts actual theatrical hermeneutics and

that at times collapses the dynamic triadic

sign into a simpler, static dyad in which the

theatrical representamen is paired with an

interpretant in one-to-one fashion. In a utopian mode, the Theatre of Cruelty thus envisions an audience melded into a uniﬁed

body, whereas Smith asserts that Peirce’s

more realistic view of semiosis can account

for the diversity of spectators’ responses

to a performance. Similarly, while Artaud

optimistically envisions that the meaning

of his performance will be one and immediately obvious to the public, Smith calls

on the distinction between dynamical and

ﬁnal interpretants to point out that theatregoers’ interpretations of a work typically
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change and develop over time. Artaud’s

desire for absolute iconicity, for the public

to accede to pure dramatic sensation, betrays a Platonic overvaluation of the object

at the expense of the sign (Smith 1985).

Peirce and History

Explicitly focused on ‘the growth of signs,’

Peirce’s semiotics is founded on models of

historical processes. Moreover, the same

‘facts’ that ground so many historiographies constitute a quintessential example

of Peirce’s key category of secondness: ‘We

feel facts resist our will. That is why facts

are proverbially called brutal’ (Peirce 1960:

1.418–19; Langlois and Seignobos 1897). It

can be interesting to peek into Peirce’s own

forays in historical inquiry, to identify the

principles for research in history which his

semiotics proposes, to offer samples of his

inﬂuence on scholars and professionals in

the ﬁeld, and most importantly, to deﬁne

contemporary strategies for research and

practice in history that are informed by the

doctrine of signs.

The semiotician and scholar of American

history William Pencak has explored the

relation between C.S. Peirce and the ﬁeld

of history. In his essay ‘Charles S. Peirce,

Historian and Semiotician,’ Pencak notes

that the American philosopher took a keen

interest in Napoleon Bonaparte late in life:

he read prodigiously on the French emperor and drafted an immense manuscript

which, like many of his writings, remained

unpublished during his lifetime (Pencak

1993: 66–71). In keeping with the historiographic conventions of his day, C.S. Peirce

also devised macro-chronologies of modern

Western history, calibrating critical changes

on two successive temporal scales, every

half-millennium and every generation or

thirty-three years (Pencak 1993: 77–9). The

seismic generational events often point to

an implicit, additional intermediate-term

rhythm of historical processes: thus the

seven turning points that a Peirce manuscript identiﬁes as punctuating the span

from the early sixteenth century to the later



seventeenth century all directly concern the

struggle between Protestants and Catholics

in France and Germany: ‘1519 Luther’s

theses, 1547 Battle of Muhlenberg, 1572

St. Bartholomew’s Massacre, 1598 Edict

of Nantes, 1618 Thirty Years’ Wars, 1648

Peace of Westphalia, 1685 Revocation of the

Edict of Nantes’ (Peirce 1893, in 1960: 6.314,

quoted in Pencak 1993: 77–8).

Peirce’s theoretical reﬂections on history

and the writing of history may provide

more food for thought today than his actual

assays in the ﬁeld. Firmly asserting humanistic principles and opposing deterministic

theories, his philosophy of history seems

to combat most vociferously then-common

Darwinist versions of social evolutionism.

Pencak summarizes the key components of

the semiotician’s perspective: ‘First, history

does not “evolve,” it erupts – suddenly

transforming itself under the pressure of

surprising events. Second, at such conjunctures, great men do make a difference, men

who cannot possibly be considered ”products” of ”forces.” And third, these men do

in fact shape history, to the extent that they

wholeheartedly and unselﬁshly dedicate

themselves to a higher ideal’ (Pencak 1993:

53). A key facet of Peirce’s thought, the ﬁrst

point emphasizes that if the philosopher

afﬁrms the importance of ‘the formation of

habits,’ he attributes equal weight to ‘the

violent breaking up of habits’ in explaining human behaviour and the unfolding of

beliefs and ideas over time. Lecturing on

the history of science, Peirce argued that

rather than evolving through the gradual

accumulation of modest gains, ﬁelds

proceed by ‘leaps,’ ‘by new observations

and reﬂections’ (Peirce ca 1896, in 1960:

1.101–9, quoted in Pencak 1993: 55). His

emphasis on ‘cataclysmic’ transmutation

over progressive evolution presages the

‘epistemological break’ of a later philosopher similarly convinced of the importance

of both discontinuous change and the

socio-psychological conditions of scientiﬁc

advances and blockages, Gaston Bachelard

(Bachelard 1938, 1940; cf. Kuhn 1962). The

second point noted by Pencak underlines
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the inalienable agency which Peirce ascribes to human beings, especially to exceptional individuals, while the third point

asserts the force of an idea that can inspire

men to unselﬁshly dedicate themselves to

bringing it to realization. The historian and

semiotician Brooke Williams emphasizes

that a semiotic perspective in historiography underlines that ‘human beings are not

merely products but also agents of culture

or ”meaning,” and hence creative producers of signs and sign systems’ (1991: 390).

Williams and Pencak show that Peirce’s

views on the modes of scientiﬁc thinking

in the realms of philosophy and science

possess relevance for research in history

(Williams 1991: 410–12; Pencak 1993: 55).

Whereas methodological pronouncements

on historiography often draw attention to

the importance of induction and deduction,

emphasizing the role of logical inferences

drawn from documented particular events

and from general laws and premises (e.g.,

Hempel 1942), Peirce foregrounds as well

the critical part played by what he considers a third form of reasoning called abduction. Exempliﬁed by the conjecture ‘If Socrates is mortal, perhaps all men are mortal,’

Peircean abduction assumes the forms of

educated guess, hypothesis formation, and

probable argument, somewhere in between

mere random trial and error (Popper 1972),

on the one hand, and necessary inference

or simple observation, on the other (Peirce

1960: 7.219, 5.189, 5.196). In Peirce’s conception of the scientiﬁc method, abductive reasoning represents the ﬁrst of three stages,

in which the investigator forms and selects

‘explanatory hypotheses,’ after remarking

mould on neglected Petri dishes, for example. The scientist then employs deduction to infer what else must be the case if a

given hypothesis is true, based on known

general principles, and ﬁnally uses induction to test the hypothesis by drawing general conclusions from particular instances,

including ﬁndings gleaned from controlled experiments (Peirce 1960: 4.541, 2.777,

5.171). Considered a subset of induction

prior to Peirce, abduction not only allows
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the American philosopher to transform one

more dyad into a triad, it also highlights

mental processes which can create new

rules based on novel observations rather

than merely establish relations among existing notions, thus foregrounding a key

characteristic of modern science.

As an inchoative, heuristic form of reasoning, abduction is closely associated

with questioning and with curiosity, and

with the mental ‘Pure Play’ that Peirce

calls ‘musement’ and which plays such

an essential role in coming up with original, creative ideas (1908, in 1960: 6.458–9).

Abduction and non-linear, undirected

‘contemplation’ are triggered by the ‘surprising fact’ which ‘either disappoints an

expectation, or breaks in upon some habit

of expectation of the inquisitor,’ thereby

encouraging the latter into a more original, unexpected investigative path (Peirce

1908, in 1960: 6.469). The striking, isolated,

and inexplicable fact can engender aching

doubt, which in turn fosters the creative

thinking that brings ‘the ﬁxation of belief,’

completing the cycle. Peirce’s account of

scientiﬁc method grants special recognition

to neglected initial processes that indirectly

prompt discovery, alongside the commonly

cited procedures used to develop, check,

and present those discoveries. His depiction of scientiﬁc activity diverges from the

Darwinism of his day, but also paints a

picture different from Carl Hempel’s later

view of history as a science dedicated to

identifying and applying the general laws

that explain processes in time.

More generally, contemporary scholars

with a historical bent whose research is

informed by C.S. Peirce and by the thinkers that inspired his doctrine of signs argue

that semiotics overcomes the dichotomy

that still exists in historiography between

objective ‘realism’ and subjective ‘idealism.’ By emphasizing the deﬁning role of

the sign and the constitutive function of

the observer, the semiotic paradigm mediates between the nineteenth-century historiographic ‘model in which “document”

refers to a prejacent given reality, which
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a rigorously applied “objectivity” can directly access as history,’ on the one hand,

and an ‘idealist or glottocentric model’

that encloses the historian within her own

cognitive framework or in a ‘prisonhouse

of language,’ cut off from real contact with

the past (Williams 1991: 409; Toews 1987:

882; cf. Jameson 1972). Semiotics instead

proposes to deﬁne ‘objectivity’ through the

‘object’ of the observing subject’s attention

and experience, which entail signs: ‘In contrast to philosophical idealism and realism

alike, th[e semiotic] perspective presupposes an interaction whereby the environment

and the social interactions it sustains …

come to exist as “objects” within observation. Whereas physical aspects of the surroundings may exist in nature prior to the

observer, the point at hand is that they further exist precisely as objects of awareness

only through signs and precisely in relation

to the observer’ (Williams 1991: 395; Deely

1990; and Merrell 1987).

Deﬁning the modes by which signs

effect mediation between subject and object, between nature, culture, and mind,

semiotics thus proposes a ground for the

philosophies of history formulated by such

ﬁgures as Carl Becker and Benedetto Croce,

who underline the observer’s participation in constituting knowledge of the past.

Becker thus uses such terms as ‘afﬁrmations,’ ‘representations,’ and ‘symbols’ in

place of ‘facts,’ and emphasizes that they

‘do not really exist until the historian, at

the very least, selects and afﬁrms them in

relation to one another,’ depicting the past

in view of advancing some purpose for the

future (Becker 1926, quoted in Pencak 1993:

86). Rather than propose new models or

methods, semiotics can aid in clarifying the

parameters that deﬁne the community of

historians’ work (Williams 1991: 392).

Alongside this emphasis on the interpretative role played by the subject as writer

of history, semiotic-minded historians also

draw attention to how signs inform the

actions of historical subjects. Pencak thus

contends: ‘Although he did not use the

word, Becker was developing a semiotics of

history,’ in that, in Becker’s own words, he



‘endeavored to convey to the reader, not a

record of what men did, but a sense of how

they thought and felt about what they did,’

sometimes using ‘a rather free paraphrase

of what some imagined spectator or participant might have thought,’ in order to ‘enable[] the reader to enter into such states of

mind’ (1921: vii–viii, quoted in Pencak 1993:

85; cf. Williams 1985). The Austrian-American historian Eric Voegelin published on

some of C.S. Peirce’s most important essays

in the 1920s and incorporated signiﬁcant

elements of his and his fellow Metaphysics

Club members’ pragmatics into his work.

For Pencak, ‘Voegelin’s lifelong concern

with the symbols through which societies

have understood themselves and through

which thinkers have sought to interpret

human experience foreshadowed semiotics’ (1993: 109). This interest in the signs

and signifying systems through which cultures represent themselves and their world

points to semiotics as an inquiry ultimately

into how individuals and communities develop and circulate knowledge (Anderson

et al. 1984; Deely 1986; Sless 1986: 1).

Just as they afﬁrm the importance of

semiotics for history, so too do semioticians

informed by C.S. Peirce assert the signiﬁcance of the historical perspective for semiotics. John Deely notes that the transdisciplinary semiotic perspective brings ‘a

restoration of historical thought to its properly central place in humanistic inquiry,’

‘revealing the centrality of history to the

enterprise of understanding in its totality’

(1984: 407, 1990: 81). Similarly, the postwar

American semiotician Thomas A. Sebeok

asserts that the doctrine’s critical task is to

explore the processes that effect changes

in sign systems, to analyse how they develop or come undone in the context of the

cultural practices of a given environment,

‘how a code is made and unmade in relation to functioning in an Umwelt-becomeLebenswelt’ (1977: 36).

Other Fields

Peirce’s doctrine joins with John Poinsot’s scholastic philosophy in forming the
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foundations of John Deely’s semiotics that

foregrounds a theory of textuality and otherness (1994). Colapietro (1989) analyses

Peirce’s conception of the individual self

and investigates the relation of his semiotics to experimental psychology. On the

other hand, incorporating the broad, nonanthropomorphic perspectives at work in

contemporary astronomy and physics, Corrington (1994, 2000) draws on Peirce and

a host of twentieth-century semioticians

in an endeavour to shift theology and philosophy away from a ‘narcissistic’ focus on

human consciousness and the individual

self and toward a comprehensive grasp of

nature, cosmology, and unconscious processes. An outgrowth of an earlier attempt

to articulate the (non-) foundations of written texts, Merrell (1991) argues that Peirce’s

semiotics effectively foresees many of the

critical concepts subsequently investigated

by twentieth-century mathematics, physics,

and philosophy, from quantum mechanics

and the theory of relativity to post-structuralism and chaos theory (Merrell 1982). In

addition to the semiotic categories sketched

above, the essay discusses Peirce’s concepts

of semiosis, process, evolution, and the

growth of signs, contrasts his continuous

view of space and time with his notion

of discontinuous ‘cuts,’ and highlights

Peirce’s ideas about community, his pragmatic approach to truth and meaning, and

his ‘convergence’ theory of knowledge. In

a monograph intended for undergraduates

and graduate students, Everaerrt-Desmedt

(2006) sketches nuanced applications of

Peircean concepts to contemporary art,

studying the iconoclastic surrealist Magritte (icon and hypoicon), the French postwar avant-garde painter Yves Klein, the

Mexican photographer Humberto Chavez

Mayol (deduction, induction, abduction),

the writer Marguerite Duras, and the ﬁlmmaker Wim Wenders.

Thomas F. Broden
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varying circumstances. The features of the

experience that remain constant, despite

the variations, are seen to constitute its essence. Famous phenomenologists include

the French psychologist Maurice MerleauPonty (1942, 1945) and the German philosopher Martin Heidegger (1967). Both argued

that phenomenology should not be limited

to an analysis of consciousness. Phenomenology has had an impact on the study

of intentionality across several disciplines,

emphasizing the role of the subject in acts

of consciousness. Phenomenology has

made it clear that humans are not machines

and, thus, that they cannot be studied as

’units’ in a random population.

Marcel Danesi
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Phenomenology is an approach to the

study of cognition as inﬂuenced by experience, and has been adopted by various

schools of psychology and communication

science. It was originally developed by

the German philosopher Edmund Husserl in the early 1900s, to emphasize the

importance of conscious experience in the

development of cognitive and perceptual

categories. Husserl wanted to understand

how consciousness – awareness of sensations and emotions – works in order to better understand how experience shapes the

human brain.

Phenomenologists deﬁne experiential

phenomena, and the processes involved

in consciousness, such as perception and

desiring, as acts. The intrinsic relationship

between phenomena and conscious acts

is called intentionality. Phenomenologists

maintain that past experiences limit people’s ability to understand phenomena,

providing them with presuppositions that

restrict the range of understanding. One

way to counteract this is through ‘fantasy

variations,’ that is, by imagining how the

same experience would change under
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[See also: Cinema; Cinema, History of]



Photography is the art and science of taking

photographs. The ancient Greek philosopher Aristotle discovered that when light

is passed through a small hole an upsidedown image of an object would result.

This discovery was not used to construct

a camera until about the sixteenth century,

when the ﬁrst crude camera, called a camera

obscura (dark chamber), was made in Italy.

It consisted of a huge box with a tiny open-
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ing in one side that allowed light to pass

through. On the opposite side, the light

formed an inverted image. The camera obscura was large enough for a person to go

in it. Thus, it was used chieﬂy by artists as

a sketching aid.

A camera obscura could only project

images onto a surface. In 1727, a German

physicist named Johann H. Schulze discovered silver salts, which turned dark when

exposed to light. Shortly thereafter, Swedish chemist Carl Scheele discovered that the

changes in the salts caused by light could

be rendered permanent by chemical treatment. In 1826 French inventor Joseph Nicéphore Niepce (1765–1833) found a way to

produce a permanent image in the camera

obscura device – a view from Niepce’s window, which is the world’s ﬁrst photograph.

In 1831 the French painter Louis Daguerre

(1789–1851) succeeded in developing the

ﬁrst positive image. In 1889, the American

entrepreneur George Eastman (1854–1932)

manufactured the ﬁrst camera for public

use.

One of the most important technical

advances in photography was the instant

processing of ﬁlm. The instant camera was

introduced in 1947, becoming popular

throughout the world. The original camera

was large and expensive. But by the 1990s,

instant cameras were hand-sized, and

many studio cameras could be adapted for

instant photography by means of speciﬁc

kinds of attachments.

During the 1950s, new manufacturing

processes increased the speed, or light

sensitivity, of both black and white and

colour ﬁlm. In the same decade, electronic

devices called light ampliﬁers, which intensify dim illumination, made possible

the photographing of even the faint light of

distant stars. Such technological advances

made both amateur and professional photography a reality. Today, digital cameras,

which were introduced in the early 1990s,

can produce images instantly. They have a

light-sensitive mechanism called a ‘chargecoupled device’ (CCD). The lens focuses

light on the device, which changes it into
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electronic signals. The images can thus be

viewed immediately on cameras equipped

with a liquid crystal display (LCD) screen.

Photography became an art form from

the time it ﬁrst came onto the scene. From

the 1860s through the 1890s it was seen as

an alternative to painting, permitting greater representational ﬁdelity. It was viewed,

in other words, as a kind of shortcut to

traditional visual artistic representation.

For instance, Swedish photographer Oscar

Gustave Rejlander (1813–75) and English

photographer Henry Peach Robinson

(1834–1901) attempted to reproduce painting forms with their cameras. In the same

period, Robinson) pioneered the method

of creating one print from several different

negatives. Portraits made by Julia Margaret Cameron (1815–79) were designed

to emulate the painting styles of her era.

English-American photographer Eadweard

Muybridge (1830–1904) captured images of

animals and people in motion. Like painters, these early photographic artists made a

selection of what was to be photographed

and how it was to be photographed. This

could be planned ahead of time or carried

out on the spot. They manipulated lighting, focus, and camera angles to alter the

appearance of the image. Developing and

printing processes could be modiﬁed as

well to produce desired results, or else the

photograph could be combined with other

media to produce a composite art text.

The use of photography as a substitute

for the visual arts was challenged early

on by English photographer Peter Henry

Emerson (1856–1936), who saw photography as an art unto itself. In 1902, American

photographer Alfred Stieglitz (1864-1946)

put into practice Emerson’s views. He

founded the Photo-Secession movement,

which heralded photography as an autonomous art form. Stieglitz organized important photo exhibitions at his gallery, 291,

in New York City. László Moholy-Nagy

(1895–1946) in Hungary and Man Ray

(1890–1976) in the United States used photography to capture absurd events, like the

Dada movement. In the 1930s, several Cali-
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fornia photographers formed the Group

f/64 (f/64 is the lens aperture that gives

great depth of ﬁeld), whose goal it was to

produce realistic images of natural objects,

people, and landscapes. In the 1950s a tendency toward subjectivity characterized the

work of Americans Minor White (1908–76)

and Aaron Siskind (1903–91). Beginning in

the 1960s the making of composite prints,

retouching, and painting over photographs

became common. The best-known exemplar of this style is William Wegman (b.

1943).

Photography today is both an art form

and a tool in media and science. Major art

museums hold regular exhibitions of photographs. Among outstanding art photographers are Donald McCullin of Britain and

Lee Friedlander of the United States, whose

photography is intended to document the

social life of their countries. Another ‘realistic photographer’ worthy of mention

is Harry Callahan of the United States,

whose photos include detailed, sharply

focused images that are the equivalents

of expressionist paintings. The American

photographer Jerry Uelsmann also uses

photography as a ‘surrealist art form,’

producing dreamlike photos by combining

several negatives into a single print. Eileen

Cowin, another American photographer,

portrays her own family life, suggesting a

type of ongoing soap opera in the routines

of modern-day life.

The four most common uses of photography today, outside of the artistic domain,

are: commercial photography, portraiture,

photojournalism, and scientiﬁc photography. Commercial photographers take photos (of food, clothing, and so on) for ads or

illustrations that appear in magazines and

other publications. Portrait photographers

take photos of people (fashion models, celebrities) and of special events in the lives

of people (weddings, graduations, and so

on). Photojournalists take photos for newspapers or magazines, providing visual text

for reports. Scientiﬁc photography includes

forensic, medical, and engineering uses of

photography. Forensic photographers take



pictures of crime scenes so that details that

might be missed by the naked eye can be

gleaned by observing the photos. Medical

photos provide visual information used

by physicians to detect and treat illnesses.

Medical photographers may use such

equipment as microscopes, X-ray machines,

and scanning machines. Engineering photos allow engineers to make more accurate

designs of structural materials.

Angela Palangi

Bibliography

Dubois, Philippe. L’acte photographique. Brussels:

Labor, 1988.

Rosenblum, Naomi. A World History of Photography. New York: Abbeville Press, 1997.



PICTOGRAPHY

[See also: Alphabets; Communication; Writing]



The word pictography is a compound word

that derives from the Latin pictus (the past

participle of the verb pingere ‘to paint’) and

the Greek verb graphein ‘to write.’ Thus, the

word pictography means to write through

painting. A pictograph, sometimes called a

pictogram, is a visual representation of an

object or a word that represents that object.

These icons are images that resemble their

referent. Historically, visual symbols have

been associated with various writing systems, including the Sumerian cuneiform

writing with its partial pictographic and

partial symbolic forms, or the Egyptian

hieroglyphic system with an admixture of

ideograms which are visual representations

of objects, and phonograms or representations of sounds. Pictography has sometimes been labelled as idea writing.

The literal meaning of pictograph, ‘to

write with painting,’ corresponds to its

historical development. More precisely, in

the nineteenth century in the small Spanish

town of Altamira, in 1879, an amateur archaeologist and his young daughter discov-
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ered a cave that contains primitive graphic

depictions of bison, boars, horses, and

some anthropomorphic ﬁgures etched in

stone with charcoal about 15,000 years ago.

Likewise, a cave in southern France in the

town of Lascaux contains similar prehistoric sketches that date from 13,000 bce. These

cave paintings represent a one-to-one correspondence with the animals in that locale

and, occasionally, the inhabitants. These

prehistoric drawings may be considered to

be among the earliest manifestations of the

pictogram.

Around 3200 bce, the Sumerians, who

inhabited the southern Mesopotamia region, developed a writing system in which

the wedge-shaped strokes were combined

to represent the form of the object to which

they refer, for example, bird, ﬁsh, head,

plow, and so forth. The development of

writing systems slowly evolved from pictographs to more sophisticated procedures

that included ideograms, or ideographs,

that is, symbols that represent meaning

without pronunciation, logograms or logographs, symbols that correspond exactly

to real words without an indication of

their pronunciation, and, ﬁnally, alphabets,

which represent the sounds of a language.

The use of visual symbols to represent

various verbal meanings became common

in the twentieth century, even though such

icons had existed for millennia. Four contemporary examples of pictographs include

trafﬁc signs and symbols, emoticons, logos,

and comic strips.
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red means that a driver must obey certain

rules (‘STOP,’ ‘do not enter’); yellow is a

warning (‘ICE’), while green indicates directions and distances. Many of these trafﬁc pictograms are uniform throughout the

United States so that drivers may recognize

instantly the trafﬁc regulation or warning

speciﬁed.

Emoticons

The word emoticon derives from the combination of the words ‘emotion’ and ‘icon’

(emot + icon). Emoticons are formed by the

juxtaposition or combination of symbols

found on computer keyboards to represent

emotional states, people, animals, or objects as did the primitive pictographs. Scott

Fahlman, a professor at Carnegie Mellon

University in Pittsburgh, is credited with

popularizing the emoticon. These forms are

now a staple of the electronic media and

the ubiquitous email. Table 1 illustrates selected examples of emoticons that indicate

a psychological state and a concept or object in the real world.

Table 1

Emoticon



Meaning



:)

:(

>:o)

\_/



Smile

Frown

Devil

Glass



Logos

Trafﬁc Signs

The mass production and proliferation of

the automobile in the early twentieth century led to the development of trafﬁc signs,

graphic depictions of trafﬁc regulations

meant to indicate visually what a driver

must do in certain circumstances. These

sign shapes include: (1) octagon (eight

sides) for ‘stop’; (2) inverted triangle for

‘yield’; (3) circle for ‘railroad crossing,’ and

so forth. Moreover, these signs have colour

codes associated with them – for example,



Companies devote a great deal of time and

effort to the development of a brand name

to provide a unique identity for a product

or service so that it will have instant visual

recognition. Many company logos – an abbreviation of the word logotype (derived

from the Greek word logos, ‘word’) – are

immediately recognizable without an identifying name. Examples are the ‘swoosh’

of Nike (a sort of stylized check mark), the

golden arches of McDonald’s, and the multicoloured apple (with a bite missing from
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the right side) of Apple. Such brand identiﬁcation requires no text, but only the icon,

to identify the brand name and its product.



communicate a narrative non-verbally.

Many additional types of pictographs exist

in all societies.



Comic Strips



Frank Nuessel



Comic strips may be single panels or a series of panels of sequential art that appear

in daily and Sunday newspapers. These

popular pictographs most often contain a

mixture of text and drawings. Some feature

action-adventure, while others contain

humour. A few newspaper comic strips

are ‘speechless’; that is, none of the characters ever speaks. Typical of this type of

strip was the humorous Henry, created by

Carl Anderson (1865–1948) in 1932, that

features a bald youth who never talks. A

more recent ‘speechless’ newspaper comic

strip is Lio by Mark Tatulli, which features

the sometimes dark adventures of a young

boy with a vivid imagination. Both of these

strips are examples of modern-day serial

pictographs.

Pictographs serve various functions.

First, they permit those with print illiteracy

to identify certain public places by means

of icons, as for example when certain urban

subway systems utilize pictographic icons

as a way to recognize stops. Second, they

serve a safety or warning function because

they allow drivers to recognize them immediately and react to speciﬁc ‘rules of

the road’ (danger, caution, and so forth).

Third, they may provide individuals with a

creative outlet with electronic communication systems through the use of emoticons.

Fourth, commercial logos provide instant

recognition of a product or service. This

sort of product identiﬁcation allows the

pre-literate to recognize commercial enterprises such as restaurants, amusement

parks, and so forth. Visual product identiﬁcation allows commercial enterprises to imprint early brand loyalty on children when

a pictograph is associated with a product

or service such as food or entertainment.

Finally, in this same fashion, certain comic

strips allow non-literate people to enjoy

an adventure with serial pictographs that
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PIRACY

[See also: Intellectual Property]



In recent years, the word piracy has been

used in contexts typically related to software, music, intellectual propriety, or

patents. Nevertheless, it still has not completely lost its original meaning (‘an act of

robbery on the high seas’; Merriam-Webster Online 2009): ‘old-style’ pirates once

terriﬁed the seas off Africa’s east coast,

stopping commercial vessels and hijacking

the crews.

However, in its most common contemporary meaning, piracy is the ‘unauthorized copying of original works and

performances which are protected under

copyright or related rights,’ according to

the Swiss Anti-Counterfeiting and Piracy

Platform. Copyright and related rights protect intellectual works such as music, verbal texts, movies, software, and inventions.

The copying of these kinds of works could

be authorized by the owner of the rights,

with the use (mostly the selling) of licences.

For instance, users of software applications,

such as a text editor or a spreadsheet, are

allowed to use them because the publisher
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gives them a licence that says under which

conditions users can use and install the

applications on their computers. Although

this kind of piracy is a less physical and

violent version of piracy on the high seas,

it still constitutes theft – namely, the theft

of the intellectual efforts of other people

(The Economist 2008) and causes damage

to the relevant industry in terms of loss of

income. According to many associations

of software, music, and movie industries,

every unauthorized copy is a licence that is

not sold; others do not agree, arguing that

pirates would not buy it in any case for cultural, economic, or other reasons.

The problem of piracy acquired particular importance with the mass spread of

digitalized information and digital devices.

Years ago, when most information was not

digital, illegal copying was an expensive,

time-consuming activity that gave outcomes of poor quality. For instance, music

was sold on physical supports such as

vinyl disks or tapes, where it was analogically recorded. Unauthorized copies were

usually recorded on tapes. Even with highend devices, the copies were never of the

same quality as the originals. Furthermore,

every copy entailed a cost in terms of time

(normal tape recorders could copy only in

real time) and money (the blank tape also

had a cost). When CDs and CD players hit

the market, this situation did not change

signiﬁcantly: although music was digitally

recorded and released, digital recorders

were not for sale. Music piracy was not

considered a major problem by the CDmanufacturing industry, although many

countries enacted further laws to protect

intellectual property. For the same reasons,

text (book) and movie piracy has never really become a serious problem: books are

still sold in analogical form (paper), movies

on DVD are digitalized, and the current

technology does not allow an easy way to

copy them.

The spread of digital information (mainly software and music) changed this situation drastically. The copying of digitalized

information is fast and cheap, with the



copy and original having the exact same

quality. Moreover, it does not require any

physical support, since it can be carried

out over computer networks (including

the internet), and needs only minimal support devices, such as a USB key to transfer

ﬁles from one digital device to another.

Such piracy is fast becoming a major infringement problem. According to some

estimates, 90 per cent of installed copies

of Windows operating systems in some

emerging markets are pirated; unofﬁcially,

Microsoft admits that ‘tolerating piracy

of its products has given it huge market

share and will boost revenues in the long

term, because users stick with Microsoft’s

products when they go legit’ (The Economist 2008).

Marco Faré
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PODCASTING

[See also: Internet; Online Culture]



A podcast is an audio ﬁle containing information and music which is available

for downloading through the internet on

media players or devices. Podcasts are generally pre-recorded, or, in some cases, can

be streamed ‘live.’ The word podcast is an

amalgam of ‘broadcast,’ the distribution of

audio information, and ‘iPod,’ a portable

image, video, and music player produced

by Apple Inc. While podcasts may seem

similar to regular radio shows, podcasts

can be conveniently downloaded at any

time, and users often subscribe to their preferred podcasts at the iTunes Store (Apple’s

online shopping facility which sells music,

games, and podcasts). Once the podcast

has been recorded, the show is then distributed through RSS – Really Simple Syndication – to the iTunes Music Store Podcast

Directory or individual websites. The

podcast is then available for downloading

or subscription, by which one can receive

alerts of programming automatically.

The theory of podcasting, as a framework

for automatic downloading and synchronization, began in 2001 with Adam Curry,

a former employee of the youth-targeted

Music Television (MTV) network, and Dave

Winer, the developer of RSS (Really Simple

Syndication, which allows for updates to be

quickly put on the internet). With the ‘Daily

Source Code’ podcast, listeners were made

aware that they could create and host their

own radio shows. As a result, podcasting

soared. Podcasts speciﬁc to certain niche

audiences were posted for downloading on

popular blogs, and soon blogs became pivotal in the popularization of podcasting.

While podcasting has become popular

mainly as a vehicle for broadcasting programming and informational text of all

kinds, it also has practical applications.

Many podcasts are being made by the

business world, given that podcasting is a

cheap medium for delivering advertising

in a seemingly personalized fashion. School



materials are now also being delivered as

podcasts, allowing students to download

recorded lessons and exercise materials.

Podcasts of language lessons, museum

tours, and conference meeting minutes are

now also part of the podcasting galaxy, one

that promises to expand and thus characterize the future of all kinds of broadcasting.

Mariana Bockarova

Bibliography

Geoghegan, Michael, and Dan Klass. Podcast

Solutions. Berkeley, CA: Apress, 2005.

Watson, Stephanie. How Podcasting Works.

How Stuff Works. http://computer

.howstuffworks.com/podcasting1.htm (accessed 23 December 2008).



POPULAR CULTURE

[See also: Frankfurt School]



Popular culture, as well as being sustained

by media and communications, has many

different sources and deﬁnitions. Popular

culture is commonly thought to consist

of the texts found in television, ﬁlms, the

internet, radio, books, magazines, and all

media that reach a great many people. Yet

the varied deﬁnitions of popular culture

suggest that it is more than what is disseminated by media.

One prevalent deﬁnition suggests that

popular culture is, simply, a form of everyday life culture. This broad view, taken to a

sociological limit, includes such practices as

washing and cooking, which are not necessarily implicated with media. Another view

of popular culture, which has been particularly inﬂuential with respect to media and

communications, is its association with an

urban existence and capitalism, especially

the latter’s complicity in a ‘culture industry’ as an opiate for the populace. This view

is usually associated with (a caricature of)

the Frankfurt School, yet the metropolitan

aspect of the deﬁnition is certainly not



Popular Culture

denigrated by all (see, for example, Chambers 1986). Yet another view sees popular

culture as an outgrowth of pre-capitalist

practices. In the days before the nineteenth

century, such practices were generally untrammelled by capitalism. The largely disorganized holiday football matches in rural

British communities are an example of this.

So, too, are pastimes such as ﬁshing and

hunting. Yet, these are unaffected by media,

too. Nevertheless, the culture of pastimes

is important for post–Frankfurt School arguments in which it might be argued that

contemporary popular culture is a debased

version of pre-capitalist pastimes as much

as it is a continuation of the traditions that

prevailed before capitalism.

For the Frankfurt School and for others,

popular culture is also deﬁned by the extent to which it is opposed to high culture.

This has more than one sense, however:

the popular is opposed to the high brow

in that it is different and sometimes supposedly inferior; yet what is popular is

also opposed to high culture in that it is

deliberately antagonistic. The latter sense is

synonymous with ‘populism,’ which itself

has its own subdivisions (positive: identiﬁcation with the common people and their

culture; opportunistic: siding with the common people for cynical purposes). There is

a general belief that the barriers that were

maintained between high and low culture

during the period of capitalism and mass

society were dismantled or at least eroded

with the onset of postmodernism (Huyssen

1987).

Where oppositional forces are concerned,

it has become clear, partly through sociological investigation, that mainstream culture (which might include popular culture

at various moments) as well as elite culture

frequently have to bow to internal and external demands. In the second part of the

twentieth century, it became increasingly

evident that diversity within Western culture was one factor in producing ‘subcultures.’ ‘Subcultures’ are generally thought

to consist of communities of people who

come together to pursue practices and
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observe (sometimes recently developed)

customs that are somehow divorced from

or in opposition to ‘mainstream culture.’

The relation of ‘subcultures’ to culture in

general is problematic insofar as it involves

a putative separation of one from the other

but also involves a kind of symbiosis in

which mainstream culture may attempt to

co-opt subculture (often in an ultimately

elitist fashion), while subcultures may force

mainstream culture to accept subcultures or

to transform by way of the naturalization

of specially developed subcultural vocabulary, expression, styles, and other forms of

communication.

Frequently, though not exclusively,

‘subcultures’ have been associated with

youth tastes and pastimes. Youth culture

has therefore existed close to the core of

popular culture since the former’s emergence after the Second World War and

has spawned a massive industry of youth

media (see Osgerby 2004). For those critical of youth culture, it is self-evident that

its pivotal role in popular culture is simply

a part of the capitalist process of targeting a speciﬁc audience (the much-vaunted

sixteen to twenty-ﬁve age group) in order

to sell goods and services. For those who

celebrate it, youth culture is sometimes

opposed to popular culture (viewed as the

mainstream, ‘the man,’ parents, and the

older generation) and at other times is seen

as its vanguard (for example, the spread of

popular dissent in the West in the 1960s).

For yet another critical perspective, youth

culture, as a key part of popular culture,

has been constantly co-opted and incorporated by capitalism to reinvigorate the

mainstream (see Danesi 2003).

What cannot be denied is that a phenomenon as diverse as popular culture cannot

be reduced to simple deﬁnitions or pleas

to arguments such as ‘the lowest common

denominator.’ On the contrary, popular

culture must negotiate a set of complex

ideological, cultural, and economic relationships in order to sustain itself and in

order to make the category of the ‘popular’

meaningful. Popular culture cannot simply
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be any media output that is considered to

have a substantial base of adherents. Arguably, pornography and classical music have

very strong followings in contemporary

Western society, although, for a number of

reasons, they are seldom considered in discussions of popular culture.

Paul Cobley
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PORNOGRAPHY

[See also: Censorship; Freedom of Speech]



Pornography, or porn, is the representation

of sexual behaviour that is intended to sexually excite audiences. A distinction is commonly made between pornography and

erotica. The objective of the former is the

graphic depiction of sexual activities with

no further purpose than that, while erotica

is sexual representation that uses explicit

imagery for narrative or aesthetic purposes.

The word pornography is derived from

the Greek words porni (‘prostitute’) and

graphein (‘to write’), and was originally

deﬁned as any work of art or literature that

depicted the life of prostitutes. Pornography can be used in any medium – in books,

drawings, animation, sculpture, painting,

ﬁlm, and so on. Excluded from the purview

of pornography are live sexual acts, such as

stripteases.

Deﬁning what is pornographic or erotic

is a delicate and difﬁcult issue. Are the

ancient statuettes of naked women por-



nographic or erotic? Are the Greek and

Roman nude sculptures and intaglios

similarly pornographic or erotic? In the

area of narrative, are the plays of ﬁfteenthcentury Pietro Aretino pornographic (as

many claimed they were), or the novel Lady

Chatterley’s Lover by D.H. Lawrence? Most

countries have taken a legal approach to

pornography. For example, in the United

States, the so-called Comstock law, which

prohibited the mailing of indecent materials, was passed in 1873 (named for Anthony Comstock, a crusading reformer against

sexual depictions of any kind). The law

was used to set up a system of censorship

by postal ofﬁcials without going to court. If

they decided a book, picture, or other item

was indecent, they seized it and refused

to deliver it. Since the mid-1900s, the U.S.

Supreme Court has narrowed the legal

deﬁnition of pornography, basing it on the

First Amendment to the Constitution, thus

placing constitutional limits on censorship.

Ironically, the Comstock law is still in force,

although the U.S. Postal Service almost

never uses the law to seize mail.

The terms obscenity and pornography are

often used interchangeably. Both have been

used to claim that they can corrupt public

morals. Most American states have laws

against selling obscene materials. There are

also federal laws against the interstate sale

of obscene materials or its transmission on

radio or television. But such laws have always been hard to enforce, mainly because

it is difﬁcult to determine what is obscene

or pornographic according to law. Congress

actually passed the ﬁrst federal law against

obscenity as part of the Tariff Act of 1842.

In the 1957 case of Roth versus the United

States, the Supreme Court ruled that freedom of speech and the First Amendment

were important aspects of the whole controversy and thus that only those materials

that a court had determined to be legally

obscene could be seized. But the Supreme

Court provided loose guidelines for deﬁning obscene material. In the 1973 case of

Miller versus California, it held that material

could be considered legally obscene only if:
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(1) contemporary community standards

would ﬁnd that the material appeals

only to prurient (sexually arousing) interests;

(2) the material is demonstrably offensive;

(3) the material lacks serious literary, artistic, political, or scientiﬁc value.

In the 1974 case of Jenkins versus Georgia,

the Supreme Court unanimously determined that local standards play a limited

role in assessing what is obscene. A national Commission on Obscenity and Pornography had reported in 1970 that there

was no reliable evidence that pornography

caused crime or violence against women.

The commission recommended repeal of

all anti-pornography laws for consenting adults. It also recommended that each

state adopt laws to protect young people.

In 1986, however, another Commission on

Pornography determined that there was a

correlation between sexually violent or degrading materials and the amount of sexual

violence in society. Today, the only truly

strictly controlled form of pornography

involves children. Child pornography laws

exist throughout the world.

With the advent of the internet, adult

pornography has proliferated. Early studies of internet porn have supported the

1970 commission’s ﬁndings – namely that

pornography is self-contained and does

not lead to derivative behaviours, despite

continuing attempts by some to argue to

the contrary with their own set of facts and

arguments (see, for example, Sarracino

and Scott 2008). Some feminist critics even

see pornography as liberating common

women from the patriarchal view of them

as homely and non-sexual beings. They see

it as a subversive form of representation

and, thus, as a crucial part of the ongoing

sexual revolution in women’s liberation

(Phoca and Wright 1999; Smith 2007; Sabo

2009). As an extreme form of sexual explicitness, pornography has in fact inﬂuenced

sexual mores since the 1970s, being seen

by religious leaders as a serious threat to

the political and social order. The subtext
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in these attacks, however, seems to be that

women appear to accept it as much as men,

contrary to what patriarchal models have

embodied in the past. The same kind of

blatant sexual style has become common,

spreading among musical and video artists.

Pornography for some is a form of social

criticism against authoritarianism, albeit

much less so in the age of the internet, with

women themselves becoming more and

more the producers and distributors of

porn. It would appear that those who take

pornography seriously are its opponents.

The spread of pornography to the online

medium and its proliferation there seem to

herald the fact that it has evolved simply

into an erotic genre of representation. In

fact, there has been a signiﬁcant decline in

visits to pornographic websites recently,

due, in all probability, to the fact that pornography no longer has a deep emotional

hold on people living in a largely secular

world and, perhaps, because there are new

and more participatory ways of seeking

online sex. As Tancer (2008: 26) aptly observes: ‘Who needs porn when Facebook

gives you the opportunity to hook up in the

ﬂesh?’ And as Harkin (2009: 109) observes,

referring to a recent survey, young people

today have migrated away from traditional

pornographic art to ‘a vast virtual menagerie full of ordinary people exposing themselves either for their lover or everyone else

to see.’

Angela Palangi
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POST-HUMANISM

[See also: Cyberculture; Cyberspace; Postmodernism;

Post-Structuralism]



a new deﬁnition of reality is required.

• Post-humanism is a philosophical movement aiming to obliterate all traditional

distinctions through technology – for example, eliminating age-based differences

through cosmetic and medical anti-aging

technologies.

• Post-humanism is a critical strain of philosophy aiming to attack all traditional

notions of religiosity and spirituality.

Post-humanism is often equated with

both postmodernism and post-stucturalism, which are now viewed as complementary theoretical stances. Post-humanism

is also embraced by ecologists and environmentalists as a philosophy that aims

to counteract the destruction of nature by

economic forces.

Marcel Danesi
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The term post-humanism is used broadly to

refer to an era in which humans no longer

dominate the world but instead have

merged with their machines and with animals to create a new world order that puts

humans not at the centre of the world but

as equal partners with other intelligences

(artiﬁcial and animal). It now has ﬁve generally accepted meanings:

• Post-humanism is a philosophy in opposition to traditional humanism, or the

view that humans are makers of their

own world, not subject to external metaphysical forces, and thus at the centre of

the universe. In post-humanism, humans

are just small organic particles in the

overall scheme of things.

• Post-humanism shows the need for

modern humans to move beyond archaic

concepts of human nature and to establish a society that includes other species

and machines.

• Post-humanism is a reaction to the world

of virtual communications in cyberspace,

where relations between humans can

unfold totally in such a space. Therefore,
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POSTMAN, NEIL (1931–2003)

[See also: Media Effects]



Neil Postman was an American media critic, author, and professor. He is best known

for his arguments about the dangers of the

entertainment industry in education and

his insistence that the efﬁciency and rapidity that come from technology cannot be

substituted for human values.

Postman was born and raised in New

York City. After receiving his bachelor of

science degree in 1953 from the State University of New York at Fredonia, he went



Postman, Neil (1931–2003)

on to earn his MA and EdD (in 1958) from

Columbia University. One year later, he began working as an English teacher-educator

at NYU, writing books on educational

reform, including Television and the Teaching of English (1961), The Uses of Language

(1962), Language and Reality (1967), Teaching

as a Subversive Activity (1969), co-authored

with Charles Weingartner, and Teaching as

a Conserving Activity (1979). He remained

a faculty member at NYU for thirty-nine

years. In 1971, Postman founded NYU’s

Steinhardt School of Education’s program

in Media Ecology and was chair of the Department of Culture and Communication

until 2002. In 1986, Postman was given the

George Orwell Award for Clarity in Language by the National Council of Teachers

of English, as well as the Christian Lindback Award for excellence in teaching. In

1988, he was given NYU’s Distinguished

Teacher Award and by 1993, Postman was

appointed a University Professor at NYU,

an honour held by only sixteen others. In

1998, he was named the Paulette Goddard

Professor of Media Ecology. Postman wrote

twenty books and over two hundred articles for various reviews such as New York

Times Magazine, the Atlantic, the Saturday

Review, the Washington Post, the Los Angeles

Times, and Le Monde.

Postman, who often worked with, and

was inspired by, Marshall McLuhan, was

perhaps best known for his book Amusing

Ourselves to Death: Public Discourse in the

Age of Show Business (1985). In this book, he

compares George Orwell’s vision of the future with Aldous Huxley’s. Orwell offered

his vision in his novel Nineteen Eighty-Four,

in which a society’s individual rights were

seized by an authoritarian government,

while Huxley wrote about his particular

vision in Brave New World, where society

would end up medicating people with

‘soma,’ after which they gladly exchanged

their rights for entertainment. Explaining

that ‘form excludes the content,’ which

means that a certain medium can only

present a limited number of ideas, Postman

feared that certain media would become
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society’s ‘soma,’ and that everything of

any importance would be devalued to a

commodity of entertainment through the

media. He altered McLuhan’s phrase ‘the

medium is the message’ to ‘the medium

is the metaphor,’ insisting that the nature

and effects of the information presented

will differ according to medium. Postman

pointed out that reading requires intense

intellectual involvement, whereas the same

story told on television involves only passive processing of content. Politically, the

eighteenth century, or the Age of Reason,

was based on the power of the written

word. Language had great value and the

achievements of American presidents, for

instance, were often assessed in terms of

the kind of language they used. Today,

visual media dominate, and these transform political discourse into entertainment,

making arguments that would once have

been appraised as meaningful now seem

insigniﬁcant. The ‘visual image’ is all that

seems to count, not the content of the discourse. Amusing Ourselves to Death has been

translated into eight languages and has

sold over 200,000 copies worldwide.

Postman was particularly concerned

with children’s upbringing in a mediasaturated world. In The Disappearance of

Childhood (1994), he explains how childhood developed throughout history; while

children were once seen as small adults, the

Enlightenment brought broader knowledge

of children’s issues to public light, leading

gradually to today’s concept of ‘childhood’

as a meaningful period of development.

While this has led to a marked differentiation in appearance – children and adults

dress, speak, and behave differently – the

new media technologies have come forward to blur the boundaries of this very

differentiation. Since children now have

easy access to information intended for

adults, the result is a diminishment of their

developmental potential.

Postman put forward the concept of a

‘technopoly,’ a society which believes ‘the

primary, if not the only, goal of human

labor and thought is efﬁciency, that techni-
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cal calculation is in all respects superior to

human judgment.’ Postman warned of the

growth of ‘technophiles,’ those who could

not see the downside of technology and

would constantly demand more innovation and therefore more information, which

would itself become a form of pollution.

The only way to improve the situation, as

Postman saw it, would be to get students to

use technology smartly by being educated

in the history, social effects, and psychological biases of technology.

Postman’s ideas of how media technologies shape the lives of people have become

widely publicized, inﬂuencing educators,

writers, and media critics.

Mariana Bockarova
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POSTMODERNISM

[See also: Jameson, Fredric; Post-Structuralism]



The term postmodernism means, literally, ‘after modernism.’ It can also mean ‘moving



beyond’ or ‘opposing’ modernism. To understand what postmodernism is we must

understand how it differs from modernism,

the period that came before it. In 1924 the

writer Virginia Woolf wrote: ‘In or about

December, 1910, human character changed

… All human relations have shifted – those

between masters and servants, husbands

and wives, parents and children. And when

human relationships change there is at the

same time a change in religion, conduct,

politics and literature’ (cited in Light 2007:

23). She was discussing what we can characterize as the development of the modernist sensibility.

The term ‘modern’ comes from the ﬁfthcentury Latin word modernus, which was

used by historians and others to differentiate the pagan era from the Christian era.

As Bryan S. Turner explains in his book

Theories of Modernity and Postmodernity

(1990), modernism involves a rejection of

history and the notion of differentiation.

We can see this in modernist architecture,

which tends to be stylistically pure, while

postmodernist architecture often blends

many different styles in a building. We

can compare the modernist work of the

Dutch architect Mies van der Rohe, with

his ‘glass curtain walls,’ and the work of

the postmodernist architect Philip Johnson,

whose AT&T skyscraper has a Roman colonnade on the street level, a neoclassical

midsection, and a Chippendale pediment

on its top. This means that postmodernism

involves a kind of cultural eclecticism and

de-differentiation.

After 1960, postmodernism became what

might be described as a ‘cultural dominant.’ This is the term that Fredric Jameson

uses to characterize postmodernism. He

argues that postmodernism is actually an

advanced form of modernism and is characterized by the capitalism that ﬂourished

during that period. This is made clear in

the title of his book Postmodernism or, The

Cultural Logic of Late Capitalism. As he explains, postmodernism involves a ‘break’

from modernism (1991: 2):

[There is] one fundamental feature of
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all the postmodernisms … namely the

effacement in them of the older (essentially high-modernist) frontier between

high culture and so-called mass or commercial culture … The postmodernisms

have, in fact, been fascinated precisely by

this whole ‘degraded’ landscape of schlock and kitsch, of TV series and Reader’s

Digest culture, of advertising and motels,

of the late show and the grade-B Hollywood ﬁlm, of so-called paraliterature,

with its airport paperback categories of

the gothic and the romance, the popular

biography, the murder mystery, and the

science ﬁction or fantasy novel.

Postmodernism, he adds, is the culture

of ﬁgures such as Andy Warhol, Philip

Glass, Thomas Pynchon, and Ishmael Reed

and movements such as pop art, photorealism, and the nouveau roman.

Some theorists argue that postmodernism is not just an ‘advanced’ or different

form of modernism but is considerably

different from it in important ways and

has an identity of its own. Postmodernism,

these theorists assert, helps explain what

has been going on in American culture and

in many other cultures since approximately

1960, when the inﬂuence of modernism

started fading. The argument that Virginia

Woolf made about the changes brought

on by modernism can also be made about

postmodernism. Postmodernist theorists

argue that around 1960 another important

change occurred in our sensibilities, as we

moved beyond modernism into a postmodern era. There are some scholars who argue

that postmodernism is passé and that we

now live in a post-postmodernism period,

but none of them has been able to think up

a suitable name for this period.

There is a considerable amount of debate about modernism and postmodernism in our universities, and some critics

of postmodernism suggest it was nothing

more than a fad popularized by French

and continental intellectuals; defenders of

postmodernism argue that postmodernist

theory is necessary to explain the world we

now live in. Postmodern theorists believe
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that postmodernism represents an important ‘cultural mutation’ in beliefs, attitudes,

philosophies, and aesthetic sensibilities that

occurred after 1960.

Postmodernism also developed around

the same time as capitalism became dominant not only as an economic system, but

as a culture-producing system, associated

with mass consumption, which dominates

fashion and shapes people’s lifestyles. The

Marxist concept of products as ‘cultural

forms’ was a motivating factor in raising awareness of the power of ‘forms’ or

‘signs’ to guide social evolution. According

to postmodern theorists, we now live in a

world dominated by signs, by simulations,

by media, and by images. As a result, our

sense of reality has been undermined and

our modernist attitudes about elite culture

and popular culture have been discarded.

In postmodernist culture the pastiche becomes a dominant mode and eclecticism

rules. Jean-François Lyotard expresses this

sensibility in The Postmodern Condition: A

Report on Knowledge (1984: 76):

Eclecticism is the degree zero of contemporary general culture: one listens

to reggae, watches a western, eats McDonald’s food for lunch and local cuisine for dinner, wears Paris perfume in

Tokyo and ‘retro’ clothes in Hong Kong;

knowledge is a matter for TV games. It

is easy to ﬁnd a public for eclectic works.

By becoming kitsch, art panders to the

confusions which reign in the ‘taste’ of

patrons. Artists, gallery owners, critics

and the public wallow together in the

‘anything goes,’ and the epoch is one of

slackening. But this realism of the ‘anything goes’ is in fact that of money; in the

absence of aesthetic criteria, it remains

possible and useful to assess the works

of art according to the proﬁt they yield.

Such realism accommodates all tendencies, just as capital accommodates all

‘needs,’ providing that the tendencies

and needs have purchasing power. As

for taste, there is no need to be delicate

when one speculates or entertains oneself.
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Lyotard points out that there is, in fact,

a unifying factor beneath the seeming randomness and eclecticism of postmodern

culture, namely that of money. The question that arises is whether there can ever be

an end to the eclecticism and experimentation in lifestyles that it reﬂects.

If modernism involves making distinctions between the elite arts and popular

culture, postmodernism breaks down

the distinctions between the elite arts

and popular culture, proposing models

of culture grounded in experimentation.

Modernism involved an attitude of ‘high

seriousness’ towards life, while postmodernism adopts a more playful, ironic attitude. In postmodernist societies, people

‘play’ with their identities, changing them

when they feel bored with their old ones.

Postmodernism also involves stylistic eclecticism with the pastiche as a dominating

metaphor.

Unlike modernists, postmodernists

believe we can never know reality, that

we are always being misled by illusions,

simulacra, and hyperreality, the term the

French sociologist Jean Baudrillard uses for

the world of images and simulations that

pervade everyday life. Postmodernism is a

reaction to the power of consumer culture,

in contrast to what we might call the production culture of modernism. The heroes

of postmodernism tend to be celebrities

and entertainment ﬁgures, whose tastes

and consumption habits are held up as

models to us all.

The British historian Arnold Toynbee is

credited with being one of the ﬁrst writers

to use the term postmodern in his multivolume work A Study of History, the ﬁrst

volume of which appeared in 1934. The

term started becoming more popular in

the 1960s. Bernard Rosenberg (1957), a sociologist, used the term in an introduction

he wrote to Mass Culture. He writes: ‘First

besieged with commodities, postmodern

man himself becomes an interchangeable

part in the whole cultural process’ (1957: 4).

In this passage, Rosenberg ties postmodernism to the mass media and the rise of



consumer culture and suggests a process of

dehumanization at work in postmodernist

cultures. Rosenberg connects postmodernism with what has been called ‘cultural

homogenization’ on a global level, which

differs from the view of many postmodern

theorists that it leads to the opposite, a kind

of anarchic hyper-differentiation.

Charles Jencks (1977), an architect

known for his postmodern buildings, sees

postmodernism as inherently democratic

and as a reﬂection of the multicultural,

multi-ethnic societies in which we now

live. He uses the term ‘double-coding’ to

refer to the use of different aesthetic styles

in a building. Thus, in one building you

can ﬁnd styles connected both to modernism and postmodernism that relate to the

different socio-economic classes and ethnic

groups who will use the building, groups

with different levels of taste and sophistication. Postmodern architects such as

Robert Venturi, Robert Stern, and Michael

Graves use both popular and elitist styles

in their buildings to appeal to the varying

tastes of the people who see and use their

buildings.

One of the most useful characterizations of postmodernism appears in Ellis

Cashmore and Christ Rojek’s anthology,

Dictionary of Cultural Theorists. They suggest that the ﬁxed and universal categories

and certainty found in modernism has

been replaced by an inability to accept

any agreed-upon cultural boundaries or

certainties in postmodernism, which has

abandoned a belief in scientiﬁc rationality

and all-embracing theories of truth and

progress (1999: 6).

This notion is echoed by Lyotard in The

Postmodern Condition (1984: xxiv):

Simplifying to the extreme, I deﬁne postmodern as incredulity toward metanarratives. This incredulity is undoubtedly a

product of progress in the sciences: but

that progress in turn presupposes it. To

the obsolescence of the metanarrative

apparatus of legitimation corresponds,

most notably, the crisis of metaphysical
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philosophy and of the university institution which in the past relied on it. The

narrative function is losing its functors,

its great hero, its great dangers, its great

voyages, its great goal.

According to Lyotard, we no longer

have faith in the great, all-encompassing,

narratives or systems of thought (as manifested in philosophy, political ideologies,

and religions) that have provided us with

ways of behaving and apprehending the

world. In a postmodern world, many

different narratives are ﬁghting for our

acceptance, and this has led to a crisis of

legitimation. Whose ideas are correct?

How do we distinguish between right and

wrong? Our incredulity toward these metanarratives has made it difﬁcult to answer

these questions.

Postmodernism may seem, at ﬁrst sight,

to be relativistic but that assessment may

not be correct. That is one of the controversies about postmodernism. Many postmodernist theorists argue that just because

it is not correct to accept one ‘universal’

standard does not mean there are no standards at all. Postmodernists may not believe

in metanarratives but that does not mean

they do not believe in any narratives. The

question then arises – how does one decide

which narratives are valid?

Friedrich Nietzsche faced this problem

in his book The Will to Power. In this book

he wrote that he had an aversion to any

‘one total view of the world.’ He added

that there are only interpretations, not facts.

This notion is basic to postmodern thought,

which argues that there are ‘countless

meanings’ or ways of looking at things,

which is what Nietzsche called ‘perspectivism.’ The more perspectives you have on

something, he suggested, the closer you get

to apprehending it as it really is.

Postmodernism raises the question of

whether we can establish just societies

without universally accepted beliefs in notions such as equality, democracy, and the

rule of law. Many postmodernist theorists,

with their focus on cultural phenomena,
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do not answer such questions, but it is

inherent in the logic of postmodernist

thought that just and democratic societies

can coexist with postmodernist culture. For

example, the United States and Japan are

often held up as exemplars of postmodern

democratic societies.

Some theorists argue that there are two

kinds of postmodernism – ’conservative’

and ‘critical’ postmodernism. Conservative postmodernist thought tends towards

relativism and an ‘anything goes’ attitude,

while critical postmodernist thought attempts to deal with the limitations and the

failures of modernism and to ﬁnd ways

of creating societies that are more just and

democratic.

A Google search for ‘modernism’ will

yield 9,370,000 websites that deal with the

subject. A search for ‘postmodernism’ will

turn up 5,580,000 sites. Google also offers

a program called the ‘postmodern essay

generator’ that creates different parodies

of postmodernist thought each time you

click on it. These parodies use the names

of well-known postmodernist thinkers

such as Baudrillard and Lyotard and the

language of postmodernist thought, such

as simulacra, hyperreality, and eclecticism, to

ridicule the subject. They also include titles

of make-believe books by make-believe

authors. In addition, Google reveals that

there 18,100 websites dealing with postpostmodernism.

What the Google searches reveal is that

modernism and postmodernism (and, if

it actually exists, post-postmodernism)

remain as subjects of considerable interest,

contention, conﬂict, and perhaps confusion,

to contemporary cultural theorists. We

may not be able to deﬁne postmodernism

precisely or to everyone’s satisfaction and

we may not be able to distinguish it from

modernism, but as we look around the

world we live in, with its remarkable and

‘strange’ new buildings, with its shopping

malls and its Disneylands, with ﬁlms such

as Rashomon and Blue Velvet, and with our

media-saturated societies, we cannot help

but think that whatever postmodernism
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may be, it certainly has led to profound

changes in our societies.

Arthur Asa Berger
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POST-STRUCTURALISM

[See also: Barthes, Roland; Deconstruction; Derrida,

Jacques; Foucault, Michel; Semiotics; Structuralism]



Post-structuralism refers to a variety of

different theoretical principles (the most

important models being deconstruction,

semiotics, and discourse analysis) that

share a similar objective, that of critiquing

structuralism and, in particular, its purported universalism. Structuralism is rooted in

the notion that human culture can be understood by means of identifying and interpreting the universal and unaltering structures that are reproduced in the wide variety of cultural products such as artworks,

rituals, verbal language, and other vehicles

of communication and culture. Ferdinand

de Saussure’s linguistics constitutes a

major theoretical source for the principles

inherent in the post-structuralist refutation

of structuralism. In the Course in General

Linguistics (1916) Saussure insisted on the

arbitrary nature of the linguistic sign and

proposed partitioning the sign into signiﬁer

(form) and signiﬁed (meaning). Saussure

argued that language is based not so much

on nomenclature and correspondence as

it is in ‘difference.’ Precisely because the

sign is arbitrary in nature, there can be no

unchanging and universal pretext for communicating and understanding a given

idea through a given word. Consequently,

the meanings that a verbal sign produces

are basically arbitrary and ensconced by

convention and usage.

Jacques Derrida borrowed the Sausserean

notion of linguistic difference and developed the idea of ‘différance.’ This term is
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intended to expose Saussure’s concept of

non-coincidence as unfounded and points

to the notion of spatial and temporal differing. On this idea Derrida builds the notion

that there exists nothing ‘outside’ a text or

any other product of human culture, and

that signiﬁcation is structured from within

a communicative system as an operation

of difference. Thus, the representation

constructed by any mode or variety of textuality is not a mimetic representation of

the world but instead a self-representation.

That in turn produces an empty image of

referentiality that hides a bottomless pit of

signs.

Another aspect of structuralism that

Derrida critiques is what he calls the ‘structurality of structure,’ namely, the centre. In

‘Structure, Sign and Play in the Discourse

of the Human Sciences’ (1966), Derrida

argues that the major property attributed

to the centre is to give balance and organize the overall structure. In the post-structuralist paradigm the centre is revealed as

incoherent and contradictory, and constitutes a ‘mythology of presence.’ Thus, if

there is no guarantee of a stable authority

or ‘centre,’ and if signiﬁcation is essentially

arbitrary and forever in a state of ﬂux, then,

according to post-structuralism, there is

no absolute foundation for evaluating the

truth. Consequently, the models of knowledge rooted in the structuralist formulation of truth lack legitimacy. Moreover,

the post-structuralist paradigm critiques

what Derrida, following Martin Heidegger,

terms ‘onto-theology’: that is, a manner of

perceiving the world where meaning and

value are posited in the transcendent nature (onto being) of an eternally unaltered

entity or idea. As well, post-structuralism

rejects ‘phallogocentrism,’ a mode of perceiving the world where cultural and social

energies are posited in an image of abstract

presence (phallus) and expressed in the immobile categories of reason (logos).

The post-structuralist paradigm was

propagated by Roland Barthes, who, like

Derrida, argued that verbal language is essentially an interplay of differences of signiﬁcation operating within a sign-produc-
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ing network. Julia Kristeva, through what

she terms ‘semanalysis,’ seeks to direct the

return of the speaking body, with its drives

and impulses, into verbal language. Kristeva, who critiques the unity of the subject,

follows the insights of Jacques Lacan, who

theorizes about a subject who acknowledges the fact that the signiﬁer is what governs

the operations of the signiﬁed.

Michel Foucault’s contribution to the

post-structuralist paradigm consists of,

among other things, the concepts of ‘archaeology’ and ‘genealogy,’ which could

be categorized as anti-historicist paradigms

of discourse analysis. They are concerned

not so much with chronological order or

succession, or with causality. Rather, the

emphasis is on the emergence of power, as

well as its role in the disjunctures that occur in discursive formations.

Paul Colilli
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PRIMING

[See also: Media Effects]



The term priming is used in both media

and psychology. In media, priming refers

to the practice of bringing certain aspects

of media to the forefront in order to inﬂu-
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ence public opinion. In psychology, priming occurs when exposure to a stimulus or

concept leads to enhanced processing of

the same or a related stimulus or concept.

Although these uses of priming are based

on different areas of research, they are related: priming in media is possible because

underlying psychological mechanisms

support such practices; these underlying

mechanisms are the focus here.

Priming occurs at multiple levels of

analysis, including social, semantic, lexical,

and perceptual levels. Watching a frightening movie may increase the accessibility

of danger schemata that inﬂuence how an

individual interprets shadows and ambiguous noises. Reading the word ‘nurse’ may

increase the accessibility of medical schemata

that inﬂuence the speed with which a person recognizes the written word ‘doctor.’

Deciding whether the sequence of letters

v-e-r-b-a-l spells an English word is accomplished faster if the word was recently

displayed than if it was not, a phenomenon

known as repetition priming.

A body of cognitive and neuroscientiﬁc

evidence suggests that priming can operate

outside of conscious awareness. Priming is

one of two key components of the implicit

memory system (the other is ‘procedural

learning,’ responsible for acquisition of

habits and skills). Implicit memory is especially intriguing because it can occur automatically and in the absence of conscious

control, and there is abundant evidence

that it is functionally and anatomically independent from explicit memory (conscious

or declarative memory). In contrast to explicit memory, implicit memory is observed

across the lifespan and across species, is

largely unrelated to IQ or other measures

of intellectual functioning, and is robust in

the face of disorders and dysfunctions that

compromise explicit memory. For example,

whereas implicit memory remains fairly

stable between the ages of three and eighty,

performance on explicit memory tasks

initially improves with age (in children),

reaches a peak during adulthood, but then

declines with advancing age (in the eld-



erly). Such differences in developmental

trajectories imply that there are distinct

systems underlying implicit and explicit

memory.

Phenomena related to unconscious memory received considerable attention in studies of Freud and Janet, but implicit memory

was largely overlooked within psychology

in the ﬁrst half of the twentieth century.

During this time, experimental psychology was inﬂuenced by behaviourism (e.g.,

Ivan Pavlov, B.F. Skinner), a movement that

urged researchers to focus on the identiﬁcation of laws connecting stimulus inputs to

behavioural outputs without reference to

internal processes. Research on memory

expanded as behaviourism was gradually

superseded by the ‘cognitive revolution,’

but unconscious forms of memory were

late to become part of mainstream research.

Initially, researchers drew inferences

about memory by examining responses

to tasks such as free recall and recognition, which make explicit reference to the

circumstances of encoding. By relying on

such tasks, researchers were inadvertently

restricting their investigations to conscious

forms of memory. It soon became clear,

however, that information encoded during

learning episodes is often expressed without conscious recollection. These effects

were revealed through indirect or implicit

tests of memory. Instead of being asked

directly to remember information that had

been encoded in a prior learning episode,

participants are merely asked to perform a

task such as completing a word fragment

such as d_ct_r. The choices used to complete word fragments and the speed of

fragment completion are inﬂuenced by prior exposure to the same or related words.

It may be argued that implicit (unconscious) and explicit (conscious) memory

can be differentiated by the tasks that

elicit them: explicit memory tasks make

reference to the encoding episode, which

leads to a conscious awareness of the act

of remembering; implicit memory tasks

make no reference to the initial encoding

episode and such tasks may not evoke an
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awareness of the act of remembering. Effects of memory demonstrated through

the latter (implicit) tasks reﬂect priming (or

procedural memory), but this does not preclude the contribution of explicit memory

to performance. Indeed, it is rare that tasks

are ‘process pure’ and elicit only implicit

memory processes. In order to conﬁrm that

participants completed an implicit memory

task without consciously or intentionally

accessing the information acquired in the

learning episode, researchers typically

include two tests of memory, one explicit

and one implicit. The aim is to demonstrate

dissociated performance between the two

tests, with memory for the learning episode

revealed on the implicit test, but no recollection of the episode displayed on the

explicit one.

Although such effects implicate a form

of memory that bypasses conscious awareness, researchers generally avoid the label

‘unconscious memory’ because the term

unconscious has historical, philosophical,

and medical connotations that may potentially confound the phenomena of interest.

Nonetheless, questions in contemporary

studies of implicit memory are part of a

long-standing fascination with unconscious

inﬂuences on behaviour (for a review, see

Schacter 1989). In ‘The Passion of the Soul’

Descartes (1649) wrote about how aversive

experiences may become imprinted on the

brain without any memory of the experience (cf. Schacter 1989). Leibnitz (1916)

wrote about how people often have a ‘facility for conceiving certain things, because

we formerly conceived them, without remembering them’ (1916: 106). British physiologist William Carpenter investigated the

phenomenon of ‘automatic writing’ (writing that occurs involuntarily while a subject is hypnotized) and concluded that ‘ideas which have passed out of the conscious

memory, sometimes express themselves in

involuntary muscular movements’ (1874:

524–5). Within the ﬁeld of psychiatry, Freud

and Janet are well known for their discussions of hysterical amnesia following emotional trauma.
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Finally, nineteenth-century neurologists identiﬁed cases of amnesia following

brain trauma in which patients showed

clear evidence of learning, but without an

accompanying awareness that learning

had taken place. One of the ﬁrst and most

famous investigators to document implicit

memory in neurological cases was Sergei

Korsakoff (1889). Investigating an amnesic

syndrome that follows prolonged alcoholism, Korsakoff described one patient whom

he had given an electric shock. The patient

had no conscious memory that he had been

given an electric shock, but when shown

the case that contained the electric shock

apparatus, he speculated that Korsakoff

had probably come to electrify him. Korsakoff’s interpretation of such effects was that

amnesic patients retained traces of memory

that were too faint to reach consciousness

but that were still powerful enough to inﬂuence behaviour. Later, Claparède (1911:

51) reported what was to become one of the

most famous cases of implicit memory in

amnesia. Once while shaking hands with

an amnesic woman, Claparède hid a pin

in his hand and pricked her. Although the

woman had no conscious memory of the

event, she refused subsequently to shake

hands with Claparède, stating ‘sometimes

pins are hidden in hands.’

One of the striking differences between

early and contemporary discussions of

implicit memory is methodology. Until the

latter half of the twentieth century, most

of the observations about implicit memory

were anecdotal or were reported under

poorly controlled clinical or experimental

conditions. This lack of experimental control made it impossible to reﬁne theoretical

explanations of implicit memory effects.

For example, controlled experiments have

cast doubt on Korsakoff’s hypothesis that

implicit memory effects are produced

by traces that are too weak to exceed the

threshold of consciousness. Instead, effects

of implicit and explicit memory appear to

arise from independent memory systems.

Several lines of evidence suggest that

implicit memory is a separate system from
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explicit memory. Priming is conceived as

‘spreading activation’ whereby exposure to

a word, percept, or concept causes its temporary activation in the brain, providing

facilitated access to it and to other words

(or percepts or concepts) in the same semantic or perceptual network; the middle

and superior temporal lobes, particularly

the left side, have been associated with

lexical and semantic priming (Wible et al.

2006; Matsumoto et al. 2005). Procedural

learning, the other main branch of implicit

memory, is thought to be associated with

subcortical structures in the brain, including the basal ganglia and cerebellum. Both

priming and procedural learning operate

independently of the hippocampal and

parahippocampal structures in the medial

temporal lobe and the diencephalic structures (including thalamus and mamillary

bodies), whereas the creation of explicit

memories is critically dependent upon

these structures (for review see Green and

Kopelman 1997).

As mentioned, behavioural studies have

revealed that performance on implicit and

explicit memory tasks follow different

developmental trajectories, which would

not be expected if they arose from the same

memory system. Implicit and explicit memory effects are also dissociated in terms of

‘surface-structure’ information (e.g., typescript), which has a much bigger impact

on the former than the latter. For example,

on a repetition priming task, if the word

‘doctor’ were written in one font and then

re-presented later in a different font, the

magnitude of priming of the word would

be smaller although recognition of it would

be unaffected (Graf and Mandler 1984).

Conversely, the ‘depth of processing’ at

encoding (i.e., whether information is processed superﬁcially or more meaningfully)

typically affects explicit memory – the more

deeply encoded the better the recollection –

but has little impact on the performance of

implicit memory (Jacoby and Dallas 1981).

More generally, implicit memory effects are

remarkably robust – an observation that

has led some researchers to reason that im-



plicit memory is part of an evolutionarily

old system (Reber 1993).

Arguably the strongest evidence that

priming effects can occur in the absence

of explicit memory comes from clinical

studies of organic amnesia. The amnesic

syndrome is produced by damage to the

medial temporal and diencephalic regions

of the brain, most commonly through viral

infection (e.g., herpes encephalitis), chronic

alcoholism (in which case the amnesia produced is called ‘Korsakoff’s syndrome’),

or stroke. The syndrome is characterized

by severe impairment on explicit memory

tests measuring the recollection of newly

learned information (much greater impairment than that observed on tests of

intellectual function) along with preserved

performance on tests of implicit memory,

including both priming and procedural

learning. (Note that the ability to recollect

information from a person’s pre-amnesic

past is variable from patient to patient in

organic amnesia.) A seminal ﬁnding illustrating the independence of implicit and

explicit memory systems was obtained by

Johnson, Kim, and Risse (1985). Here, amnesic patients were played a series of novel

melodies, and later that day they were

replayed the same melodies along with

some new ones. While patients reported no

explicit recognition of any of the melodies,

they nonetheless reported much greater

preference for the ones they had been exposed to earlier.

The real-world application of priming

and implicit memory is now ubiquitous.

In the rehabilitation of people with disorders of explicit memory, for example,

an increased understanding of implicit

and explicit memory systems has led to

an intervention called ‘errorless learning’

(Baddeley and Wilson 1994). Normally, the

explicit system enables us to remember any

errors that we make during learning, thereby allowing us to eliminate them voluntarily on the next execution of the task. When

the explicit system is compromised, errors

made while learning (e.g., turning the

wrong way while learning a route) are sub-
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sequently repeated (Anderson and Craik

2006). When teaching skills to people with

impaired explicit memory, it is therefore essential to avoid errors in learning. Thus, in

contrast to trial-and-error learning, people

with explicit memory disorders are taught

in a way that avoids potential errors, giving

rise to ‘errorless learning.’

In the 1960s, with the rise of television

came the folklore of subliminal advertising. Subliminal messages were designed to

pass beneath the normal limits of conscious

awareness while still affecting behaviour

unconsciously. James Vicary coined the

term subliminal advertising and formed the

Subliminal Projection Company. In 1957,

Vicary reported that he was able to increase

sales of Coca-Cola by tachistoscopically

ﬂashing the message ‘drink Coca-Cola’

on a movie screen for 1/3000 of a second

at ﬁve-second intervals. The idea of subliminal messages was soon popularized in

the media and became a public concern,

with conspiracy theories of governments

and cults using the technique for sinister

purposes. Advertising companies were led

to believe that if they tachistoscopically

ﬂashed images of a product on television

and cinema screens, audience members

would be left with an inexplicable urge to

run out and purchase the product. Subliminal advertising was even banned in

the United Kingdom and Australia, but in

1962, Vicary admitted that he fabricated his

claims, and the efﬁcacy of subliminal advertising remains controversial (Boese 2006;

Dixon 1971).

There is little doubt that advertising is

a powerful form of priming, whether accomplished through association (feeling

masculine while smoking a cigarette) or

through the repetition of key concepts in

images and jingles. The effects of repetition

are surprisingly potent, as illustrated by

the so-called ‘mere exposure effect’ (KunstWilson and Zajonc 1980) whereby strong

preferences for any type of stimulus (e.g.,

random dot patterns) can be developed

merely through repeated exposure, even

when the exposure occurs in the back-
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ground or in a degraded form. Again, such

preferences appear to emerge automatically

and unconsciously, giving credence to the

idea of subliminal advertising. The implications of priming and implicit memory for

media are clear and powerful: we do not

need to consciously remember the words

and images we see and hear in order to be

inﬂuenced by them.

William Forde Thompson and Robin Green
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PRINT CULTURE

[See also: Books; Books, History of; Comics; Magazines; Newspapers; Pulp Fiction]



Print culture refers to a wide variety of

published materials including books, newspapers, magazines, and comics. Johannes

Gutenberg (ca 1400–68) is credited with

producing the ﬁrst European movable type

technology. This process facilitated the

mass production of books and print materials such as posters. Subsequently, hot metal

typesetting appeared in the nineteenth

century. In the twentieth century, cold

typesetting became the dominant mode of

printing through the use of phototypesetting by which today’s printed materials are

produced.



The word ‘book’ derives from the Old

English boc from the Germanic root bok. The

concept of the book has evolved over ﬁve

millennia into its current format. The antecedents of today’s books are to be found

in the handwritten works of Sumerian and

Egyptian scribes as early as the third millennium bce. These primitive forms feature

many of the elements found in modern

books (cover page with title and author’s

name). In the Roman period, the codex with

bound parchment paper (350 ce) became

the standard ‘book’ design. By 1000 ce,

technological innovations began to appear:

movable clay typesetting in China, movable metal typesetting in Korea (1234), and

Gutenberg’s printing press (1453). Gutenberg’s printing press led to the production

of inexpensive books of all sorts. Books

became objects of knowledge and entertainment, making them desirable and leading

to a general desire to gain literacy. Subsequent innovations included the development of the rotary press in the United States

(1846), linotype and offset lithography

(1880s), computer typesetting (1960s), desktop publishing (1980s), and the e-book, an

electronic form of the printed book (2000s).

All of these technical advances enhanced

the production of books and reduced the associated expenses of making them.

By the eighteenth and nineteenth centuries, writers were becoming cultural icons,

as their novels and poems gained wide

audiences.

Since the late 1990s, the traditional

‘book’ has been supplemented by electronic

books, or e-books. E-book reading devices

are now available for readers. A wide variety of books may now be downloaded

onto these devices for a fee. Brand names

include Kindle by Amazon.com and Sony

Reader by Sony. Another electronic book

format is the audiobook. This format was

originally developed to make texts available to visually impaired or illiterate readers. Previously available on audiocassettes

and CDs, they are now downloadable on

various digital formats (MP3, Windows

Media Audio, and so forth).

A similar story can be written for other
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print genres, including newspapers, magazines, and comics. These may have ancient

roots, but their popularity would never

have been possible without the advent of

cheap print technology.

Interestingly, print culture has converged

with electronic culture, producing hybrid

forms of writing. Some ﬁlm and television characters have produced comics;

for example, Buffy, The Vampire Slayer ﬁrst

appeared as a ﬁlm (1992), then a television

series (1997–2003), and ultimately a comic

book – Buffy the Vampire Slayer Season Eight

(2007–). Spin-offs of this franchise, including novels, electronic games, and a card

game, have also been successful.

Like the other print media (books, newspapers, magazines), comics are now available in an online format. Webcomics include

cartoon strips and graphic novels. Their

ﬁnancial viability has yet been proven. Scott

McCloud (2000: 222) advocated this format

for comics in his book Reinventing Comics. In

fact, his notion of the ‘inﬁnite canvas’ refers

to digital comics with an unlimited length

on one page. This format allows the comic

artist and comic narrator much more freedom than does the conventional print comic

format (time shift, indeﬁnite length, special

effects, greater artistic detail, and so forth).

While conventional print culture (books,

newspapers, magazines, comics) is a staple,

new and emerging technologies are having a decided inﬂuence on the more traditional forms of print culture distribution.

This trend is likely to continue, though its

total replacement by electronic formats is

unlikely. Finally, signiﬁcant legal and ethical issues are related to the print media

and print culture, for example, copyright

laws, freedom of the press, censorship, new

forms of literacy, what constitutes a text,

and so forth.

Frank Nuessel
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PROPAGANDA THEORY

[See also: Chomsky, Noam; Media Effects]



The word propaganda comes the Latin verb

propagare ‘to propagate,’ and refers to an

organized dissemination of a canon or set

of beliefs that reﬂect a particular viewpoint.

Propaganda theory speciﬁcally alludes to a

model proposed by Edward S. Herman (b.

1925) and Noam Chomsky (b. 1928) in their

book Manufacturing Consent: The Political

Economy of the Mass Media. The propaganda

model of the media asserts that the entrepreneurial media businesses engage in the

selling of a product (readers, viewers, listeners) to other industries.

Propaganda theory has ﬁve distinct elements, or ﬁlters, which affect the way in

which news appears in the media. The ﬁrst

is the ‘ownership ﬁlter,’ which refers to

the domination by corporate conglomerates of information and news presented to

mass audiences. The presentation of the

news contains an inherent bias intended

to favour the ﬁnancial interests of these

organizations. Thus, the more harmful a

piece of news is to that interest, the greater

are the chances that it will be subject to bias

or suppression. The second is the ‘funding

ﬁlter,’ whereby media corporations have

a speciﬁc product to offer to advertisers;

namely, their prosperous readers and decision makers. As a result, any news item

that runs counter to the proﬁt motive of the

large media organizations will be rejected

or marginalized. In fact, it is the audience

that is the product being sold by the media,

and not the news itself. The third ﬁlter is
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‘sourcing,’ which includes the government

and its various arms as well as major corporations – at the national level in the United States, this includes the White House,

the Pentagon, and the State Department.

Furthermore, corporations of all types as

well as trade groups supply ‘news’ to the

corporate media in a predigested fashion

(copies of speeches, press releases written

in simple language) designed to reﬂect

an ofﬁcial point of view that serves the

best interests of these groups. Moreover,

these vested interests provide comfortable

space, schedule press conferences at times

that allow news deadlines to be met, and

provide photo opportunities to ensure that

a favourable slant is offered in the media.

The fourth ﬁlter is ‘ﬂak.’ This constitutes

negative reactions to news items and news

programs (for example, letters to the editor,

email messages, telephone calls, lawsuits,

petitions, boycotts, enactment of new

laws). Flak may be costly to the media in

economic terms, or in terms of their power

and authority. Sometimes ﬂak may be produced by conservative groups in an effort

to ﬁght what they consider to be liberal

bias in the media, although the reverse may

also be true. The ﬁfth and ﬁnal ﬁlter is what

Herman and Chomsky called ‘anti-communism.’ At the time their book was published (1988), the Cold War was still raging.

Today, this ﬁlter might better be labelled

‘anti-ideology’ – that is, ideas or notions

that support movements unfriendly to the

proﬁt motive of the corporate media. The

anti-communism ﬁlter and, more recently,

the anti-ideology ﬁlter constitute a means

of repressing dissidents by branding them

as traitors who are against basic freedoms

(speech, religion, press, and so forth). The

best example of this is ‘McCarthyism,’

a reference to Senator Joseph McCarthy

(1908–57) of Wisconsin who waged a campaign against communists in the public

sector, especially those who worked in the

entertainment industry.

Not everyone has accepted the HermanChomsky theory of propaganda. The AntiChomsky Reader (Collier and Horowitz



2004), for example, is replete with essays

that argue against this model. Likewise,

Jeffery Klaehn (2002) has written an essay

critical of the Herman-Chomsky propaganda theory and questioning its basic tenets.

According to Klaehn, while propaganda

theory asserts that ordinary people are

incapable of distinguishing between truth

and deception, many people are able to

evaluate news critically.

Frank Nuessel
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PROXEMICS

[See also: Body Language; Hall, Edward T.; Kinesics;

Non-Verbal Communication]



Proxemics (from Latin proximus, ‘near’)

is deﬁned as the study of how individuals and groups perceive and organize the

zones and distances they maintain between

each other as they interact. The discipline

has applications in the ﬁelds of anthropology, social psychology, and semiotics. The

study of proxemics was founded by the

American anthropologist Edward T. Hall

in the late 1950s and early 1960s. As a soldier during the Second World War, Hall

observed the zones people maintain during

conversations, coming soon to realize that

many (if not most) breakdowns in communication were attributable to unconscious
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differences in the ways that interlocutors of

different cultures perceived interpersonal

zones and in the ways they behaved within

them. Hall developed proxemic methods

and theory throughout the 1960s and 1970s

(Hall 1959, 1963a, 1963b, 1964, 1966, 1968,

1974, 1976, 1983). Using American culture

as his point of reference, he showed how to

measure and assess critical interpersonal

zones accurately and meaningfully.

Hall deﬁned proxemics in 1963 as ‘the

study of how man unconsciously structures

microspace – the distance between men in

conduct of daily transactions, the organization of space in his houses and buildings,

and ultimately the layout of his towns’

(1963b: 1003). A year later, he restricted

the term to mean ‘the study of the ways in

which man gains knowledge of the content

of other men’s minds through judgments of

behavior patterns associated with varying

degrees of proximity to them’ (1964: 41),

which he restricted two years later to the

investigation of ‘the interrelated observations and theories of man’s use of space as

a specialized elaboration of culture’ (1966:

1).

Hall’s proposal to study interpersonal

zones has led to a large body of data on this

aspect of social behaviour. Most of it shows

that such zones can be measured with great

accuracy, varying according to age, gender,

and other social variables (Segaud 1973;

Loof 1976; Pinxten et al. 1983; Watson and

Anderson 1987). Hall did not explicitly

claim that proxemics was a branch of any

existing science, such as semiotics, even

though the very idea of proxemics is de facto semiotic in nature. The classiﬁcation of

proxemics as a branch of semiotics started

with Eco (1968: 344–9) and Watson (1970,

1974). It is now an area of study within several disciplines, including psychology and

anthropology.

The study of proxemic behaviour involves investigating (1) spatial dimensions,

(2) the levels of interpretation of these

dimensions, and (3) the physical features

of spaces. Each one of these can be subdivided into three subcomponents, called
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micro, meso and macro. Microspace is the

immediate physical zone around a human

being, constituting a sphere of privacy; mesospace is the next zone, which is within the

person’s reach, but falls outside the privacy

sphere; and macrospace refers to the larger

spheres around a person, including public

spaces, settlements, cities, and beyond. The

three levels of analysis of these spaces are

called infra, pre, and micro. The infra level

is rooted in our ‘biological past’ (Hall 1966:

95) and is thus based on our innate sense of

territoriality, which involves establishing

boundaries. The pre level is rooted instead

in sensory reactions (tactile, visual) to space

and people in physical contexts that are

given speciﬁc meanings in a culture. These

are interpreted at a micro level. The physical features are called ﬁxed, semi-ﬁxed, and

dynamic. Fixed features include such things

as walls and territorial boundaries; semiﬁxed features include mobile elements

such as curtains and screens; and dynamic

features are those that can move about in

certain spaces, for example, vehicles.

Animals (including humans) reside in

territories that they appropriate either by

force or in some negotiated arrangement

with other animals. These make it possible

for animals to procure shelter, food, and

habitation safely. Biologists deﬁne territoriality as: (1) an innate survival mechanism

that permits an animal to gain access to,

and defend control of, critical resources

(food, nesting sites, and so on); and (2) the

instinctive need of an animal to procure a

safe boundary around itself. The zoologist

Konrad Lorenz (1903–89) was among the

ﬁrst to identify and document territorial

patterns, which, he claimed, were as important to an animal’s survival as were its

physiological attributes. Lorenz also suggested that human aggression was explainable as a residual mechanism of territoriality – a controversial theory that became

popularized through Robert Ardrey’s 1966

book The Territorial Imperative, leading to a

debate in academia and society at large on

the nature and origin of human aggression.

The main implication to be derived from
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territoriality theory is that we all need to

maintain a spatial boundary around ourselves for our protection and sanity. Hall

clearly saw the relevant social implications

of this, discovering that the boundaries or

zones we maintain can be measured very

accurately, allowing for statistical variation,

and that the dimensions varied from society to society. In North American society,

he found that a zone of under six inches

between two people was perceived as an

‘intimate’ distance; while 1.5 to 4 feet was

considered the minimum safety zone. Intrusions into the intimate zone by strangers

cause considerable discomfort. If the ‘safe’

distance were breached by some acquaintance, on the other hand, it would be interpreted as a sexual advance or as a normal

intrusion by a family member or child. It all

depends on who the ‘intruder’ is.

Hall posited eight factors as shaping

proxemic behaviour:

(1) postural-sex identiﬁers (standing vs.

sitting, male vs. female)

(2) sociofugal-sociopetal orientation factors

(face-to-face, back-to-back)

(3) kinesthetic factors (distances of body

parts, from reaching to contact)

(4) touching factors (from caressing and

holding to no contact)

(5) visual factors (gazing, looking away,

looking directly into the eyes)

(6) thermal factors (whether radiated heat

is detected or not)

(7) olfaction factors (detection of odour or

breath)

(8) vocal factors (loudness of voice, tone of

voice)

The actual description of the factors used

in situ is called proxetic description (in analogy with phonetic description in linguistics),

and the analysis of how these relate to each

other structurally is called proxemic analysis (in analogy with phonemic analysis in

linguistics). The relevant proxemes (meaningful zone units) are determined by comparing them with one another within the

broader framework of an interaction.



Overall, Hall found that there are four

main zones: intimate, personal, social, and

public. Hall further subdivided these into

‘far’ and ‘close’ phases. For American culture he found these to be as follows: (1)

intimate distance (0–18 in.), (2) personal

distance (1.5–4 ft.), (3) social distance (4–12

ft.), and (4) public distance (12 ft. and beyond). At intimate distance, the senses are

activated and the presence of the other is

unmistakable. The close phase (0–6 in.)

is emotionally charged and is typically

reserved for lovemaking, comforting,

and protecting; the far phase (6–18 in.) is

the zone in which family members and

close friends interact under normal conditions. Personal distance is the minimum

comfort zone between individuals who

do not know each other or who have a

formal relationship to each other. In the

close phase (1.5–2.5 ft.), one can grasp the

other by extending the arms, allowing for

hand-shaking. The far phase (2.5–4 ft.) is

anywhere from one arm’s length to the distance required for both individuals to touch

hands for greeting purposes. This zone is

considered non-involving and non-threatening by most people. The close phase (4–7

ft.) is typical of impersonal transactions

and casual gatherings. Formal language

and behaviour are characteristic of the far

phase (7–12 ft.). Public distance is the distance at which one can take either evasive

or defensive action if physically threatened.

Hall noticed that people tend to keep at

this distance from important public ﬁgures

or from anyone participating at a public

function. Discourse at this distance tends

to be highly structured and formalized (for

example, lectures, speeches).

The study of proxemic behaviour has

made it obvious that physical spaces and

the features within them are perceived as

meaningful. Very little work has been conducted in the area of ‘media zones,’ deﬁned

as the virtual zones felt by people according to the type of medium involved (radio

seems to be more intimate because of its

audio-oral nature, while television is felt

as being more removed). As online culture
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spreads, this is starting to be a main topic

for research.

Marcel Danesi
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PSYCHOANALYTIC THEORY

[See also: Feminism; Marcuse, Herbert; Psychology

of the Media]



Psychoanalytic theory starts with Freud’s

notion that the psyche has a number of

different levels, one of which, the unconscious, is not ordinarily accessible to us.

As he wrote in his essay ‘Psychoanalysis’

(1963: 235–6):

It was a triumph for the interpretative

art of psychoanalysis when it succeeded

in demonstrating that certain mental

acts of normal people, for which no one

had hitherto attempted to put forward

a psychological explanation, were to

be regarded in the same light as the

symptoms of neurotics: that is to say

that had a meaning, which was unknown

to the subject but which could easily

be discovered by analytic means … A

class of material was brought to light

which is calculated better than any other

to stimulate a belief in the existence of

unconscious mental acts even in people

to whom the hypothesis of something

at once mental and unconscious seems

strange and even absurd.

Although we may think we are aware of

everything that is going on in our minds,

we are mistaken, for, as Freud explained,

there are ‘unconscious mental acts’ that we

do not recognize.

A convenient way to understand the human psyche is to imagine it as being like an

iceberg. The part of the iceberg that we can

see, which ﬂoats above the water, is what
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psychoanalytic theorists call consciousness.

Just below the water line are a few feet of

the iceberg we can dimly make out – that is

what we call the pre-conscious. We do not

ordinarily think about the contents of the

pre-conscious, but if we want to, we can become aware of what lies there. Then there

is the part of the iceberg, the largest part,

that we cannot see, which Freud called the

unconscious.

The iceberg analogy suggests that most

of what is in our minds is not accessible

to us, but the unconscious is important

because in many ways it shapes our behaviour. We are not in complete control of our

behaviour and are vulnerable to various

emotional and irrational appeals that often

shape our actions. Freud called this approach to the human psyche his topographic

hypothesis.

He later elaborated another hypothesis about the human mind, his structural

hypothesis. In this hypothesis, there is a

continual battle going on in our minds between its three elements – the id, the ego,

and the superego. Freud described the id in

his New Introductory Lectures in Psychoanalysis as follows (quoted in Hinsie and Campbell, 1970: 372):

We can come nearer to the id with images, and call it chaos, a cauldron of

seething excitement. We suppose that is

somewhere in direct contact with somatic processes, and takes over from them

instinctual needs and gives them mental

expression … These instincts ﬁll it with

energy but it has no organization and no

uniﬁed will, only an impulsion to obtain

satisfaction for the instinctual needs, in

accordance with the pleasure-principle.

If this ‘cauldron of seething excitement’

dominates us, we have a great deal of energy but cannot use it effectively because

we are always being drawn by a desire to

take care of our instinctual needs.

Opposing the id is the superego, which

can be described as conscience and the way

our personality functions morally. In An El-



ementary Textbook of Psychoanalysis, Charles

Brenner describes the superego as follows

(1974: 111–12):

1. the approval or disapproval of actions

and wishes on the grounds of rectitude.

2. critical self-observation. 3. self-punishment. 4. the demand for reparation or

repentance of wrong-doing. 5. self-praise

or self-love as a reward for virtuous or

desirable thoughts and actions. Contrary

to the ordinary meaning of ‘conscience,’

however, we understand that the functions of the superego are often largely or

completely unconscious.

Thus we ﬁnd two opposing elements in

the human psyche. The id seeks gratiﬁcation and has great energy, but it cannot

be allowed to dominate our behaviour

because we are social animals and must

submit to the demands of civilization – demands which often cause us considerable

mental anguish. On the other hand, if the

superego dominates, we become paralysed

by guilt and doubt.

This is where the ego comes in. The ego

is that element of our psyches that mediates between the conﬂicting demands of

the id and the superego. The ego tests reality and stores up experiences in memory,

in an effort to ﬁnd a way to balance the

demands of the id and superego and allow

people to be free of neurotic compulsions

based on overly powerful id or superego

elements in the psyche. It seeks to harness

the energy of the id in socially constructive

ways by using the superego to moderate id

behaviour. Many psychological problems

people face are caused by either an overly

powerful id or superego.

The ego uses a number of different defence mechanisms to ﬁnd ways to control

id-based impulses and superego-based

anxieties and guilt. These defence mechanisms operate at the unconscious level.

Some of the more important defence mechanisms are:

• Ambivalence. A feeling of both love and
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•



•



•



•



•



•



•



•



•



•



hatred toward some person at the same

time.

Avoidance. A refusal to pay attention to

subjects that are disturbing because they

are connected to unconscious aggressive

or sexual impulses.

Denial. A refusal to accept the reality of

something by blocking it from consciousness.

Fixation. An obsessive preoccupation

with or attachment to something or

someone.

Projection. A denial of negative and

hostile feelings in oneself by attributing

them to someone else.

Rationalization. A means of excusing

one’s behaviour by offering reasons or

excuses.

Reaction formation. A situation which

occurs when ambivalent feelings create

problems and which is dealt with by

suppressing one element and overemphasizing the other, its opposite.

Regression. An individual’s return to an

earlier stage in development when confronted with stressful or anxiety-provoking situations.

Repression. A barring of consciousness

of wishes, memories, desires that are

derived from the unconscious. Repression is considered the most basic defence

mechanism.

Sublimation. A transferring of sexual impulses and other desires and impulses

into other kinds of behaviour, such as

writing, painting, and other kinds of

creative arts.

Suppression. A voluntary attempt to put

out of mind and consciousness something we ﬁnd upsetting and distasteful.

Suppression is voluntary, unlike repression, which works at the unconscious

level. Suppression is considered the second most important defence mechanism.



These defence mechanisms are of interest

to media and communication scholars, as

well as therapists, since they can be found

in so many narratives and other texts found

in the media. They appear in these works
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because they are in the unconscious of the

people who create them.

We must recall that Freud called psychoanalysis an ‘interpretative art.’ One of the

ways it can be applied is by using psychoanalytic theories to deal with symbolic behaviour. A symbol is something that stands

for something else. A symbol can stand

for institutions, ideas, beliefs, values, and

wishes. In psychoanalytic theory, symbols

are important because they are often used

to disguise aggressive wishes and sexual

desires, and, in the case of dreams, prevent

our dream censors from waking us if the

sexual content of our dreams becomes too

evident.

As Freud points out in The Interpretation

of Dreams, symbolism is all pervasive in human life. As he writes (1901/1965: 386):

Symbolism is not peculiar to dreams, but

is characteristic of unconscious ideation,

in particular, among people, and is to be

found in folklore, and in popular myths,

legends, linguistic idioms, proverbial

wisdom and current jokes, to a more

complete extent than in dreams.

In his discussion of dreams, he offers

some typical examples of the symbolism

found in dreams (1900/1965: 389):

The Emperor and Empress (or the King

and Queen) as a rule really represent the

dreamer himself or herself … All elongated objects, such as sticks, tree-trunks

and umbrellas may stand for the male

organ – as well as all long, sharp weapons such as knives, daggers and pikes …

Boxes, cases, chests, cupboards and ovens represent the uterus, and also hollow

objects, ships, and vessels of all kinds.

Rooms in dreams are usually women.

From this list we can see that many

objects have a hidden, symbolic and often sexual signiﬁcance. In the pages that

follow Freud deals with other symbols,

mentioning that snakes are an important

phallic symbol. This notion of objects hav-
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ing a sexually symbolic nature often strikes

people as ridiculous and absurd. We must

recognize that these symbols are operating

at the unconscious level and are often tied

to myths and legends. Freud himself said

‘sometimes a cigar is only a cigar,’ in reference to the notion that symbolic objects

have a sexual dimension, but this quotation

suggests, also, that sometimes a cigar isn’t

only a cigar.

There are two ways that the sexual content in dreams is disguised, according to

Freud. The ﬁrst way is by condensation,

in which parts of different sexual symbols

are combined into one that disguises the

dream’s sexual content and thus fools the

dream censor. The other, displacement,

involves the substitution of one image for

another which is associated with it but

which is not explicitly sexual, thus evading

the dream censor, which wakes us if there

is too overtly a sexual dimension to our

dreams.

Dreams are a very controversial subject

and one about which theorists continually

argue. The Freudian position is described

by the psychoanalytic writer Erich Fromm

in his book The Forgotten Language: An Introduction to the Understanding of Dreams,

Fairy Tales and Myths (1957: 67):

Dreams are understood to be the hallucinatory fulﬁllment of irrational wishes

and particularly sexual wishes which

have originated in our early childhood

and have not been fully transformed

into reaction formations or sublimations.

These wishes are expressed as being

fulﬁlled when our conscious control is

weakened, as is the case in sleep.

The notion that dreams are a means of

satisfying frustrated desires and thus a

form of wish-fulﬁlment is at the heat of the

controversy over the Freudian theory of

dreams.

Another Freudian theory that many

people ﬁnd difﬁcult to accept involves his

theory of infant sexuality and, in particular,

his notion of the Oedipus complex, which



was named after the myth of Oedipus. In

this myth, an oracle prophesizes that Laius,

the king of Thebes, will be killed by his

son. When Laius’s wife Jocasta gives birth

to a son, Oedipus, Laius arranges to have

the son left on a mountain peak to die. He

is unaware that Oedipus has been rescued

and taken to a king, Polybus, in Corinth,

who raises him as his son.

When Oedipus hears that a prophecy

says he will kill his father, Oedipus leaves

Corinth to spare Polybus. On the road to

Thebes he meets Laius at a crossroads, they

get into a ﬁght, and Oedipus kills Laius.

He then goes to Thebes, which is under a

plague from a monster, the Sphynx, which

has the face of a woman and the body of a

lion. The Sphynx devours anyone who cannot answer this riddle: ‘What creature goes

on four feet in the morning, two feet at

noon, and three feet in the evening?’ Oedipus answers ‘A man, who crawls as a child,

walks on two feet in the prime of his life,

and needs a cane to walk in old age.’ When

he answers the riddle correctly, the Sphynx

kills itself and Oedipus is welcomed into

Thebes as its saviour. He is made king,

marries Jocasta, the wife of the former king

(not knowing that she is his mother), and

they have two children. Later Thebes is

visited by another plague. Tiresias, a blind

prophet, is sent to an oracle, which says

that the murderer of Laius must be punished for Thebes to be rid of the plague.

When Oedipus discovers that he is the one

who killed Laius, his real father, and that

he has married his mother, he blinds himself and Jocasta commits suicide.

This myth is a paradigmatic one that

Freud believed explained the process of

development in all children. There is, in

this story and Freud believed in the lives

of all children, hostility toward the parent

of the same sex and an attraction to the

parent of the opposite sex that eventually

manifests itself. As a rule, children overcome their Oedipus complex and can lead

normal lives, but those who cannot become

neurotic. Freud argued that the Oedipus

complex is the core of all neuroses.



Psychology of the Media

Freud wrote about his discovery of the

Oedipus complex in a letter to a friend,

Wilhelm Fleiss, on 15 October 1897 (quoted

in Martin Grotjahn 1966: 84):

Being entirely honest with oneself if a

good exercise. Only one idea of general

value has occurred to me. I have found

love of the mother and jealousy of the

father in my own case too, and now believe it to be a general phenomenon of

early childhood … If that is the case, the

gripping power of Oedipus Rex, in spite

of all the rational objections to the inexorable fate that the story presupposes,

becomes intelligible … Our feelings rise

against any arbitrary individual fate …

but the Greek myth seizes on a compulsion which everyone recognizes because

he has felt traces of it in himself. Every

member of the audience was once a budding Oedipus in fantasy, and this dreamfulﬁllment played out in reality causes

everyone to recoil in horror, with the full

measure of repression which separates

his infantile from his present state.

In this letter Freud adds that he thinks

that there is a strong Oedipal component

to Hamlet, though he is talking not about

Shakespeare’s conscious intentions but his

unconscious feelings of kinship with his

tragic hero.

This brings us to our ﬁnal consideration, the role that psychoanalytic theory

plays in the study of mass-mediated and

other kinds of texts. The English critic

Simon Lesser points out that psychoanalysis investigates the same themes that our

greatest ﬁction writers deal with, namely

‘the emotional, unconscious or only partly

comprehended bases of our behavior’

(1957: 15). Psychoanalytic theory, according

to Lesser, offers us systematic and well-validated knowledge about the non-rational

and in some cases irrational forces that

shape our behaviour, areas which before

the development of psychoanalytic theory

were not accessible to criticism.

Psychoanalytic theory has been used
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by Bruno Bettelheim to investigate fairy

tales, by Erich Fromm to study myths and

dreams, by Ernest Jones to analyse Hamlet,

and by many other writers to interpret novels, ﬁlms, humour, television shows, and

other forms of the elite arts and popular

culture. Other theorists, such as Carl Jung

and Alfred Adler, offer different insights

into the human psyche and personality, but

it is Sigmund Freud and his followers who

have deﬁned psychoanalytic theory as we

commonly know it.

Arthur Asa Berger
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PSYCHOLOGY OF THE MEDIA

[See also: Media Effects; Psychoanalytic Theory]



Psychology is the discipline that studies the

human mind and human behaviour. Its

modern-day origins are usually traced to

Wilhelm Wundt (1832–1920), who founded
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the ﬁrst laboratory of experimental psychology in 1879 in Leipzig, laying the

groundwork for a new scientiﬁc discipline

of the mind, separate from philosophy,

which he claimed would allow researchers

using experimental techniques to discover

the ‘laws of mind.’ Actually, Wundt was

preceded a few decades earlier by two German scientists – the physiologist Johannes

P. Muller and the physicist Hermann L.F.

von Helmholtz – who introduced the ﬁrst

systematic techniques for investigating

sensation and perception. The American

philosopher William James opened his own

psychology laboratory in the United States

a little after Wundt. His 1890 book, Principles of Psychology, is considered to be the

ﬁrst textbook in the ﬁeld.

Psychologists have consistently shown

interest in investigating the effects the media have on people. Known as media effects

studies the relevant ﬁndings coming out

of this line of inquiry can be divided into

two broad categories – those that show signiﬁcant effects and those that do not. The

former come under the rubric of hypodermic needle theory (HNT), which claims to

show that the mass media can directly inﬂuence behaviour, swaying minds with the

same kind of impact a hypodermic needle

has on the body. The second line of thought

claims that media impacts are indirect and

are mediated by a host of social factors.

The latter view claims that people within

different social classes typically come up

with very different interpretations of media

products. This is because they constitute interpretive communities, which coincide with

real communities such as families, unions,

neighbourhoods, and churches.

An interesting notion within media psychology is that of association, which posits

that people’s views of media content are

formed on the basis of how it can be associated with existing cultural concepts. From

the 1920s to the late 1960s, psychologists

used association theory as a framework for

explaining how human beings make sense

of things. Radio sitcom programs, for instance, are felt by listeners to be meaningful



(not just entertainment) because they are

associated with real-life situations. The theory has resurfaced to explain how certain

media products are received and linked

both to each other and to social life.

Another commonly used psychological notion in media studies is that of Carl

Jung’s collective unconscious, which refers

to the view that humans across cultures

share a deeper level of symbolism present

in the unconscious part of the mind. This

includes symbols called archetypes, such as

the trickster, which enable people to react

to situations in ways similar to their ancestors. This is why all cultures have clowns,

comedians, or similar trickster characters.

Archetypes surface in media representations, explaining why such representations

become so popular.

Behaviourist studies of the media involve assessing how the media condition

human behaviour and actions. The term

behaviourism was coined in 1913 by John B.

Watson (1878–1958). It is based on the view

that observable and quantiﬁable behaviour

provides the only valid data for psychologists to study. The key notion is that of the

conditioned response, which was developed

initially by the Russian psychologist Ivan

Pavlov (1849–1936) in 1904. When Pavlov

presented a piece of meat to a hungry dog,

the animal would salivate spontaneously,

as Pavlov expected. He called this the

dog’s unconditioned response. After ringing

a bell while presenting the meat stimulus

a number of times, Pavlov soon found that

the dog would salivate only to the ringing bell, without the meat stimulus. The

ringing, which would not have triggered

the salivation initially, had brought about

a conditioned response in the dog. This scenario was extended to encompass all forms

of learning, including human learning.

Starting in the late 1960s, behaviourism fell

into disfavour among most psychologists.

However, in the ﬁeld of media studies,

some of its principles are still used to establish if there is any relationship between certain media products and the responses they

evoke. The question this line of research
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begs is: Do the media habituate people to

behave in speciﬁc ways? The concept of desensitization also comes up within this line

of inquiry. This is the claim that by viewing

portrayals of violence or sexuality in the

media, people tend to become insensitive to

violence and sexual degradation in real life.

No real evidence, however, has ever come

forward to substantiate this claim. A subclaim is called early window theory, which

maintains that media provide children with

a ‘window on the world’ before they have

developed the critical ability to judge what

they are exposed to, thus inﬂuencing their

world view as they grow up. Again, there

is little evidence to support this claim.

Another psychological notion that is relevant to the study of media is contagion effect theory, or the view that the media have

the power to bring about hysteria. A classic

example of this can be seen in the Cabbage

Patch doll craze of 1983. Hordes of parents

were prepared to pay almost anything to

get one of those dolls for their children during the Christmas season. Scalpers offered

the suddenly and inexplicably out-of-stock

dolls for hundreds of dollars through the

classiﬁed ads. Such mass hysteria was an

extreme manifestation of the contagion effect, created by an effective media-based

marketing campaign.

Marcel Danesi
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PUBLIC BROADCASTING

[See also: Broadcasting; Federal Communications

Commission; Radio; Television]



Public broadcasting is the distribution of

television and radio programs that are supported predominantly by public funding,

generally in the form of tax revenues or licensing fees. It is different from commercial

broadcasting, which is mainly supported

by funding from corporations. Many public stations do on-air underwriting spots,

which are similar to advertisements seen

on commercial broadcasting stations, in

order to raise money from viewers and potential business sponsors.

Public broadcasting varies in its range of

operation, from local to national, depending on the station and country. American

public broadcasting stations, for example,

offer programs from national networks

(such as the Public Broadcasting Service),

while others offer programs produced

locally. In the United States, public broadcasting is seen as an important contributor

to the nation’s media culture and is generally regarded as having a positive effect

on society. This is mainly because of its

educational, news, and cultural programming for both children and adults. Such

programming is generally less palatable

to the mass market than programs offered

by commercial broadcasting networks,

although a number of public broadcasting programs, such as Nova, Mister Rogers’

Neighborhood, and Evening at the Pops became popular years ago, and remain so in

many instances.

In Canada, a similar tradition of national

public broadcasting exists. The Canadian

Broadcasting Corporation (CBC), known
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as Société Radio-Canada in French, operates radio, television, and an online website

(www.cbc.ca). It was created by the Canadian Parliament in 1936. Its headquarters

are in Ottawa, Ontario. It owns around one

hundred television and radio stations, providing programming to more than twentyﬁve afﬁliate stations. The CBC owns most

of 1,400 rebroadcasters, which are lowpower stations that receive and retransmit

programming. The CBC provides special

radio service to northern Canada in eight

languages and in dialects of the indigenous

cultures there. Radio Canada International,

a short-wave radio service of the CBC,

broadcasts in seven languages. The Canadian government ﬁnances the majority of

the CBC’s programming. Unlike its American counterparts, the CBC gets other funds

primarily from advertising.

In commercial broadcasting, radio stations offer a narrower range of programs

than television stations. The same holds

true for public radio and television stations.

Most often, public radio offers musical genres that are less popular among the mainstream audience, such as jazz and classical

music. In recent years, however, some

radio public broadcasting networks such as

National Public Radio (NPR) in the United

States have expanded their programming

to include more esoteric music, talk shows,

and foreign news broadcasts.

Broadcasting ﬁrst emerged in the 1920s.

American broadcasting, from the outset,

was envisaged as being commercial. Public

broadcasting was not seriously considered

at the time since it was thought that commercial broadcasting could provide a sufﬁcient range of services to satisfy radio and,

eventually, television audiences.

In the 1920s and 1930s, public broadcasting in the United States was formed on a

small-scale basis, and its programming was

primarily educational. Institutions such as

colleges and schools were provided with licences for a small number of non-commercial radio stations that were not supported

by government. It was only in the 1950s,

with the advent of television, that interest



in public broadcasting was heightened,

especially among community and national

organizations, which desired to produce

cultural and educational programming for

general audiences. On 25 May 1953, the

ﬁrst non-commercial educational television station (KUHT) was established at the

University of Houston. For the subsequent

decade, public television broadcasting’s

main focus was on formal instruction (ITV)

and education (ETV).

The Educational Television Facilities Act was signed by President John F.

Kennedy on 1 May 1962. This provided

‘pub-casting’ (the precursor of the Public

Telecommunications Facilities Program,

PTFP) with signiﬁcant federal funding.

By the middle of the 1960s, there was a

surge in the number of ETV stations and

non-commercial radio stations, as approximately 100 ETV and 400 non-commercial

radio stations were formed. This surge was

mainly the result of ﬁnancial support from

the Ford Foundation, which offered grants

to community organizations throughout

the United States and encouraged educational institutions and state agencies

to expand their ETV offerings. The Ford

Foundation also contributed to the establishment of a national production network,

the National Educational Television and

Radio Center (NETRC). The NETRC eventually became the NET as it came to focus

entirely on television programming. It created and broadcasted culture and public

affairs programs, but the programs were

only small in number and delivered by

videotape. On 5 November 1967, the Public

Broadcasting Laboratory (PBL), a Sundaynight magazine program, was introduced

by the Ford Foundation.

The growing number of public broadcasting television networks eventually

resulted in their division by region. Networks such as the Eastern Educational

Network (EEN), the Southern Educational

Communications Association (SECA),

and the Paciﬁc Mountain Network (PMN)

were created. Just as the number of noncommercial stations began to expand, so
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too did the audience numbers. Expanded

audiences meant increased public support; funding for public broadcasting was

boosted and the planning that went into

national program production and networking increased.

The Carnegie Commission passed the

Public Broadcasting Act of 1967 in response

to increased audience interest and the lack

of national funding that was being provided for public television. The act recommended public broadcasting’s expansion

from a limited entity that provided mainly

educational programming to a model that

would suit more general purposes. It also

provided an action plan, suggesting how

the transformation might be accomplished.

The Public Broadcasting Act was successful in bringing about signiﬁcant

changes. A national structure for public

broadcasting was created, as was a foundation for the future of public broadcasting in

the United States for the rest of the twentieth century. The act also established the

national Corporation for Public Broadcasting (CPB) and dictated that the governing

board for CPB was to be appointed by the

President of the United States and by the

national Senate. In turn for CPB offering

a greater amount of national programming and fostering support for American

non-commercial stations, the act authorized CPB to receive national government

funds. Since Congress refused to endow a

long-term funding source, however, it was

decided that CBP funding decisions would

be made on a yearly basis.

In 1969, CPB was incorporated, and

shortly thereafter it produced two new

organizations by collaborating with preexisting public broadcasting stations and

groups. The new organizations, the Public

Broadcasting Service (PBS) and National

Public Radio (NPR), were established to

manage the interconnected systems that

were previously under the jurisdiction of

CPB. PBS started its operations in 1970

with a total of 128 member stations, and

telephone lines were used to provide its

services. Sesame Street, a widely acclaimed
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educational program for children, debuted

in 1969. This program was produced by the

Children’s Television Workshop (CTW) and

ultimately shown on public broadcasting

networks throughout the world (including

PBS in the United States). Hartford Gunn

was selected as the ﬁrst president of PBS in

February 1970.

During the 1970s, the main organizational structure of American public broadcasting coalesced, although small modiﬁcations

are still being made. The CPB was regarded

by some to have had too much dominance

over public broadcasting – something that

was not present in other countries. The

programming and board appointments that

were made exacerbated these concerns.

Public broadcasting was not without its

successes at this time, however. Masterpiece

Theatre, which became a widely popular

and long-running drama series, premiered

on PBS in 1971. Also in 1971, NPR broadcasted Senate hearings on ending the war

in Vietnam. This broadcast marked the

beginning of NPR’s service. In 1978, PBS

became the ﬁrst television network in the

United States to broadcast programs across

the country using satellite technology.

In the 1980s, PBS and NPR experienced

signiﬁcant organizational problems, and

their relationship with CPB became somewhat fractured. PBS and NPR began to

have more exclusive ownership of stations

and independence from CPB. Over time,

however, American Public Radio, which

was established from a part of Minnesota

Public Radio (MPR) and eventually became

Public Radio International (PRI), was providing competition to NPR. In 1980, closed

captioning, which was developed by PBS,

was offered for the ﬁrst time. It appeared

on three networks, including PBS for Masterpiece Theatre. During February 1983, a

variety of public television stations in the

United States broadcast open-heart surgery,

which was covered by KAET, a PBS station

in Phoenix. This was not the only important contribution that PBS made to television technology; the network has used

video for the blind, stereo sound, dubbing,
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and the internet to provide its programming to a wider audience.

As the distribution capacities of satellite

and cable broadcasting increased, and as

greater demand was created for more diversiﬁed services, public broadcasting stations were established more frequently in

urban centres, allowing a greater number

of audience members to have access to

more than one broadcasting signal. In the

mid-1990s, approximately half of the American population had access to at least three

public radio stations and at least two public

television stations.

Even with the further expansion of public broadcasting, some previous concerns

about its funding and structure still existed.

Its organizational structure also seemed unnecessarily complex. A lack of commitment

to public broadcasting became apparent

when the Telecommunications Act of 1996

failed to even mention public broadcasting.

This was despite the fact that, overall, it

was still considered an important contributor to the public and social good.

Non-commercial broadcasting continued

to be transformed with the momentous

changes that telecommunications technology brought about during the last quarter

of the twentieth century. Throughout the

1980s and 1990s, digital technologies were

progressing at a brisk pace, and media

forms (both commercial and public) were

being reconﬁgured. Public and other

broadcasting systems were challenged near

the end of the century, when digital transmission, via the internet and World Wide

Web, with its greater data transmission

and multimedia capabilities, was converging with, and even replacing, traditional

broadcasting. Public broadcasting was

given new opportunities when the Federal

Communications Commission (FCC) decided to convert all broadcasting to digital

technology. The growth of internet users

facilitated public broadcasting’s new ability

to supplement, and, in some cases, compete

with its traditional services.

In the twenty-ﬁrst century, public broadcasting still comprises a relatively small



portion of the media industry in the United

States, but it is still considered by many to

be an essential component.

Alexandra Birk-Urovitz and Elizabeth

Birk-Urovitz
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PULP FICTION

[See also: Adventure Stories; Books, History of;

Crime Genre; Horror Fiction; Narrative; Romance

Fiction; Science Fiction; Text Theory]



Pulp ﬁction refers to cheaply produced and

highly sensationalistic, serialized ﬁction

magazines that were highly popular from

the 1920s to the 1950s. They were produced

in bulk for mass entertainment. The word

pulp refers to the fact that the magazines

were produced on cheap wood pulp paper,

in contrast to those that used higher-quality

paper, called glossies or slicks. The ﬁrst true

pulp is considered to be Frank Munsey’s

Argosy Magazine of 1896.

The pulps were written in a sensationalistic and lurid way, attracting a large readership. As a consequence, pulp detectives

and crime ﬁghters such as Doc Savage, The

Shadow, and the Phantom Detective became household names. Titles of the early

pulp magazines included: Dime Detective,

Planet Stories, Adventure, Black Mask, Startling Stories, Flying Aces, Amazing Stories,

Black Mask, Spicy Detective, Horror Stories,

Unknown and Weird Tales, Marvel Tales, Oriental Stories, and Thrilling Wonder Stories.

Their popularity was augmented by their

cover designs, which resembled the poster

art used by circuses and vaudeville theatres

to attract audiences, with scantily dressed

‘damsels in distress’ or handsome, virile
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heroes involved in ﬁsticuffs with villains.

The pulp genre was adapted early on for

radio and the cinema, in the form of radio

and movie serials, such as those made by

Republic Pictures in the 1930s and 1940s.

The serials kept audiences in suspense because an episode ended typically when the

hero or heroine was seen entangled in some

dangerous situation from which he or she

could not possible emerge alive. The audience would come back the following week

to ﬁnd out how the cliffhanger would be

resolved. The term cliffhanger is often used

synonymously with pulp ﬁction.

The main pulp genres were horror,

sword and sorcery, science ﬁction, adventure, westerns, crime (especially of the noir

variety), romance, gangster, war, sports,

mystery, and the occult. Although many

featured different characters, plots, and

settings, the most popular ones featured a

single character. These came to be known

more speciﬁcally as hero pulps. Popular

pulp heroes included: Buck Rogers, Flash

Gordon, Dick Tracy, Perry Mason, Zorro,

Fu Manchu, Captain Future, Conan the

Barbarian, Doc Savage, The Phantom Detective, The Shadow, Domino Lady, Hopalong Cassidy, Nick Carter, Secret Agent X,

Tarzan, The Avenger, and The Spider.

With rising paper costs and competition

from other media, the pulps (and their radio and cinema derivatives) started losing

market supremacy by the late 1950s. The

bankruptcy in 1957 of the American News

Company, which was the main distributor

of pulp magazines, marked the end of the

pulp ﬁction era. But the cliffhanger formula

is still evident in current movies, such as

the James Bond movies, the Raiders of the

Lost Ark ﬁlms, and others. Pulp ﬁction also

engaged some of the greatest writers of

the twentieth century, including Isaac Asimov, Ray Bradbury, Edgar Rice Burroughs,

Arthur C. Clarke, Philip K. Dick, Zane

Grey, Robert A. Heinlein, Raymond Chandler, Arthur Conan Doyle, Erle Stanley

Gardner, Frank Herbert, H.P. Lovecraft, O.

Henry, and Upton Sinclair. Contemporary

writers such as Stephen King and Anne



551



Rice work in the same tradition as the pulp

ﬁction writers. So, while the original pulps

may have disappeared, the pulp format

and style remain. Pulp ﬁction conventions

are held every year in the United States. In

the early 2000s there was also an attempt to

bring the pulps back with the publication

of magazines such as Blood N’ Thunder, High

Adventure, and Secret of the Amazon Queen.

Moonstone Books revived some of the old

pulps with its new editions of The Phantom,

Zorro, The Spider, Domino Lady, and The

Avenger in 2001. Although not as successful

as was anticipated, the revival has nonetheless occurred in online venues, where pulp

has a considerable following.

Marcel Danesi
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QUALITATIVE AND QUANTITATIVE RESEARCH

[See also: Advertising; Anthropology of the Media;

Media Studies]



Qualitative and quantitative research are

used in the study of media. The former

focuses on observation and ethnographic

research, the latter on statistical methods.

Traditionally, qualitative research has been

cast as the method that gives greater depth

to an understanding of the effects of media

and advertising, but is less often used by

decision makers as substantiation for important decisions. Quantitative research is

usually seen as helping to validate hunches, to give statistical weight to opinions,

and to endorse points of view. It is considered to bring a more rigorous and credible

form of research to the table, but is also

seen to lack the imagination and compelling insight of qualitative research. Qualitative research has been viewed as responsible for the ‘how’ and ‘why’ questions and

quantitative research for the ‘what,’ ‘when,’

where,’ and ‘how often’ questions.

Quantitative research does work to

quantify the numbers of people who hold

beliefs and carry out certain types of behaviour, and allows us to know more exact

proportions through percentages or indices

of sympathy towards a particular view. It is

used for instance by pollsters to predict the

results of an election or to canvass a large

number of people on the image of services



and products. What this type of research

does not really allow a company to do is to

dig beneath and better grasp the reasoning

and human factors behind this. So quantitative research could, for instance, highlight a divergence in preference in a usage

and attitude study of a brand conducted in

India between pork and beef that correlates

with part of a city but could completely

miss the religious issues involved. Qualitative research is more eclectic and more

ﬂexible for investigating more complex,

sensitive areas of culture.

Qualitative research has its roots in

Freudian psychoanalytic practice and

works within a model in which individuals

report on their behaviour through discussion led by a skilled moderator, who is able

to tease out further insights. Qualitative research is essentially a means of understanding people’s needs and responses through

dialogue and group methods, known as

focus groups, where discussion and interaction are encouraged. Qualitative research as

a tool in marketing came to prominence in

the United States in the 1950s as advertisers

sought to use the tools of psychology and

social science to better understand their customers. Pioneers of so-called ‘motivational

research’ such as Ernst Dichter predicated

their consultancies, which convened panels

of individuals segmented by their psychological make-up, on the basis that emotional

appeals were the most important selling

points. Probing motivations and unlocking

the purchase triggers in ‘depth interview’
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sessions was the key to this. At the time,

Dichter’s work was seen as scandalous. The

insidious techniques of motivational researchers were summed up by Vance Packard (1957: 37) in his seminal work The Hidden Persuaders as follows: ‘People’s subsurface desires, needs, and drives were probed

in order to ﬁnd their points of vulnerability

… for example … the drive to conformity, need for oral stimulation, yearning for

security. Once these points of vulnerability

were isolated, the psychological hooks were

fashioned and baited and placed deep in

the merchandising sea for unwary prospective customers.’ In the 1970s, qualitative

research gained a wider recognition, and

‘respectability’ through the 1980s, growing

rapidly as a mainstream approach through

the 1990s. Today, it is seen as an integral part

of how media corporations set their strategic vision.

The origins of quantitative research

predate qualitative research. Quantitative

research grew up as a technique of measurement in the physical sciences. It was

pioneered by Gustav Fechner in his work

on psychophysics, which built on the work

of Ernst Heinrich Weber. From there, it was

adopted by media researchers. One of the

ﬁrst to do so was George Gallup. Working at Northwestern University, Gallup

developed some of the earliest techniques

to measure advertising and copy effectiveness, media, and audience proﬁles. He also

conducted one of the ﬁrst opinion polls for

the 1936 U.S. election. Despite the inroads

made by qualitative research, alluded to

above, its more established cousin, quantitative research, is still the dominant form

of market research. The latest topical data

(from global trade association ESOMAR

based on 2006 data) show that of the total

spent on global research 86 per cent is allocated to quantitative research.

Global quantitative research ﬁrms are

numerous, with companies such as IpsosMori, Synovate, A.C. Nielsen, Kantar

(which includes Millward Brown, BMRB,

and Research International), and Taylor

Nelson Sofres offering a range of products
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from usage and attitude studies to advertising tracking and other more sophisticated

techniques. Online research has grown in

popularity as a means of combining the

range and sample sizes of quantitative research with the ability to canvass opinion

in real time.

The structure of qualitative research

involves a number of phases. The ﬁrst

is brieﬁng from the client on objectives.

The researcher then determines who the

study should target and in what format

contact should take place. The drafting of

a screener questionnaire is geared to ask a

combination of open and closed questions

in order to ascertain that the right individuals are being asked to take part in the

study. Once groups or individual depths

have been scheduled, ﬁeldworkers canvass

people’s attitudes in a variety of forums.

After ﬁeldwork and data gathering have

been completed, a period of analysis occurs

which involves sifting through the data,

which include interview transcripts and

more informal inputs, such as scribbled

notes. Finally, there is a debrieﬁng phase

in which the study results are delivered in

a presentational format. A qualitative research project typically takes six weeks

or so from commissioning to the ﬁnal debrieﬁng.

Qualitative research is mainly used to

gather evidence, to test out theories, and

provide more nuance to the research study.

Qualitative research can work in three

main ways:

• Diagnosis, which provides a depth of understanding of a present state of affairs,

for instance, why a brand launch has

failed or why people lapse from using a

brand after a certain age.

• Prognosis, in which audiences or customers provide responses to options, plans,

and proposals.

• Creativity where respondents are used

as sources of ideas, innovation, and inspiration. This is often the case where

the client wants to make a more radical

change, either by inventing new prod-
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ucts, carving out new categories, or revamping their products or programs.

Quantitative research generally has a

longer ‘turnaround’ time than its qualitative counterpart. Quantitative research can

take from four to twelve weeks from the

point of commissioning to the ﬁnal debriefing phase. Quantitative teams are around

the same size as those used for qualitative,

though the interviewing itself may often be

outsourced to logistics companies for great

efﬁciency.

Most commercial research can be categorized into either tracking, ad hoc (custom),

or syndicated research. Tracking quantitative research (whether conducted continuously, monthly, quarterly) allows a company to follow the progress of initiatives

from measuring sales after product launch

to tracking recently released advertising

and other communication. This will typically involve measuring the same metrics

at regular intervals, often every quarter.

This allows manufacturing organizations to

check on the uptake of the product or the

susceptibility of prospects to communication. This type of tracking allows managers

to keep an eye on the performance of a

brand or levels of esteem in which a company is held. This allows the company decision makers to take appropriate actions to

correct suboptimal behaviours and ensure

key performance indicators.

A quantitative researcher typically employs several specialist techniques derived

from applied mathematics, such as regression analysis to understand what factors

are driving response or cluster analysis to

help with segmentation of a sample and

other techniques. Cluster analysis identiﬁes

segments of people who tend to respond in

a broadly similar way, similar enough to be

targeted with the same message or product

proposition. Correlation analysis helps researchers understand which variables are

related and how to know the strength of

the relationship. Regression analysis shows

the relative contributions of different issues

to particular outcomes. This, in turn, helps



clients to prioritize investments – such as

allocation of media spending or where

to invest to maximize customer satisfaction – and addresses other aspects of the

marketer’s problem-solving brief. Quantitative research can be utilized to address a

diverse range of topics such as advertising

awareness, brand choice, product purchase,

customer satisfaction, and employee motivation.

Quantitative research is not immune to

criticism. Its reliance on statistics as a silver

bullet or panacea has come under attack.

For example, David Boyle in his book

Tyranny of Numbers: Why Counting Can’t

Make Us Happy argues that an obsession

with numbers now blights modern society and makes grappling with real issues

more difﬁcult. He suggests that there are

things that cannot be measured and cites

examples such as Jeremy Bentham’s experiments in utilitarianism as cases that make

nonsense of the notion of measurability

improving our welfare or understanding.

Nassim Nicholas Taleb in his 2007 book The

Black Swan: Fooled by Randomness argues

that the world is changed most by highly

improbable events (e.g., 9/11 or the success

of Google) and yet the statistics discipline

excludes these ‘outliers.’ The upshot of this

is that we are lured into giving too much

credence to extrapolating constructs such

as ‘bull market’ that do not always have

sound empirical or predictive basis. In

short, numbers can fool us into thinking we

know more than we do.

Quantitative research uses the unit as

the basic means of counting. This could

be an individual but could equally be a

couple or a household. Questions must be

exactly the same for everyone. Questions

are mostly structured or semi-structured in

format (but can also be open). Sample sizes

must be big enough to be meaningful (i.e.,

quantiﬁable). Broadly speaking, qualitative research is good for uncovering the

factors underlying a topic and quantitative

research for ranking those factors. In sum,

quantitative and qualitative approaches are

two aspects or modalities of the same in-
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stinct and meet the same need – to ﬁnd out

what is going on in an area of human activity or marketplace and to better understand

the relevant context. Both in their own way

keep actors and entities in touch with their

constituencies and contexts.

Chris Arning
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RACE AND GENDER DIVERSITY

IN THE MEDIA

[See also: Feminism; Representation]



Diversity, as it concerns race and gender in

the media, typically refers to the inclusion

of women and people of colour in news

and other media content, and to the equitable representation of these groups within

the media professions. Diversity in media

content and employment arose as a demand of popular liberation movements led

by women and various groups composed

of non-white persons, beginning in the

1960s and continuing to the present time.

These movements have sought to remove

discriminatory structures blocking women

and people of colour from achieving full

equality and social participation within

their societies. Structures of concern have

included not only legal, political, economic,

educational, and religious mechanisms, but

also the media, which are widely understood to be powerful tools for purveying

information, educating, shaping public

opinion, and setting agendas for public discourse and policy.

Women and people of colour formulated

their media-related critiques around sexist

and racist practices in the media. In relation

to media content, the focus was on persistent stereotyping, omission, marginalization and misrepresentation in both news

and entertainment genres. In the United

States, where there was a particularly vig-



orous movement to stop racist and sexist

media practices, civil rights and women’s

organizations focused on speciﬁc issues

like inadequate news reporting of race and

gender relations, harmful stereotypes in

television programming, and the general

omission of Black, Latino, Native American, Asian, and feminist perspectives. In

relation to numbers of professionals, both

women and racial minorities were few in

number before passage of the Equal Opportunities Act in 1972. Advocacy groups like

the National Association for the Advancement of Colored People (NAACP) and

National Organization for Women (NOW)

led campaigns to expand progressive race

and gender perspectives in both news and

television programming over the ensuing

decades. In addition, lawyers for these (and

other) groups worked together with labour

unions to legally challenge discrimination

based on sex and race.

The results have been mixed. All struggles by marginalized people against oppressive institutional practices bring about

a dialectical process that is typically long

in time frame and characterized by uneven

progress. In other words, at any given

moment, one ﬁnds both signs of positive

change and stubborn resistance (including

backlash). As a result of women’s and civil

rights movements, however, gender and racial diversity in the media is greater today

in several ways. In news, women presently

constitute about a fourth of the subjects in

major newspaper stories, and about a third
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of both print and broadcast reporters, according to the 2005 Global Media Monitoring Project. U.S. television programs today

feature women in major roles of many

dramas, and increasing numbers of women

are writing scripts, directing, and producing prime-time programs. Racial diversity

has also increased, particularly for African

Americans in dramatic television program

roles, and as actors and ﬁlmmakers. The

downside is that neither women nor people

of colour have achieved parity in terms of

representation in these professions, and,

more troubling, stereotypes persist in

several ways. Women’s victimization has

become a staple of both news reporting and

prime-time dramas, without accompanying

analyses (to explain why) or indications

of women’s long-standing efforts to stem

violence against them by men. AfricanAmerican men and other men of colour

are more likely to be depicted as criminals

in television dramas than white men, and

they are treated more harshly by reporters

in newscasts about crime than are white

men, according to numerous academic

studies. These are only a few examples of

problems that remain.

The situation is similar in other nations. Racism and sexism in the media

(at content, professional, and ownership

levels) are long-standing cross-cultural

problems that have been the focus of social movements for self-determination by

women and indigenous people within as

well as among nations. The internationality of these problems came to light in the

1970s, in relation to both the New World

Information Order debates, led by developing nations, and at a series of meetings

held by women during the UN Decade

for Women (1976–85). In the ﬁrst case,

leaders from Africa and other nations

of the global South charged the United

States and European news agencies with

dominating global news ﬂow and ﬂooding their nations with Western images,

values, and products, thereby extending

a system of neocolonialism and cultural

imperialism. Women’s complaints were
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that females appeared in less than 4 per

cent of world news (in the 1970s) and that

female stereotypes abounded in all media

genres. Remedies emerged that included

the creation of alternative media structures, including news agencies like Pan

African News Agency (PANA), Caribbean

Area News Agency (CANA), and several

Women’s Feature Service programs to provide coverage of issues from non-Western,

non-male perspectives. Within individual

nations, monitoring and advocacy groups

have set about creating more indigenous

media and increasing gender-sensitive

news and other media content. South Africa since the early 1990s – that is, after

apartheid – represents a particularly good

example of women organizing across racial and class lines to monitor news and

other media, to train journalists and news

producers, and to establish new media.

Diversity initiatives led by women and

people of colour are presently shifting to

the macro levels of media ownership and

media policy. Since the 1990s, media ownership has become concentrated in fewer

and fewer hands in both industrialized

and developing nations. Powerful wealthy

media moguls, most of whom are Western

males of European heritage, oversee media

empires that include movie studios, book

publishing, newspapers, magazines, television stations, theatres, theme parks, and

many other products and services. These

corporate bastions present new challenges

by feminists and people of colour to gain

access to storytelling, image-making, and

jobs, the last of which are diminishing in

number. Media Reform Conferences, held

biannually since 2003 in the United States,

and the United Nations’ World Summit

for the Information Society meetings, held

in Geneva and Tunis in 2003 and 2005 respectively, are some of the events at which

diversity concerns associated with sexism

and racism in the media are being considered in relation to ownership and other

media governance policies.

Carolyn M. Byerly
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of amateur radio operators jamming the

airwaves. Fifteen years later, it revised the

legislation (Radio Act of 1927), creating a

Federal Radio Commission to supervise

radio operators in order to ensure that they

served the public interest and to standardize frequency designations. It was clear that

the era of radio broadcasting had arrived in

full force.



RADIO

Radio Broadcasting

[See also: Broadcasting; Communication; Marconi,

Guglielmo; Television]



Technologically, the term radio refers to the

transmission of sounds converted into electromagnetic waves directly through space

to a receiving device, which converts them

back into sounds. The invention of the radio is traced to the work of Nikola Tesla, an

American inventor from Austria-Hungary

who, in 1891, invented the Tesla coil, a type

of high-frequency transformer. In 1895, the

Italian-born engineer Guglielmo Marconi

(1874–1937) transmitted an electronic signal

successfully to a receiving device without

any wired connection. He called his invention a radiotelegraph (later shortened to

radio), because its signal moved outward

radially (in all directions). In 1901, Marconi invented an alternator appliance that

could send signals farther and with less

background noise. Between 1906 and 1910,

inventor Lee De Forest devised the vacuum

tube, called the Audion tube, improving

radio reception; Reginald Fessenden made

the ﬁrst radio broadcast from the Metropolitan Opera House in New York City

shortly thereafter. This new technology

opened up the path for the radio, known at

ﬁrst as the wireless, to emerge as a powerful

electronic mass medium, shaping trends in

society generally. Radio could reach many

more people than could print, not only because its reach spanned great distances, but

also because its listeners did not have to be

print literate.

In 1912, the U.S. Congress passed the

ﬁrst licensing legislation (the Radio Act of

1912) intended to address the problems



Evidence of a plan for radio broadcasting to

the general public is found in a 1916 memorandum (The Radio Box Memo) written by

David Sarnoff (1891–1971), who was an employee of American Marconi, the company

that would become the Radio Corporation

of America (RCA). In the memo, Sarnoff

recommended that radio be made into a

‘household utility.’ Several companies took

up Sarnoff’s idea of mass-marketing home

radios very seriously. Frank Conrad of the

Westinghouse Electric Corporation of Pittsburgh founded KDKA as the ﬁrst experimental radio station in 1916. The station’s

broadcast of the 1920 presidential election

results on 2 November 1920 is considered

to be the beginning of professional broadcasting. KDKA offered a regular schedule

of programming to the general public,

including entertainment programs and

recorded music using a phonograph placed

within the range of a radio microphone.

The station did not charge user fees, nor

did it carry advertising. Westinghouse saw

KDKA simply as an enticement for people

to purchase radios.

Other radio manufacturers followed

suit. Sarnoff himself opened stations in

New York City and Washington, DC, and

in 1926 he founded the National Broadcasting Company (NBC) with a cross-country

network of local stations. The Columbia

Broadcasting System (CBS) radio service

was established shortly thereafter in 1928,

becoming a leader in the broadcasting industry over the subsequent ﬁfty years.

According to estimates by the National

Association of Broadcasters, in 1922 60,000
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households in America had radios; by 1929

the number had topped 10 million. But

the sale of radio receivers could not cover

the costs of broadcasting. The only viable

solution for the economic survival of radio

broadcasting was advertising. The conﬂuence of advertising with radio programming was the event that transformed mass

the evolving media culture. There would

be no national non-commercial radio network until the establishment of National

Public Radio (NPR) in 1971, well after the

golden age of radio. In Great Britain, on

the other hand, radio owners paid yearly

licence fees, collected by the government,

which were turned over (and continue to

be turned over) directly to the publicly run

British Broadcasting Corporation (BBC).

Radio broadcasting reached the pinnacle

of its popularity and inﬂuence during the

Second World War, when American reporter Edward R. Murrow (1908–65) changed

the nature of news reporting with his eyewitness descriptions of street scenes during the German bombing raids of London,

which he delivered live from the rooftop of

the CBS news bureau there. The immediacy

of such reporting was powerful. Aware of

radio’s emotional power, American president Franklin D. Roosevelt was the ﬁrst

politician to use radio as a propaganda

tool, bypassing the press and directly addressing the American people with his ‘ﬁreside chats’ during the Great Depression.

Radio broadcasting started losing its mass

audiences to television by the late 1940s,

morphing into an information- and musicbased medium. In 1948, the DJ radio era

took off, with Top 40 radio becoming the

most popular type of radio format in 1955.

Today, radio broadcasting consists

mainly of the news, music, sports, and talk

genres, thus catering to niche audiences. In

1996, Congress passed the Telecommunications Act, allowing for consolidation in

radio ownership across the United States.

Satellite and Web-based radio programs

emerged in 2002. File sharing and online

radio programs have now become highly

popular, revitalizing radio somewhat.
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Overall, radio is a medium for specialized

purposes – people listen to it in their cars

or in their ofﬁces (or other places), as they

do something else. Radio stations thus typically present trafﬁc information regularly

interspersed throughout their broadcasts or

present music of various styles.

Radio Genres

Because it reached large numbers of people, from the 1920s to the early 1950s radio

became the ﬁrst electronic mass medium.

At ﬁrst, radio programming simply adapted the traditional stage, vaudeville, and

pulp ﬁction genres, modifying them to its

particular audio-oral characteristics and

producing the ﬁrst widely popular dramas,

action serials, situation comedies, soap

operas, and comedy-variety programs that

deﬁned American pop culture. It modelled

its news coverage on the format of daily

newspapers. Radio announcers would simply read articles from the local newspaper

over the air. As people became bored with

this, editing the news for oral delivery

started occurring. As a result, newscasting

became its own genre.

The sitcom is often pegged as being the

ﬁrst radio-created genre. But this is not

completely accurate. The sitcom (‘situation

comedy’) was an adaptation of an improvised form of vaudevillian comedy skit

routine that, itself, traced its roots to the

Commedia dell’Arte – a type of improvised

comedy that arose in Italy in the sixteenth

and seventeenth centuries characterized by

a recurring comedic plots and stock characters. It was a highly popular form of ‘street

theatre,’ as opposed to the more serious

theatre of the court. Common folk came out

in ﬂocks to see Commedia performances

because they dealt with common situations,

such as love affairs, betrayal, friendship,

and the like, in a farcical and often hilarious way. The actors used makeshift stages

in piazzas. The script was called a scenario

(an outline of a basic plot), and the characters wore masks to bring out their personalities visually. The same actors played the
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same roles, improvising as they went along

according to audience reactions. Some of

the characters, like Harlequin the clown

and Pantaloon the old man, became so

popular that many people wore their particular masks at carnival time.

Radio sitcoms had many of the same

features of the Commedia, except that the

scripts were ﬁxed. They explored love and

romance in the home, the workplace, and

other common locations in a comedic and

often farcical manner. They took the script

of everyday life and turned it into a ﬁctional radio comedy. The ﬁrst widely popular sitcom, which premiered in 1928 on

NBC, was Amos ’n’ Andy, in which actors

performed the roles of African-American

characters in outrageous caricature. The

Goldbergs (1929–50), Life with Luigi (1948–

53), and other sitcoms based on family life

dealt with another social situation of the

era – immigration. Lucille Ball’s My Favorite

Husband (1948–51) was an exception to the

standard sitcom fare, developing the artistry of the genre considerably, by injecting

into it Commedia elements such as the battle between the sexes, neighbour conﬂicts,

and other mundane situational themes.

Variety shows, taken directly from stage

vaudeville, were also popular adaptations

of early radio. Radio stars such as Jack

Benny, Fred Allen, and Edgar Bergen were,

in fact, vaudeville actors and comedians

who made the transition over to radio. A

variety hour consisted typically of short

monologues and skits, alternating with

musical acts.

Radio drama also became highly popular, using one of two formats – anthology

and serial. The former consisted of stagetype plays. It included Mercury Theater on

the Air (1938–41), created by Orson Welles,

and Theatre Guild of the Air (1945–54). The

serials, on the other hand, consisted of the

same characters, situations, and settings

involved in similar plots week after week.

These included urban police dramas, such

as Gangbusters (1935–57), private eye mysteries, such as The Shadow (1930–54), and



westerns, such as The Lone Ranger (1933–

55). A highly popular type of serial, called

soap opera, was broadcast on a daily basis

during the afternoon, being aimed at a

female audience. It was so named because

soap and detergent manufacturers sponsored many of the programs. Consisting of

continuing episodes (seemingly without

end), the soaps explored romance, friendship, and familial relations in emotionally

involving ways. People felt as if they were

listening in to an ongoing situation in other

people’s lives, becoming intimately familiar

with the characters of the soaps. The invention of the soap opera is credited to Irna

Phillips in Chicago during the 1920s. The

ﬁrst true soap opera is generally considered

to be Painted Dreams, which premiered in

1930. It ﬂopped, but its successors, such as

The Guiding Light, Backstage Wife, and The

Romance of Helen Trent, became popular

across the nation. Much has been written

about the relationship between soap operas and gender stereotyping. Sufﬁce it to

say here that the soap opera was aimed at

women because they were the ones who

typically stayed at home in the radio era.

The fact that the soaps dealt primarily

with romance, however, should come as

no surprise and should not be attributed to

a gender bias. Romance has always been

a part of popular culture, aimed at mixed

(not gendered) audiences, from the medieval romances to the great romance novels

of the nineteenth century.

In the area of news reporting, radio offered not only simple readings of printed

news, but also live coverage of some events

– something that newspapers could not do.

As a consequence, print journalism became

a supplemental medium to radio, focusing

on in-depth coverage and editorial opinion. Today, radio continues to be a primary

source of the news. So-called ‘drive time’

(7–9 a.m. and 4–7 p.m.) – when many people drive to and from work – has become

radio’s prime time. Programming during

this time consists mainly of trafﬁc bulletins, weather reports, breaking and current
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news items, time checks, and the like. Some

stations have ‘news-only formats,’ reﬂecting the radio’s evolution into a medium for

niche audiences. National Public Radio’s

All Things Considered (1971–) and Morning

Edition (1979–) were developed as morning

and evening ‘on-air newspapers’ for sophisticated audiences.

Radio has always been a promoter of

trends in pop music. The jazz, swing, rock,

and hip-hop movements spread originally

through radio, spurring consumers to buy

records. And, last but not least, radio has

always been a perfect medium for ‘talk.’

The early talk shows were really no more

than commentaries on current affairs. But

they soon evolved into gossip programs.

The talk show is now one of the most popular of all radio genres.

Radio and Advertising

The newspaper was the ﬁrst medium to

rely on advertising in the late eighteenth

century. The same kind of pattern occurred

with radio. Even an entire genre – the soap

opera – was named for the type of advertiser that sponsored it. However, at ﬁrst,

there was resistance to the use of the radio

for commercial purposes. In fact, in 1922,

when the ﬁrst radio commercial advertisements (known simply as commercials)

were aired on station WEAF, there was an

uproar. But the uproar quickly subsided,

as people became accustomed to the commercials. Stations often sold advertising

agencies full sponsorship, which included

placing the product name in a program’s

title, as for example Palmolive Beauty Box

Theater (1927–37) or The Texaco Star Theater

(1948–53). The ratings system came into

being from the sponsors’ desire to know

how many people they were reaching. In

1929 Archibald Crossley launched Crossley’s

Cooperative Analysis of Broadcasting, using

telephone surveys to assay daily estimates

of audience sizes for radio networks. The

A.C. Nielsen Company was founded shortly thereafter in the mid-1930s, becoming the
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main radio ratings service. The ratings were

used to help set the price of commercials

and, ultimately, to determine whether the

program would stay on the air. Only public

radio stations have remained exempt from

the ‘ratings game,’ since they are ﬁnanced

by government subsidies, individual donations, and various corporate grants.

As mentioned, radio introduced the commercial into advertising – a mini-narrative

revolving around a product or service.

Early commercials consisted of pseudoscientiﬁc sales pitches, satires of movies,

and memorable jingles. They became so

familiar that they helped create the ﬁrst

ﬁctitious advertising personalities, from

Mr Clean (representing a detergent product

of the same name) to Speedy (a personiﬁed

Alka-Seltzer indigestion tablet). The jingle

became a source of recognizable tunes

throughout society, from Mr Clean in a just a

minute (for the Mr Clean detergent product)

to Plop, plop, ﬁzz, ﬁzz oh what a relief it is (for

the Alka-Seltzer stomach product). Various

jingles, in fact, became hit tunes on their

own.

At ﬁrst the commercials were delivered

at the beginning of a show and often at

the end. Gradually, they were interspersed

throughout a program, usually prefaced

with an announcer telling the listeners ‘We

pause for a brief commercial announcement.’ It was from this standard statement

that the term commercial comes. Radio advertising can reach people as they do other

things, such as driving a car or working.

Advertisers can also stylize their commercials according to audience demographics.

By selecting the station in this way, advertisers can reach the people most likely to

buy their products directly, creating commercials suited to them in terms of content

and style.

Even in today’s TV and online world,

radio remains a widely-used medium,

converging with the other media in a complementary manner. When it was the main

mass medium, people sat around it at various times of the day in their homes. The
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voices that introduced programs and the

voices of the actors on the programs were

recognized throughout society. In a phrase,

radio revived a kind of (tribalistic) ‘orality’ (based on the human voice) as a mode

of mass communication. Orality has great

emotional appeal. When we listen to the

modulations of the human voice, without a

visual component, we are greatly affected

by its emotional qualities. Reading and

writing activate linear thinking processes

in the brain because printed ideas are laid

out one at a time and can thus be connected

to each other sequentially; orality, on the

other hand, is inextricable from the people

speaking.

Radio broadcasting has inﬂuenced and

even changed social life wherever it was

introduced. By bringing the arts directly

into homes it democratized aesthetics. Historically a privilege of the aristocracy (or

the cognoscenti), the arts could be enjoyed

by anyone, without having to go to the concert hall or the theatre. The parallel growth

of network radio and Hollywood cinema,

both of which were launched as mass commercial enterprises in 1927, created an

unprecedented mass culture for people of

all socio-economic classes and educational

backgrounds. In the internet age, radio has

shown itself to have great resilience. Digital

satellite radio stations, such as XM and

Sirius, are showing that the radio is not yet

a relic. It may have come down from its top

perch, but it continues, nevertheless, to be

an integral part of mass culture.

Marcel Danesi
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RADWAY, JANICE (b. 1949)

[See also: Feminism; Race and Gender Diversity;

Romance Fiction]



Janice Radway is a professor in Duke

University’s literary studies program. She

is acclaimed as a leader of post-feminist

thought (a school that sees women’s sexuality and romantic ideologies as part of the

process of gaining liberation, not as part of

a patriarchal system), studying women’s

textual preferences, and the power of

female-directed texts to give women assertiveness. Among her most inﬂuential works

are: Interpretive Communities and Variable

Literacies (1984) and Reading the Romance:

Women, Patriarchy, and Popular Literature

(1987/1991).

Radway received her BA from Michigan State University in 1971, her MA from

the State University of New York at Stony

Brook in 1972, and her PhD from Michigan

State University in 1977. Before going to

Duke, she taught in the American Civilization Department at the University of

Pennsylvania, where she also served as editor of the American Quarterly. Her research

interests include the history of literacy, particularly as it bears, and has borne, on the

lives of women.

Radway’s reputation lies primarily on

her widely cited book on women’s literature, Reading the Romance. Her analysis of

women’s romantic literature is an example

of what has come to be known as ‘reception

theory’ in media studies. This emphasizes

the reader’s reception of a text – which can

be negotiated or even oppositional. In this

framework, the reader is not viewed as a

passive absorber of textual content, but

rather an active contributor to its meaning.

The sum total of meanings produced in

this way lead to the text’s overall reception

in a culture. In reading romances, Radway

found that women readers found the act

of reading pleasurable in itself, above and

beyond what society had to say about such

works. The romantic narrative, she claims,

has appeal because of its predictable struc-
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ture, which somehow taps into women’s

imaginations. This consists of the following

three main features:

• an opening section that presents a tense

situation;

• an intermediate intervention section that

brings about and explains the ﬁnal situation;

• a ﬁnal resolution of the initial tension.

The traditional romance narrative unfolds as follows. The heroine rejects her

comfortable background to follow a man

whom she thinks has romantic and sexual

interests in her. At ﬁrst, she reacts antagonistically to his advances and a ‘tense situation’ is established. Intervention then follows, as the heroine and her lover become

separated, leading to her rejection of her

own antagonism, especially after the lover

shows kindness and tenderness towards

her. Eventually, he declares his love for her

and they are happily reunited.

At ﬁrst, it would seem that such narratives are designed to maintain existing

patriarchal views of love and romance.

However, Radway emphasizes that one

must differentiate between any purported

ideological formatting of text, the meaning

of the narrative as it is received by women

readers, and the signiﬁcance itself of this

reception. Radway suggests that there really is no ideology behind such texts, since

women themselves have always read them

as forms of ‘escapism’ from domestic pressures, even if they might feel guilty about

it. In effect, women readers form ‘interpretive communities.’ The ﬁctional text

encourages women to think that marriage

and motherhood, for example, do not lead

to a loss of their identity. The promise of

romance provides them with the escape

they need and an opportunity to give vent

to their sexual and romantic feelings. This

kind of reading activity is compensatory,

Radway claims, because it allows women

to focus on themselves and to establish

their sexual identity through imaginary

means. In sum, women do not read ro-
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mances passively; they develop their own

readings of them. Such reading constitutes

empowerment, allowing women to actually

change their lives if they so wish.

Angela Palangi
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RATINGS

[See also: Audience Research]



The term ratings has two meanings in media studies. It refers to: (1) the system of

identifying programs and movies according to content with recommendations for

appropriate audience (G rating, PG rating,

and so forth); and (2) the science of estimating the size of a radio or TV audience for

a program of series, the results of which

are used by broadcasters and sponsors

to determine how many people they are

reaching.

Traditionally ratings have been used for

movies and television programs (although

they have also been occasionally used for

other media). In the United States, the

Motion Picture Association of America

(MPAA), founded in 1922, is responsible for

movie rating system currently in use. As

can be seen in Figure 1, it is based on age.

TV broadcasters generally oppose government-legislated regulations, claiming

that these interfere with their right to freedom of expression. The U.S. Congress and

citizens’ groups, however, claim that the

airwaves are public property, and thus that

the government does have the right to create appropriate regulations. As a compromise, in 1997 television and cable networks

adopted a voluntary ratings system, much

like the MPAA system for movies, which
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received FCC (Federal Communications

Commission) approval in 1998. The purpose of the system is to inform viewers of

the suitable audience for a certain program

based on its content – for example, G (suitable for all audiences), Y7 (inappropriate

for children under age 7), and MA (for mature audiences only). The rating may also

indicate the nature of the content, such as V

for violence or L for indecent language.

The second use of the term ratings applies to the use of scintiﬁc methods for

measuring the success of a TV program or

series. This is typically done by measuring

the percentage of all households that are

tuned to a particular program – known as

the share. Nielsen Media Research has traditionally ranked as the main national audience measurement service in the United

States, providing television stations and advertisers with information about share and

with data about viewing audiences, such

as their age, income, education, sex, and so

on. Today, the Arbitron Ratings Company

is the leading service at the local level. It

uses techniques similar to those of Nielsen.

A national audience survey typically consists of 5,000 households. The households

are paid a small fee for their availability.

The premise is that this is a sufﬁcient

sample to indicate the viewing habits of

the entire country. The primary method of

collecting data is that of viewer diaries, in

which viewers annotate their viewing hab-



its. The ratings researchers may also use a

device to measure a TV audience, known

as the People Meter, which resembles a

remote-control unit. Household members

are asked to press an assigned key on the

meter. This indicates who is watching a TV

program. The meter thus makes it possible

to register the age and gender of a viewer.

Historically, market researcher Arthur

Nielsen (after whom the Nielsen ratings

are named) developed the ratings system

during the 1930s for radio programming.

In 1950, he used the same system to rate

television viewing habits. Today, with new

technologies, the Nielsen system has been

updated to provide ‘streams’ of data in

order to take into account delayed viewing

patterns.

Since viewers are aware of being part

of a survey, it is claimed that the ratings

system used by Nielsen can lead to ‘experimenter bias’ whereby the viewers will

try to adjust their habits in ways that they

think are appropriate to the research itself.

Another criticism of the Nielsen ratings

system is that it does not usually measure

viewing habits outside of the household

environment – in dormitories, at airport

terminals, and so forth – which may have

signiﬁcance in determining program

popularity. Since the advent of internet TV,

Nielsen has expanded its research methodology to include digital media. For this reason, Nielson developed NetRatings in 2007.

Today, a new type of rating has emerged.

Rating scales (from one star to ﬁve stars) are

used commonly to provide indications of

consumer opinions of products on various

sites, such as Amazon.com, TV.com, Ratings.net, and Criticker, which uses a rating

scale from 0 to 100. Ratings.net also allows

users to rate products in terms of different

qualities and performances (such as those

on YouTube). Such ratings are not as ‘scientiﬁc’ as Nielsen ratings, since they provide

no demographic data. Nevertheless, they

constitute a basis upon which people can

present their opinions to others. The greatest weakness of online ratings is that they

represent the opinions mainly of those
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inclined to submit ratings in the ﬁrst place.

Thus, they may not be representative.

Marcel Danesi
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REALITY TV

[See also: Television; Television Genres; Television,
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Factual programming is arguably the area

of television culture which has seen the

most signiﬁcant changes in recent years.

The emergence of new terms such as the

‘docusoap,’ ‘popular factual programming,’

and reality TV indicates this shift, and

these changes have attracted much comment from critics, academics, broadcasters,

and viewers. With new forms of programming jostling for space within the category

of factual programming – a category which

once meant television news, current affairs,

or documentary – it is true to say that not

everyone has seen this as a welcome development in television culture. As Richard

Kilborn (2003: 1) explains:

In the eyes of some, much of what has

occurred in the domain of factual television is indicative of a more general

cultural malaise. Programming that

allegedly makes few demands on its

audience is now seen to dominate the

schedules of mainstream broadcasters,

while programmes that stimulate debate

or provide some form of cultural enlightenment are, it is claimed, a much less

visible presence.

With changes in factual programming

cast as evidence of a wider ‘dumbing

down’ of cultural life, many critics have

pointed to the signiﬁcance of the contemporary television environment in explain-
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ing these shifts. In the multi-channel landscape, the commercial pressures on broadcasters have become increasingly intense,

with a much larger number of channels

competing for their audience share. The

commercialization of television has also

seen the gradual erosion of public service

broadcasting as the dominant framework

in many national contexts. Within this environment, the pressure to attract audiences

with popular formats has placed a premium on audience accessibility – and the importance of programs explicitly designed to

entertain, rather than educate and inform.

At least in terms of ‘event’ formats such as

Big Brother, Survivor, Pop Idol, American Idol,

or The Apprentice, reality TV also speaks

more widely to how broadcasters are trying

to capture audiences in the multi-channel

universe. ‘Event’ programs are not only a

way to help a ‘channel stand out from the

crowd’ (Bazalgette 2001: 20). Reality TV has

also been a key site upon which television

has aimed to encourage the development

of the interactive audience. This is equally

a strategy to hold onto the viewer in a

climate where channel – or even program –

loyalty can no longer be assured.

Deﬁning Reality TV

From the perspective of television, media,

and communication studies, reality TV has

represented a visible site for exploring and

debating many aspects of contemporary

television, ranging from the economic

signiﬁcance of the format, the global circulation in format trade, television interactivity, television celebrity, to the politics of

representation (gender, class, ethnicity, and

sexuality). But genre is equally pertinent

here as there is always some difﬁculty in

deﬁning exactly what is meant by the term

‘reality TV.’ As Graham Barnﬁeld (2002: 49)

commented: ‘Over the last decade, such a

wide range of productions have been categorised as reality TV that one wonders if

the term is too general to be helpful.’ In the

1980s and 1990s, attention was focused on

‘real crime’ television, and in the United
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States, NBC’s Unsolved Mysteries (1987)

is seen to have led the way. This was followed by a number of programs focusing

on the work of the police and emergency

services (which offered fast-moving, actionpacked sequences as a key appeal). A similar history has also been reported in the

UK (see Dovey 2000). In Britain, real-crime

programs such as Airport (1996), The Cruise

(1997), Driving School (1997), Vets in Practice

(1997–2002) and Airline (1998–) combine an

interest in an ‘observational’ perspective on

everyday life with the narrative structures

and characterizations of soap operas. In the

‘game-doc’ phase, factual programming

increasingly incorporated elements of the

game or talent show (e.g., Big Brother, Survivor, The Amazing Race, The Apprentice, Joe

Millionaire, I’m a Celebrity … Get Me Out of

Here! Dancing with the Stars, American Idol).

In the period 1999–2001, with the success

of Big Brother and Survivor, the term reality

TV gained a wider currency in the press,

television viewing guides, and everyday

conversation.

But it is still quite difﬁcult to isolate the

attributes that link the range of programs

associated with the ‘reality’ label. Some

consist of self-enclosed episodes, while

others adopt an ongoing serial structure.

Not all employ a similar low-grade ‘reality’

aesthetic, and some make greater use of the

hand-held camera, montage sequences, and

musical cues. Not all shows pivot on the

spectacle of placing the self under pressure

in a television environment (real crime TV

aims to follow rather than directly precipitate action and retains a distance from its

subjects), and not all shows involve a relationship between interactivity and eviction,

fostering a combination of cooperation and

competition between contestants and handing part of the narrative control to the audience. Furthermore, given the rise of interest

in ‘celebrity’ reality TV, not all shows are

based around the claim to display the experiences of ‘ordinary’ people. Finally, it is

useful to note that the term ‘reality’ is used

in different ways in different national contexts. For example, in the United States, a



program such as Who Wants to Be a Millionaire could be classed as ‘reality’; in Britain,

where the show was devised, it would be

called a quiz show.

This points to the fact that genres are

not only deﬁned at the level of the program text. Recent work on television genre

has emphasized how generic categories

need to be understood as intertextual,

operating at the level of relations between

texts, as well as in the material which circulates around them. Genres also operate

within the reviewing practices of critics,

the opinions of audiences, and the production and marketing strategies of the television industry (see Mittell 2004). Thus, we

might look at how programs are promoted

and reviewed, as well as how they are

discussed by audiences and contestants.

For example, given that reality programming has often been condemned by critics

for lowering television standards (and for

having a low cultural value), it is notable

that the term is often used to judge and

evaluate programs. A British critic in The

Observer discussed the program Wife Swap

(which began in the UK in 2003 on Channel 4), in which two women swap homes

and families for two weeks and the viewers watch what transpires:

‘Channel Four argues that Wife Swap is

serious factual programming that examines social issues,’ says one industry

source. ‘In fact, it’s “Reality” – salacious

tabloid crap.’ But even here, opinions

may vary. The New Statesman described

Wife Swap as ‘the most important documentary series of the decade.’ (Robinson

2004: 18)

As we can see, the program is categorized as a ‘documentary’ or as reality TV

depending on the perspective and intentions of the categorizer. While it might be

suggested that all programs labelled as reality TV at least make a claim to being ‘unscripted,’ the nature of what we mean by

‘unscripted’ has been perhaps the key point

of contestation and debate where reality TV
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is concerned. Deciphering what appears

to be ‘unscripted,’ spontaneous, or ‘real’ is

central to the framework of viewing that

is encouraged by reality TV. Perhaps the

most that can be said in aiming to deﬁne

reality TV is that it represents, in the words

of Susan Murray and Laurie Ouellette, ‘an

unabashedly commercial genre united less

by aesthetic rules or certainties than by

the fusion of popular entertainment with a

self-conscious claim to the discourse of the real’

(2004: 2; my emphasis).

Factual Programming in a ‘PostDocumentary’ Context

The difﬁculties of deﬁnition here point to

what the documentary theorist John Corner

(2001) referred to as our ‘post-documentary’ context. He does not use the term to

indicate that documentary is now ﬁnished;

rather, he uses the term to signal the ‘scale

of [documentary’s] relocation as a set of

practices, forms and functions.’ Elements of

a post-documentary context include a borrowing of a ‘documentary look’ across different types of programming – something

which complicates the rules for recognizing

a documentary. Second, a performative,

playful element has emerged within popular factual programming. Program contexts encourage a self-conscious emphasis

on performance and self-display. Corner

positions these shifts under the umbrella

of the ‘documentary as diversion,’ where

the main aim is to deliver entertainment.

Indeed, one of the reasons reality TV has

generated such heated debate about the

current ‘state’ and future of television is

because documentary has traditionally

been positioned as a ‘serious’ genre and (in

the European context) a key form of public

service broadcasting. Even though ﬁction

has historically examined many serious social, political, and cultural issues, we tend

to associate ﬁction with ‘entertainment’

and the factual moving image with something more instructive. The rise of reality

TV has challenged these assumptions – to

controversial effect.
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The rise of popular factual programming

has often been discussed in the terms of television’s wider retreat from engaging with

the ‘public sphere.’ While the docusoap did

aim to take the viewer to real social relations which existed before the recording of

the program, the later game-doc formats

have unfolded within arenas constructed

solely for television, taking an acute interest in the performance of personal identity.

While Big Brother, for example, is still constructed as an opportunity for observation,

it is also understood (by program makers,

contestants, and viewers) as a performative opportunity in its own right. But with

programs such as Big Brother, it seems increasingly problematic to criticize them for

failing to live up to a documentary remit

when they are not claiming or aiming to be

‘documentaries.’ In this respect, while we

can certainly consider whether the rise of

popular factual programming has limited

opportunities for the commissioning of

more ‘serious’ documentary programs, it

is also important to judge these newer programs on their own terms – as hybrid texts

which clearly attract and appeal to audiences in new ways.

Case Study: Wife Swap

The format of Wife Swap was initially created by RDF Media for British television

before being sold to the United States and

other national territories. It involves, as

the opening voice-over to one edition explains, ‘two wives swapping lives, families

and lifestyles for two weeks to see what

they can learn about themselves. What is it

like [for a career woman to live] … with a

traditional man? How will a stay-at-home

Mum ﬁnd the business life?’ (TX, 11 April,

2004, Channel 4, UK). In this sense, the program partly sets itself up as a form of social

experiment and a learning process for the

participants taking part. At the same time,

it is over-determined by the framework

of the format, with the swap, and thus the

narrative, planned and constructed in such

a way as to create explosive conﬂicts and
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clashes. In terms of class identity and gender roles, the families are explicitly ‘cast’

as polar opposites, and the editing, which

cuts between the two households, deliberately sets up and exploits these differences

while inviting the viewer to judge each

set-up. (In the U.S. version, clashes are also

cast at the level of religion, sexuality, and

ethnicity, while gender and class remain

more prominent frames in the UK version.)

The women spend the ﬁrst week living by

their new family’s rules, while after ‘Rule

Change Day,’ they can alter the organization and running of the household, making

decisions about child discipline, decor, and

household chores. In the edition introduced

above, Margaret from Wolverhampton, a

‘stay-at-home Mum who has been raising

her eight children for 22 years,’ swaps with

‘self-made businesswoman and workaholic

Deirdre,’ whose three-year-old son Frankie

attends a nursery full time. Margaret is

married to Phil, a grumpy, penny-scrimping, ‘traditional man,’ while Deirdre’s partner Brian, a soft-spoken Canadian man, is

open to a more equal and modern division

of gender roles.

Fictional genres such as the soap opera

and the sitcom have certainly focused

attention on the family and the organization of gender roles within the domestic

sphere. But when compared to Wife Swap,

they have not trained such attention on

domestic responsibilities and the division

of labour within the home. As Helen Piper

observes of the program: ‘[A] [ﬁctional]

treatment that took seriously the domestic

everyday conﬂicts of two nuclear families,

would [n]ever make it further than a commissioning executive’s wastepaper bin’

(2005: 285). The fact that in the different

context of reality TV we are only too willing to watch this narrative indicates its investment in, and appeal to, the ‘real.’

For those concerned about shifts in factual programming, the idea of the format

has often been seen as a somewhat negative force – associated with overt producer

intervention in the name of entertainment

and the manipulation of the participants on



screen. For example, John Corner (2006a:

73) observes that by ‘deliberately intervening in the world in order to encourage an

entertaining drama of personal contrasts,

Wife Swap departs from conventional documentary practice and aligns itself with

the game show and with sitcom.’ At the

same time, he also acknowledges that ‘by

using real domestic settings and routines

it exposes some of the rhythms, tensions

and contradictions of everyday living and

indeed the structures of [gender], wealth,

class and culture, in ways not open to more

conventional documentary treatments’ (73; my

italics). We are certainly aware of the deliberate oppositional ‘casting’ of the families

and may also be suspicious about the degree of agency really exercised by the participants. Although the program involves

many ‘confessional’ moments from the

participants, it also claims to adopt a ﬂyon-the-wall observational style where overt

intervention on the part of the producers is

played down. Indeed, the production crew

are rarely seen or heard in the program.

This may lead us to question what role the

producers have in shaping the unfolding

narrative of decisions, changes, and

conﬂicts.

But Corner’s comments also indicate

how the program, by virtue of its format,

may actually offer us access to images, experiences, and perspectives not available

in either ﬁction or traditional documentary

forms. By the end of an episode of Wife

Swap, it is common for the program to apparently offer a perspective which supports

the ‘middle-ground’: working women

admit they need to spend more time with

their children, while house-husbands

emerge aiming to be more ‘manly’ and look

forward to a more ‘egalitarian’ division of

gender roles. But along the way, the pressure of the format produces some fascinating insights. For example, when Margaret

has to deliver a business presentation for

Deirdre’s company to a packed conference

room, she is quite clearly overwhelmed by

her own sense of personal satisfaction: ‘You

really are somebody here, whereas at home,
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I’ve always felt a bit forgotten,’ she says.

She goes on to explain how she would like

a part-time job to balance with her role as a

housewife and mother, but in a confession

to the camera she realizes, ‘But I need [husband] Phil’s support for that, and I haven’t

got that.’ Similarly, while the edition sees

working Mum Deirdre reduced to the

brink of tears as she realizes that she often

puts her job before her son, we also see her

admit, ‘I play with Frankie infrequently,

because if I’m brutally honest, I ﬁnd it boring … I don’t really know what to do with

[children].’

Rather than a necessary sign of trivialization and manipulation, it is also possible

to see the Wife Swap format as productive in enabling these moments. With real

women voicing their dissatisfaction with

traditional gender roles, this arguably has

a power which it would not have in ﬁction.

Furthermore, a more traditional documentary treatment would be interested in

extracting the ‘typical’ from the particular

here – using the families to examine wider

social shifts or issues. Yet it is precisely the

experience of the ‘pressure-cooker’ format,

isolating individuals in conﬁned situations,

which gives these moments their impact

and power. It also seems problematic to

suggest that because the format is focusing on individual families it has nothing to

say about the world ‘out there’ beyond the

boundaries of the television screen. After

all, feminist critics made clear many years

ago that the ‘personal is political.’ This in

itself draws attention to the gendered nature

of the debate surrounding documentary

and reality TV, and relies on the argument

that we have seen a shift from public to

private, from education to entertainment,

and from the weighty to the trivial. The implication here is that reality TV represents a

negative ‘feminization’ of documentary.

Viewing Reality TV: Selfhood and

Surveillance

The emphasis on reality TV as being more

contrived and constructed than traditional
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factual programming tends to imply that

documentaries once simply observed

and recorded life ‘as it happened.’ This

is clearly not the case, and there is a rich

heritage of debate which has interrogated

documentary’s claim to reﬂect reality (see

Winston 2000). From this point of view, it

might be suggested that the highly performative context of reality TV has at least

drawn attention to the constructed nature

of the real, offering a ‘refreshing change

from the more conventional kind of playacting, that of pretending that the camera

is not there and that the space of action is

purely naturalistic‘ (Corner 2006b: 95). In

fact, and particularly in the UK context, it

has been suggested that the rise of the later

reality formats was in part a response to

viewers’ rising scepticism about the ‘truth’

value of both the documentary and the

docusoap. There was a heated debate in the

late 1990s about fakery and deceit in a limited number of British documentaries and

docusoaps (see Winston 2000), and it has

been argued more widely that postmodern

thinking has encouraged us to reject the assertion that there can be any such thing as

‘truth’ through the eye of the camera lens.

Reality TV is certainly explicit about

its staging of reality. It incarcerates participants in a house, or drops celebrities,

stripped of mobile phones and other comforts, into the middle of the jungle, with

the clear intention to create conﬂict and

tension. But as the term reality TV evidently suggests, this is far from implying,

as the postmodern position may indicate,

that such programming has abandoned a

claim to the real. Indeed, it has intensiﬁed

it, shifting the locus of authenticity onto

the performance of self. (It seems to say,

‘yes the environment is constructed and the

characters are “cast,” but let’s leave “reality” to unfold and capture what happens.’)

In this sense, in playing to a potentially

more sceptical and media-aware audience, programs such as Big Brother and I’m

a Celebrity … Get Me Out of Here! involve

constant discussion of performance itself:

‘Does this look good on the camera?’ ‘Who
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is simply performing to get votes?’ At the

same time, these programs involve us in

the process of trying to decipher the ‘real’

within this space. As Annette Hill’s (2002:

324) audience research on reality TV has

explained, reality TV engages a

particular viewing practice: audiences

look for the moment of authenticity

when real people are ‘really’ themselves

in an unreal environment … [Capitalizing] on the tension between performance

and authenticity, [the programs] ask contestants and viewers to look for the ‘moment of truth’ in a highly constructed

and controlled television environment.

As this suggests, reality TV can be seen

as combining a postmodern scepticism of

the real, with a more modernist investment

in the real as both identiﬁable and desirable. In fact, across formats, the contestant

most likely to win a reality show is often

the one who is seen as most having been

‘themselves’ on screen (and never the contestant who has been seen to ‘play’ a good

‘game’). The fact that we seem to want to

reward people who appear to maintain an

authentic identity in a highly mediated and

‘close watch’ context may speak to the contemporary experience of surveillance.

In 1978 Christopher Lasch famously described our ‘culture of narcissism’ in which

social identity is constructed and afﬁrmed

by the ubiquitous presence of mediation.

As he argued (1978: 47):

Modern life is so thoroughly mediated

by electronic images that we cannot help

responding to others as if their actions

– and our own – were being recorded

and simultaneously transmitted to an

unseen audience or stored up for close

scrutiny at some later time … This all

seeing eye no longer takes us by surprise

or catches us with our defences down.

We need no reminder to smile. A smile is

permanently graven on our features, and

we already know from which of several

angles it photographs to best advantage.



This quote clearly anticipates the continued spread of surveillance culture, a

framework which has structured a number

of analyses of reality TV – especially Big

Brother (e.g., Wong 2001; Palmer 2002).

With the housemates surveilled twentyfour hours a day, seven days a week, Big

Brother has been read as a microcosm of

our surveillance society. And just as society

has put up remarkably little resistance to

the increasing surveillance of everyday

life, so we might note that reality TV has

done much to normalize and naturalize the

practice of surveillance. In fact, the concept

of entering the Big Brother house is generally understood as a special and privileged

space which people are eager to enter.

Upon leaving, many contestants claim it

was the ‘best’ experience of their lives.

Celebrity and Reality TV

Reality TV plays out the contemporary

sense that celebrity is the ultimate way of

validating one’s own identity, and reality

TV has represented a key site for debates

about the status and future of modern

fame. Reality TV contestants have often

been constructed as epitomizing a celebrity

culture in which an ethos of ‘famous for being famous’ has regrettably triumphed over

the concepts of talent and hard work (see

Holmes 2004a). It would be an understatement to suggest that public voices have

expressed their disapproval for people who

have achieved public visibility and wealth,

without drawing upon entrepreneurial

skills, education, or obvious ‘talent.’

Reality TV might be seen as opening up

a wider range of roles for ‘ordinary’ people

on television, and it is true that members

of the public are no longer simply cast to

play the social ‘victim’ (in a documentary,

for example), or the ‘straight’ man/woman

to a dominant host (the quiz/game show).

But the extent to which reality TV fame is

necessarily new, or more ‘democratic,’ is a

more complex question. First, it is useful to

observe differences between programs. The

reality-pop programs, such as America’s Got
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Talent, Fame Academy, American Idol, and The

X-Factor, have launched music careers for

many contestants – with varying degrees

of success around the globe. On one level,

these shows are produced for a mediaaware audience which understands that

celebrity images are produced and manufactured to some degree. In the UK, the

programs make constant references to the

packaging and selling of the contestants.

But this is always accompanied by an emphasis on ‘specialness.’ In terms of insisting

upon an indeﬁnable sense of ‘specialness’

and charisma, the use of such phrases

‘you’ve got the X factor’ or ‘star quality’

have become something of a convention,

with the implication being that, in viewing

the show, we should look for these qualities too (see Holmes 2004b). The programs

seem to suggest that manufacture is a

necessary component in the fame-building

process, but that there must be the indeﬁnable magic of ‘star quality’ upon which to

build. The concept of grooming raw talent

has a long history in the construction of

stardom, and many of the myths used by

these programs are very traditional, dating

back to the construction of stars in the Hollywood star system (see Dyer 1998). In this

respect, the programs combine both ‘new’

and ‘old’ explanations of fame.

Big Brother may certainly seem less traditional in this respect. It appears to lack any

emphasis on the importance of work or ‘talent’ (Holmes 2004a). Overall, it is perhaps

more honest about the fact that obtaining

fame can simply be about being mediated –

being on TV. But the fact that a number of

contestants have gone on to jobs in the ﬁeld

of light entertainment (i.e., as presenters,

actors) questions the idea of a truly radical

break with the past. Furthermore, while

reality TV may appear to have promised a

more ‘democratic’ form of celebrity which

is open to ‘all,’ television producers clearly

retain their status as the gatekeepers of

fame. It is comparatively hard to get on Big

Brother (thousands of people apply), and

on a broader level, celebrity is by nature a

hierarchical system, separating out the few
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from the ‘rest.’ Much like power, fame can

never receive equal distribution. As Paul

McDonald (1995: 66) has observed, if we

were all famous, then no one would be famous, and this fact is worth some thought

in the face of arguments which insist on the

democratic nature of reality TV celebrity.

Global Formats

Finally, reality TV has done much to foreground the contemporary signiﬁcance of

format adaptation in contemporary television. Although the trading of formats

between different countries has occurred

since the earliest days of television (and

radio), the importance of the format has

undoubtedly increased. There are a number

of reasons for this, which include the increasing transnationalization of television

as well as the more competitive context in

which the medium now exists. Formats are

a ‘cost-effective way of ﬁlling schedules

with local productions rather than expensively produced locally produced drama’

(Steemers 2004: 174). Broadcasters are more

likely to be risk-averse in the multi-channel

environment – keen to capitalize on and

repeat successes which have been ‘proven’

elsewhere. Many countries have recognized

the success of formats such as Big Brother

or American Idol, and aimed to replicate

their popularity within different national

contexts.

Reality TV may be an example of the

increasing globalization of television –

which many regard as evidence of cultural

homogenization. As Silvio Waisbord (2004:

360) has asked: ‘What better evidence

of cultural homogenization than format

television? A dozen media companies are

able to do business worldwide by selling

the same idea, and audiences seem to be

watching national variations of the same

show.’ Yet he also goes on to argue that at

‘a deeper level … formats attest to the fact

that television still remains tied to local

and national cultures’ (360). Waisbord is

emphasizing here how formats are attractive to broadcasters because they offer an
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idea ‘tried and tested’ elsewhere, with the

possibility for ‘local’ inﬂection and adaptation. Scholars of format circulation are

thus interested in the processes of textual

adaptation: what can be learned about

national and cultural identity through ‘the

national colouring acquired by the translation’ (Moran 1998: 165). So, while a reality

game show may be structured by a format

which includes a written description of the

game and its rules, information about the

prize, set design, and visual style, as well

as information about software for graphics (Moran 1998: 65), there is still scope for

broadcasters to adapt a format to suit the

different cultural mores (or television systems) of different national cultures. For example, in certain Middle-Eastern versions

of Big Brother participants were segregated

by sex. Aspects of adaptation can also come

from the reactions of the contestants themselves. In the ﬁrst Spanish Big Brother the

housemates all united against Big Brother,

nominating each other equally so that they

were all up for eviction at once. The documentary Big Brother around the World (TX 20

June, 2004, Channel 4, UK), explains:

In a country still recovering from thirty

years of fascist rule under Franco, the

housemates refused to obey the dictates

of Big Brother … The Spanish [were] …

different with their reaction to authoritarianism. [There has been] this long period of the Franco government and Right

wing dictatorship and now the young

people are very much anti-authoritarianism.

Equally, differences can be more subtle in

nature. The British version of the U.S. program The Apprentice, in which candidates

compete to win a high-powered job with

a business mogul, is less openly ruthless

and capitalist in nature when compared

with the U.S. version. The British show

dispenses with the U.S. catchphrase, ‘It’s

not personal, it’s just business,’ and it is

less aggressive in encouraging the contestants to pursue a form of ruthless, unbridled



individualism. While the CEO in charge,

Alan Sugar, is certainly respected by the

contestants, he is not ‘idolized’ in the manner of the U.S. CEO, Donald Trump, and

the British program is more cautious about

celebrating evidence of Sugar’s extravagant

consumption (which in any case does not

exist on the same level as that of Donald

Trump). While the opening title sequence

of the American version sings about

‘Money, Money, Money’ and having ‘it all,’

the British version has no title sequence as

such, and the American version makes a

much greater use of dramatic music and

slow-motion footage to mediate tense moments. The differences here are complex:

after all, both the United States and Britain

are advanced capitalist nations, structured

by the values of capitalism and individualism. But the idea of working hard, being

the ‘best,’ rising to the top, and enjoying

the fruits of one’s achievements clearly

speaks to a version of the American Dream,

suggesting that The Apprentice might connect more closely with American cultural

values than British.

But while the U.S. version of The Apprentice may launch images of business

dominance and the United States as a

world power, the quiz show has also been a

site upon which changing trends in format

trade have emerged. The global success of

Who Wants to be a Millionaire (beginning in

1998 in the UK) and Big Brother (beginning

in 1999 in Holland) began a trend which,

to some degree, has broken the American

dominance of the format market, with

Western Europe, Australia, and New Zealand all gaining a foothold here. This is not

to downplay the inequalities which still exist in the global trade of formats and other

audio-visual products (Waisbord 2004: 361),

but only to suggest that reality TV provides

an interesting case study to re-examine

how formats are being bought and sold in

world television markets. As Format News

commented, ‘these days a hit international

format is just as likely to have originated

in the UK, Holland, or even Israel as it is in

the US’ (Schreiber 2002: 2).
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The Future of Reality TV

When it ﬁrst emerged, many critics prophesied that reality TV would be a temporary

‘fad,’ but this essay has aimed to demonstrate how it is the result of wider shifts in

factual programming on television (which

are unlikely to be reversed). The form is continuing to evolve, with formats hybridizing,

combing, and innovating in new ways.

Given that reality television has prompted cultural debate about ‘taste,’ ethics, and

integrity in television programming, commentators have repeatedly forecast that

boundaries will be pushed more and more

in the pursuit of ratings. The BBC dramadocumentary If TV Goes Down the Tube

(TX, 21 March 2005, BBC2, UK) imagined a

situation in which a distraught teenage girl

hangs herself in a (ﬁctitious) reality show

called The Cage. The production team were

pictured looking on – wary about intervening lest they lose audience ratings – and not

assisting the girl until it was too late. While

it is the case that reality TV cultivates an

ever-increasing appetite for, and expectation of, escalating conﬂict and emotion on

screen, there is little evidence that these

grim prophecies have been, or will be, fulﬁlled.

Su Holmes
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RECEIVER VERSUS SENDER

[See also: Bull’s-Eye Model; Communication;

Communication Theory; Jakobson’s Model of

Communication]



In communication theory the terms receiver

and sender are used to indicate the source

and destination of a transmission of information. The receiver is the destination and

the sender is the source of the transmission.

Either one can be inanimate (radios and

radio stations) or animate (human beings).

In models of human communication,

such as the one by Roman Jakobson (1960),

the sender and receiver are renamed addresser and addressee to bring out the fact

that the communication event is bidirectional and interactive. In media theory, the

sender is generally understood to be the

maker of a media text (a TV program or an

advertisement) and the receiver the audience or consuming public. Between the

sender and the receiver is the code, or system of meanings imprinted in words and

symbols that determines the outcome of the

sending and the reception. One of the characteristics of any code is called redundancy,

a built-in ‘predictability feature’ that guarantees successful transmission even in the

presence of interferences of various types,

known cumulatively as noise. Redundancy

features ensure that a message has a high

probability of being received and deciphered even if noise is present. One such

feature is the high predictability of certain

sounds, like vowels, in words. For example,

the sentence My brthr stds mthmtcs, which is

lacking the vowels in its words, can easily



be reconstructed by a speaker of English

as My brother studies mathematics. Also the

high predictability of certain words in

many utterances is an inbuilt redundancy

feature of human communication: for example, Roses are red, violets are …

Marcel Danesi
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RECEPTION THEORY

[See also: Audience Research; Media Effects]



Reception theory, promoted mainly by Stuart Hall (for instance, Hall 1973), emphasizes the role of the reader or audience in

the reception of media texts, not the author

or the process itself. It is also known as

reader response theory. Its main tenet is that

a media text is successfully communicated

or not depending on audience reception,

not on any intrinsic merit it is deemed to

have by people other than the audience.

The audience reception can be preferred,

negotiated, or oppositional. The former is

the interpretation that the makers of a text

have attempted to build into it. Reception

in this case overlaps with the objectives

of the text maker. A negotiated meaning

is one in which the text is received only

in part as the makers intended it to be

received. Other parts are ‘negotiated’ by

the audience, who add or subtract meanings from it. In this case reception does

not coincide, but rather intersects, with

construction. Finally, audiences may read

a text in an oppositional fashion, rejecting

it or coming up with an interpretation that

is diametrically opposed from its intended

one. In this case reception diverges from

construction.
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Reception theory has shifted the focus

from authors to interpreters. The role of

audiences in this model is to add to the

overall meanings of texts. Those that accrue

over time are then worked into the text

in its cultural setting. In effect, the text’s

meaning is the result of authorship and reception; that is, the meaning of a text is not

inherent within the text itself, but, rather,

crystallizes from the relation that is formed

between the text and its readers. Unlike

traditional literary theory, which assigns

some ‘grand interpretation’ to texts, reception theory radicalizes the role of common

people, giving them the power to decide

what a text entails in both interpretive and

aesthetic terms.

Reception theorists identify various

types of readers: the imagined reader, who

is the reader imagined by the author; the

ideal reader, who is the one considered to

be the most competent one for the text; and

the actual reader. Reception theory also enlists psychology, in that it is concerned with

how meaning is created by, or in, the reader

through the process of reading.

Angela Palangi
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RECORDINGS

[See also: Broadcasting; Communication; MP3]



Recording describes the process of copying

mechanically or electronically some input

(vocal, musical, and so on). Recordings include print, images, and sound reproduc-
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tion. The Penguin New English Dictionary

deﬁnes recording as ‘a permanent account

of something that serves as evidence of it.’

Recordings have become important storage and reproduction systems. Because

they can be kept and archived beyond the

moment of capture, recordings enable us

to retrieve information and relive experiences many generations after the instance

of creation.

The development of human recording

capacity has certainly been a determining

inﬂuence on the development of media and

communications. The right to record and

entitlement to control the archives of recordings have always been contested. The

history of recordings has been a story of

societal development and power relations.

In the earliest documented human societies spoken language emerged as a means

of revering ancestors and of extending

and perpetuating group life. The ﬁrst cave

paintings or engravings were created during the Upper Paleolithic period (40,000 to

10,000 bce); at this stage pictographic recording was a crude representation of reality rather than an interpretive account of

it. Writing inscription is the oldest form of

human recording. The earliest writing using character codes for meaning dates back

earlier than 3000 bce. Peoples in Egypt,

Sumeria, and Pakistan recorded symbols

on clay tablets. Writing at this stage consisted of indentations made using a blunt

stylus and in its earliest stage of development was a vehicle for recording important

cultural concepts and events. Egyptians

chronicled the glories of successive pharaohs. Mayans recorded their cosmic belief

system. Mandarins in ancient China used

ideograms to record their laws.

The gradual consolidation of monotheistic religions helped elevate the importance

of writing. The medieval Church guarded

access to literacy and books. In the Islamic

caliphates, state calligraphers were commissioned to reproduce texts that promoted

orthodoxy. Islam in particular forbids depictions of prophets, so calligraphy ﬂourished as a means of glorifying important

ﬁgures through ornate text.
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Writing has undergone two principal

paradigm shifts. The ﬁrst was the development of the alphabet that abstracted words

as sound sequences from the concepts or

objects to which they referred. The second

was the invention of the printing press

in the late ﬁfteenth century century. This

enabled a massive proliferation of printed

texts, augmenting the power of the word

but making orthodoxy more difﬁcult to

maintain. The Reformation in Europe was

brought about by dissent over alternative

textual interpretations and disputes over

ecclesiastical monopoly over scripture. Ultimately the emergence of a literate public

caused massive social change, political

upheaval, and ultimately led to the age of

revolution.

Sound and image recording technologies developed in ﬁts and starts through

the latter half of the nineteenth century. In

1833 Nicholas Daguerre produced the ﬁrst

recognizable photograph by allowing light

to form an image on a copper plate coated

with iodine and sensitized silver. By the

mid-1840s the ability to freeze-frame accurate reproductions of buildings led to the

diffusion of this technology across France.

In 1881 the American inventor George

Eastman stumbled upon a technique for

inserting a ﬂexible spool that enabled multiple exposures. The burgeoning popularity

of the photo went hand in hand with the

rise of the bourgeoisie and construction

of the private sphere. The home became

the province of family remembrance with

souvenirs and photographs of ancestors

rapidly eclipsing portrait paintings as the

media of choice. The end of the nineteenth

century was a watershed. For the ﬁrst

time, industrial production turned towards

household consumer markets that until

then had not been exploited. This fed the

development of household goods that

adorned or enlivened home life. The appearance and profusion of sound recording

and reproduction at the turn of the twentieth century were due to a combination of

entrepreneurial impulse and social forces.

Impresario-inventers like Thomas Edison,



Emile Berliner, and Guglielmo Marconi

dedicated themselves to fathoming the potential of mechanical communication technologies. Initially, the quest was the novelty

of recording traces of sounds and to represent them visually – phonograph means

‘voice writer.’ It was some time before it

occurred to anyone to reverse the process

to reproduce sound. Early attempts used

techniques borrowed from photo-etching

technology by using acid to make undulations on a metal plate.

The earliest proper recording machine,

the phonograph, was invented by Edison.

It used a rotating foil-covered cylinder and

a stylus attached to a ﬂexible diaphragm.

The recorder spoke or sang into the horn,

causing the stylus to vibrate, thus inscribing a modulated groove into the surface of

the soft tin foil ‘phonograph’ cylinder. On

replay the modulated groove would cause

the stylus and diaphragm to vibrate, resulting in a sound wave being emitted from

the horn. Alexander Bell, Chichester Bell,

and Charles Sumner Tainter used a waxcoated cardboard cylinder. Emile Berliner

superseded both of these with his gramophone. The sound tracing was ﬁrst etched

side-to-side in a spiral on a zinc disc, then

this master was electroplated to create a

negative which could then be used to imprint copies in vulcanized rubber (and later

shellac) – a process better suited to mass

reproduction of musical entertainment. The

new equipment was originally conceived

as dictation ofﬁce equipment but was a

commercial failure in this guise. Rethinking

the new invention and repositioning it as

an entertainment item through jukeboxes

and phonograph arcades established a

market for private recordings. Berliner’s

gramophone company, headquartered in

Montreal, began an intense promotion of

the gramophone that highlighted the volume, endurance, and space-saving size of

discs as opposed to cylinders.

In North America and Europe the piano

had established music as one of the main

sources of family entertainment. The popularity of music hall and folk music that this
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stimulated also fuelled the popularity and

growth of the phonograph and gramophone. The gramophone spread a taste for

operatic and symphonic music to those

who could never have afforded to hear

live performance. It also spread different

sorts of jazz, blues, country, and a variety

of ethnic musical styles to a large number

of groups who would not otherwise have

been interested in them. Writers such as

William Howland Kenney argue that recordings of this era constitute collective

memories which when replayed conjure up

certain events, moods, and feelings. ‘Inevitably, then, the phonograph, not unlike the

slide projector, moving picture projector,

and VCR, offered a technological aid to

remembering. Phonograph records “froze”

past performances as engraved sound pictures: 78 rpm records offered Americans

memories of memories’ (Kenney 1999:

xvii).

The gramophone’s period of greatest

inﬂuence was from 1890 to 1940. From then

on, radio gained the upper hand though

the two technologies were complementary.

Recordings became the staple of radio

broadcasting while the radio became a primary medium of publicity for the gramophone record. A major breakthrough in

recording quality came in the 1930s with

the invention of the magnetic recording.

This was based on the principle of using a

current ﬂowing through a coil to create a

magnetic ﬁeld that would in turn magnetize a moving metal wire or tape endowed

with magnetic properties. On replay, the

magnetized tape moves across the head

gap of a similar head to that used in recording, inducing a current in the coil and

providing an electrical output. In the 1970s

BASF of Germany developed a chromium

dioxide formulation with better signal-tonoise ratios. This meant that magnetic taping technology became the industry standard. Vinyl discs, however, remained the

principal commercial playback medium.

Vinyl became the prime vehicle for recording, though this was due to capacity for fast

reproduction, which boosted revenues of
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the recording industry, more than because

of its improved sound quality.

The most important repercussion of

mechanical recording has been the gradual

separation of music from its live performance. Initially, recordings were seen as an

ingenious means of reproducing an event

to which the listener might not otherwise

have access. The performance thus became

de-contextualized and disembodied and its

replication became transportable into any

setting. This meant that anyone could enjoy

a Verdi aria or a Bach fugue – not just those

with the resources to afford a box at the

opera or a seat at the concert hall. As soon

as recordings came onto the scene a new

conception of ‘past’ and ‘present’ arose

which homogenized time and space. This

ushered in a shift whereby music became

less the preserve of a certain social class –

as it would have been when classical music

and folk music played to distinct audiences

– and more determined by generation. If

Beethoven and popular forms like ragtime

were both available on the same format,

this meant a levelling of status between

and across music genres. Theodor Adorno,

a critical theorist writing in the 1940s, resisted this trend, lamenting the vulgarity

of popular music that, through recordings,

had been accorded the same nominal status

as classical music. Adorno believed that

what he dubbed the ‘culture industry’ was

a capitalist ploy designed to propagate a

false consciousness in modern society. The

recording industry, he charged, churned

out prefabricated products that each deviated only superﬁcially from a formula designed to appeal to the lowest common denominator. Adorno argued that commercial

ethics compromised the aesthetic purity of

music by recycling pre-digested musical

themes that reﬂected social norms. Adorno’s powerful critique has been rehearsed

many times since, though it downplays the

improvisational brilliance of jazz, which

arguably restored for a time the primacy of

the performer.

The growing popularity of recordings

throughout the twentieth century changed
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the way people listened to music and what

they expected from it. On the one hand the

aura of the musician lessened in importance and it became more difﬁcult to be

idiosyncratically brilliant without any reference point. Listeners started to anticipate

certain notes and phrases, and recorded

music gradually became paraphrases of

previous recordings by a different set of

musicians. Recordings also changed the

nature of musicianship such that musicians

could listen to themselves for the ﬁrst time,

which would change the nature of interpretation. Musicians today are radically

different from those of the previous century

whose vocal or instrumental utterances

were able to seem totally idiosyncratic

without a corpus of previous recordings

against which to judge them. Recordings

also brought about an individualization of

listening patterns, shifting the locus from

the public space of the concert hall to the

private space of the parlour and living

room. This individualization has continued

into the digital age with the headphoned

sound bubbles of the Walkman and the

iPod.

Recordings are one of the deﬁning attributes of the digital age. The internet,

which is emblematic of the digital, is itself

one vast knot of media recordings. Any

contemporary account of recordings must

take into account the shift in technology

that has installed recording capability as

a default feature of all sorts of appliances.

This means that present-day recordings

are no longer purposeful but routine and

procedural. Recording is simply what digital ‘does’ in its normal mode of operation.

Recording is often now an indiscriminate,

unwitting by-product of simply using a

particular digital function.

Digital refers to media whereby information is encoded as binary language, as opposed to analogue representation of data in

variable, but continuous, wave forms. Analogue is recorded as continuous variations

in sound pressure. Digital on the other

hand registers the amplitude of sound only

at speciﬁc points but many thousands of

times a second, slicing it into a multitude of



tiny segments. On reproduction the digital

system then makes use of an error correction device that compares these recorded

segments with a time binary structure

which enables ‘re-clocking’ of uneven pulse

and elimination of distorted signals. This

digital data format makes for high-ﬁdelity

reproduction with minimal degradation

with each successive replication and enables durable storage. The paradigm shift to

digital was partly the result of the inherent

limitations of the analogue format. The

narrow dynamic range of analogue recording and the problem of sound distortion

eventually became a bottleneck that could

not be overcome. The level of compression

required in order to reduce distortion at a

particular ampliﬁcation did not allow any

further increase in sound quality. Digital

recording involves using a channel coding

system that converts a pattern of binary

data in the bumps on an optical surface

of a CD or magnetic ﬂux on a DAT tape

to equivalent outputs in the transmission

medium.

The digital interface has altered the way

music is made and tracks are put together.

Audio workstations such as Apple’s Pro

Tools allow immense ﬂexibility and control

over how and what the user can record.

The creation of aliases and different storage regions allow multiple sessions to be

recorded. Features such as grabbers, scrubbers, trimmers, zoomers, and selectors allow sound to be manipulated like paint on

a palette or canvas. Snatches of audio can

be cut and pasted into new positions, and

vocal passages grafted on top of each other

on a timeline to create harmonic variation. Timelines can be duplicated countless

times and customized to create a range of

mixes or overdubbed to create a more perfect version of a track. Creative scope has

also increased due to boosted storage capacity. Audio compression standards such

as MPEG have increased the capacity of minidisk and hard drive storage. They do this

by using powerful algorithms to distil ‘signal trafﬁc’ down by up to twelve times. The

algorithms exploit ﬂaws in human hearing

such that redundant sounds – those that
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pass beneath our sensitivity thresholds

and are thus undetectable anyway – can be

stripped out to lose data.

The upshot of this is that music producers have few limitations on their art. They

can produce tracks extremely quickly or

spend weeks creating as many reiterations

as their creative vision or commissioning

client demands. On the other hand, the

formidable array of sound design tools at

their disposal has forced the development

of special skills and disciplines. First, to

be fast and efﬁcient, producers need to be

able to see sound as well as hear it. A talent

for synthesis and composition has become

a most precious skill, and knowing what

goes together is as respected as singular

invention in the digital realm. The power of

digital manipulation has ushered in a need

for parsimony in what is recorded. Because

there is no limit to the number of sound

elements to be added, knowing when to

stop adding layers and limit the clutter

has become a vital part of the producer’s

repertoire.

Chris Cutler writes about sampling in

his article ‘Plunderphonia.’ In it he argues

that musical technology made sampling

inevitable and turned the computer into a

musical instrument. ‘What brought plundering to the centre of mass consumption

low art music was a new technology that

made sound piracy so easy that it didn’t

make sense not to do it’ (1994: 21). Technologically, sampling allows unprecedented

control, enabling recorded sounds to be visualized as waveforms and stretched, sliced

in half, and shifted to order. Artistically,

sampling transforms the act of production

into an act of critical consumption. For

Cutler, the rise of sampling simply brought

music into line with other art forms where

importation of ready-made materials into

artwork had long been common practice

through citation in pop art and modernist

literature. Sampling as we know it started

in the 1970s with rock artists such as Frank

Zappa, Brian Eno, and The Residents and

classical music ﬁgures like Stockhausen.

The type of sampling involved has varied

from tiny untraceable snippets contorted
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beyond recognition to whole sections lifted

and resituated in new works with minimal

adjustment. Sampling has since been taken

to a new level of complexity through the

predominant inﬂuence of the hip-hop scene

on popular musical practice. Tricia Rose

suggests that whereas before hip-hop the

sample was a shortcut to live instrumentation or as deliberate protest, hip-hop gave

tactical priority to the cut and paste ethos.

Samples were used to build new musical

structures rather than to ﬂesh out existing ones and recorded materials included

everyday sounds and morphed sections of

songs. Because the backbone of a hip-hop

record is a looped break rather than a progressive ﬂow of music, ﬁnding the perfect

sound excerpt to constitute it became a

critical quest. Indeed, the notion of ‘digging

in the crates’ for rare records became the

touchstone of the hip-hop producer’s art.

In this sense hip hop is both deconstructive

and recuperative in that it retrieves sounds

long forgotten and recontextualizes them

in surprising new ways. Hip-hop music

has established a culture of revivalism rehabilitating and reinterpreting old genres.

Recordings enable us to loop back to relive

these epochs anew, and arguably the nostalgia lag is shortening every year. Indeed

hip-hop artists pay homage to their heroes

by sampling breaks and lyrical passages

for their tracks. An original hip-hop lyrics

archive (www.ohhla.com) is an example of

this obsession with chronicling even a relatively young art form.

Rose, quoting Snead and Small, traces

the prevalence of sampling, scratching,

and looped rhythmic lines to the repetition

inherent in African oral traditions. She suggests that the suspension of time that this

looping entails is about equilibrium and

certainty rather than perpetual progress. In

this sense it is an important rupture with

the tradition of Western classical music

rooted in the notion of the Enlightenment

project. Hip-hop music is in this sense the

apotheosis of recordings in that it is in itself

composed of miniature recordings – recordings eating themselves. Sampling, like

recordings before it, has had its detractors
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who bemoan the lack of originality. Many

artists have been accused of theft and for

violating copyright. But this has come up

against the ambiguity of work that crosses

what John Oswald called the ‘threshold

of recognizability,’ where plagiarism is

difﬁcult to prove. After a few high-proﬁle

legal cases in the 1990s things seem to have

calmed down with artists gaining prior

clearance for use of recordings and a more

accepting attitude on the part of the sampled party.

Recordings have changed our interaction

with the media by shifting consumption

habits. From podcasts to personal video

recorders, it has never been easier to access

media content. The accessibility of sound

and video ﬁles on the internet that can be

clicked on at any time has enabled people

to defer their enjoyment of content till the

most convenient time. This has posed a

challenge to radio stations and TV channels who used to trade on the topicality of

their minute-to-minute programming. They

must work harder to sharpen the appeal,

vim, and topicality of live shows in order to

attract a real-time audience and differentiate them from an archived version. With

the growing proliferation of DVRs (digital

video recorders) users are now equipped

to preset programming and screen out

unwanted content. Recent studies suggest

that the new devices lead people to increase

the quality rather than the quantity of what

they watch. Time shifting of selected shows

varies from watching them later the same

day to stockpiling several episodes of a favourite program for viewing all at once on a

weekend or when the user has more time to

catch up. There are some items such as news

broadcasts that viewers still want to watch

live. While there is some skipping through

ads, DVRs mean that viewers can be more

discerning about which ads they watch.

What best exempliﬁes the present-day

fetish for recordings is the prevalence of

what has been called ‘life caching.’ Life

caching has caught on across the world

among youth cultures and involves recording aspects of one’s life online or on portable hard drives. Life caching includes,



but is not limited to, blogs (online diaries)

scrapbooking, mobile blogging, and posting home videos on the internet. Blogs can

be political or personal. Most often though

they are forums for individual hobbyists

with a desire to record and publicize their

everyday lives to whoever might stumble

upon them.

There are a number of theories as to

why human beings are so driven to record.

Recordings can be fuelled by vanity, by a

need to raise self-worth, a desire for validation, for control, or to keep track of one’s

existential development; but many of those

who keep blogs would suggest they do so

just for fun and because the technology

enables them to do so. Jacques Derrida

linked the mania for recording with what

he called the death drive. Derrida came to

his conclusions by examining the history

of Freudian psychoanalysis and various

attempts to reveal the truth about Freud

and in particular the psychoanalytic approach to understanding hidden memories.

He suggests that we create recordings or

archives not to record the past but to cheat

our own extinction and to consort with the

future. This is a poignant view in light of

the current mania for life caching in uncertain times. ‘There would be no archive

drive without the radical ﬁnitude, without

the possibility of a forgetfulness – there is

no archive fever without the threat of this

death drive, this aggression and destruction drive’ (1995: 19). But Derrida shows

the paradox of the archive by deconstructing the word to reveal a term he argues is

contaminated with connotations of command and effacement. In fact, according to

Derrida, it is precisely because archiving

supplements memory that it incites forgetfulness and amnesia. He speculates on the

effects of email – incipient technology at

the time of his writing – and other memory

prostheses on human memory and how we

record for posterity.

One of the consequences of the prevalence of recordings is the attendant exteriorization of memory. Computers and other

recording machines mean that we need

to know not facts but how to access those
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facts. Marshall McLuhan believed that every medium eventually shapes its shapers.

He argued that every technology moulds

our minds, warping humanity while we

are oblivious to its effects because we

are ﬁxated on media content and not the

impact of the medium itself. A logical extension of this argument is that the proliferation of recordings and archiving, while

initially aiding recall, could eventually be

responsible for stunting it. Could our dependence on recordings stultify our ability

to retain information and eventually, after

hundreds of years, reverse and atrophy

brain development?

Recordings started off as a means of capturing and perpetuating the rare, precious,

and expensive – they were about salvaging

scarcity. Recordings are now a way of diffusing a glut or surfeit of information and

experience. George Bataille, the founder of

surrealism, wrote a tract on political economy entitled The Accursed Share, which postulates that human ventures are invariably

prompted by the need to destroy a natural

surplus of energy. To record is to indulge in

an experience twice over. So are recordings

simply about luxury? The changing nature

of recordings is thus very much in keeping with the hegemony of consumerism in

North American societies. Social theorists

such as Jean Baudrillard believe that the

primary logic of the consumerist system

is a relentless encouragement to consume.

Following his argument, it is possible to argue that recordings are a means of feasting

on experience in parallel to our penchant

for shopping and the purchase of superﬂuous goods.
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[See also: Bull’s-Eye Model; Channel; Communication; Communication Theory; Cybernetics; Feedback;

Information; Medium; Noise; Shannon, Claude E.]



As used in information theory, redundancy is the number of bits (binary digits)

required to transmit a message less the
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number of bits of information in the message. More generally, it is the term used

to refer to the mechanisms or devices in a

communication system that are involved

in combating noise (any interference in the

transmission that affects the decipherment

of a message). It is also used, occasionally,

to refer to the expected or default state of a

system. For example, in an ‘alarm system,’

it is obvious that a ringing alarm signal carries distinct information; a silent one, on

the other hand, is the ‘expected,’ ‘default,’

or even ‘redundant’ state of the system.

The term redundancy comes out of the

communications model developed by the

American telecommunications engineer

Claude Shannon (1916–2001).

In Shannon’s model, the term noise refers to an interfering element (physical or

psychological) in the channel of communication that distorts or partially effaces a

message. In broadcast transmissions, this

is equivalent to electronic static (radio) or

visual snow (television); in speech, it can

be an interfering exterior sound (physical

noise) or a speaker’s lapses of memory

(psychological noise). Noise is the reason

why communications systems have redundancy features built into them. These ensure that a message has a high probability

of being decoded even if noise is present

at the time of transmission or speech. The

high predictability of certain sounds or

words in many utterances is an inbuilt redundancy feature. For example, a speaker

of English will easily decode the following

sentence, even if it is missing elements: I

wll cme tmro to yr plce (‘I will come tomorrow to your place’). This means that our

sense of structure and predictable pattern

is itself part of how humans construct their

communication systems.

Computing redundancy involves entropy, deﬁned as the measure of random errors occurring in a system. To put it another

way, it is the measure of the amount of disorder or randomness in a system. Because

there are many more random than organized ways in which things occur, disorder

has a higher probability than does order. It



follows that ordering things requires effort.

Shufﬂing a deck of cards produces a jumbled distribution of cards. Ordering them,

of course, requires effort. The measures of

entropy and effort are thus intertwined, as

is the measure of redundancy.

In media studies, the term redundancy

is sometimes used to refer to the overuse

of some element (or elements) so that it

becomes familiar through saturation. Many

advertising campaigns work on this principle. The constant repetition of themes in a

campaign, the use of slogans, and so forth,

are all manifestations of saturation.

Marcel Danesi
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REPRESENTATION

[See also: Content Analysis; Semiotics]



Representation is the process of depicting or

recounting some event or concept in some

speciﬁc way – with words, visual images,

or musical sounds (separately or in various

combinations). The intent of the representer,

the historical, cultural, and social contexts

in which the representation is made, the

purpose for which it is made, and what it is

designed to depict all play a role in how it is

interpreted by its intended receivers.

For example, representing ‘fatherhood’

in a television sitcom involves telling family stories with the father as a prototypical

‘father character.’ In the 1950s, the father

ﬁgure was portrayed as someone who

was all-knowing and in charge of the family. The sitcom that best represented this
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view was Father Knows Best. In the 1980s

and 1990s, however, the same ﬁgure was

depicted in sitcoms such as Married with

Children and The Simpsons as someone who

was just the opposite. The process of deriving meaning from any such representation, known more speciﬁcally as reading in

media theory, was (and continues to be) a

variable one, inﬂuenced by social concepts

of the father popular at the time the text is

made and viewed, by individual and communal experiences vis-à-vis fatherhood,

and by many other contextual factors that

put limits on the range of meanings a speciﬁc representation will evoke.

Among the ﬁrst to consider the connection between representation and real life

were the ancient Greek philosophers Plato

and Aristotle. Aristotle considered representation – verbal, visual, or musical – as

the primary means through which human

beings come to perceive reality, identifying mimesis (imitation or simulation) as the

most basic and natural form for representing the world. Nonetheless, Aristotle also

warned that representations create illusory

worlds and, thus, can easily lead people

astray. Plato believed that representations

never really tell the truth but instead ‘mediate’ it, creating nothing but illusions that

lead us away from contemplating life as it

really is. He thus suggested that representations need to be monitored because they

can foster antisocial reactions or encourage

the imitation of evil things. The reason why

we accept such things as movie ratings and

other restrictions on our freedom to interpret representations individually highlights

society’s ‘Platonic attempt’ to restrict or

modify representations to protect people

(especially children) from exposure to them.

But this does not mean that people are

passive consumers of representations. On

the contrary, they are involved directly in

giving the representations speciﬁc kinds

of interpretations. Moreover, people belong to ‘interpretive communities.’ If the

community to which audiences belong

is predisposed to be in agreement with a

representation’s intended meaning, then
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the interpretation is said to be a preferred

one. For example, anyone belonging to

an evangelical community where public

sexual portrayals are denounced will tend

to interpret a television documentary denouncing internet sex as a warning about

moral corruption in the world. On the other

hand, a member of a civil rights group who

sees the exact same documentary would

react critically to it, seeing it as containing

a potentially dangerous subtext that could

lead to unnecessary restrictions on people’s

rights to decide for themselves what to see.

That person is said to give the same representation an oppositional reading. Other

groups and individuals (non-evangelicals

and non–civil libertarians) will likely react

to the same documentary in a ‘mixed interpretive’ fashion. This is known as a negotiated reading, because the individuals are

essentially negotiating the representation as

being partially true (in their view). Clearly,

the ‘truth of the matter’ – whether or not

internet sex is leading to moral corruption

– is a matter of interpretation, not fact.

Two American researchers, Paul Lazarsfeld and Elihu Katz (1955), put forward a

similar view to that of Plato and Aristotle

in their study of media, claiming that the

world views that the media construct,

whether true or not, become the accepted

realities at a speciﬁc point in time. However, as they also argue, people show that

they are not passive consumers of media

representations, but, rather, use the media

for their own purposes and are thus in the

main immune from the potentially conditioning factors that may issue forth from

being exposed to the media. This is because

representations are not stable, changing

rapidly to conform with shifts in social mores, ethics, and world views.

Marcel Danesi
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ROMANCE FICTION

[See also: Narrative; Radway, Janice]



Romance ﬁction is, as its name implies, ﬁction dealing with romance. Perhaps its

best-known modern manifestations are

the so-called Harlequin novels. Romance

stories are universal, appearing throughout

the ancient and medieval worlds. From

that tradition we have inherited the lore

surrounding famous love partners, such

as Daphnis and Chloe, Romeo and Juliet, Tristan and Isolde, and Lancelot and

Guinevere. From the 1100s to the 1400s

the romance started to proliferate, gaining

wide popularity. The medieval romances

dealt with knightly combat, adventure, and

courtship. The legends and stories about

King Arthur and the knights of the Round

Table were among the most popular of all

the romances, remaining so to this day.

So too were the stories about Alexander

the Great, the Spanish hero El Cid, and

the emperor Charlemagne and his faithful

knight Roland. Horace Walpole’s The Castle

of Otranto (1764) was the ﬁrst Gothic romance, a genre that revolved around mystery, terror, and the supernatural. Elements

of the Gothic romance continue to be used

in popular novels, movies, and programs

about courtship.

The romance focuses typically on an

amorous relationship between two people. In the nineteenth century Jane Austen

expanded the genre with her novel Pride

and Prejudice, highlighting the emotional

psychology of the female in the love partnership and not the exploits of a male hero.

The expansion of the genre to include more



partners in the romantic situation came

to characterize the twentieth-century romance, which found its main expression

in radio and television soap operas. The

origin of the ‘sexy romance’ can be traced

back to Avon Books’ publication of Kathleen Woodiwiss’ The Flame and the Flower

(1972). This type of romance is highly erotic

and sexual, rather than purely romantic.

Since then the genre has remained enormously successful, comprising over half of

the paperback books sold in the mid-2000s.

Despite the popularity of romance

novels, the genre has attracted signiﬁcant

criticism, especially on the part of the early

feminist scholars, who saw it as a palliative to keep women enslaved to men. But

the tide has changed, with post-feminism

emphasizing the role that romance plays in

female psychology. Present-day ‘chick lit’ is

a post-feminist creation. The ﬁrst example

of chick lit is the 1997 novel Bridget Jones’s

Diary by Helen Fielding. The plots revolve

around twenty- and thirty-year-old women

starting out on a career track in big cities

and in search for the ‘perfect guy.’ The general subtext is that ‘It’s OK to be an unmarried woman or even not have a romantic

partner.’ The genre constitutes a condemnation of traditional courtship practices,

but not of romance per se. TV programs

such as Sex and the City are also products of

the genre.

Romance novels are divided into category

or series romances and single title romances.

The former are short books published regularly with sequels, corresponding to the TV

soaps. The latter are individual novels that

are not followed by sequels, although some

authors have written them as part of a set,

such as a trilogy. Thematically, the romance

can also be subdivided into historical or

epic romances (Gone with the Wind) and

adventure and suspense romances, such as

the ones typical of pulp ﬁction. Examples

are the recent James Bond movies in which

Bond falls in love with a woman, unlike

previous Bond movies where he was only

interested in engaging in sexual relations

with women.
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Janice Radway analyses romantic ﬁction

in Reading the Romance (1987) and argues

that women ﬁnd the act of reading love stories pleasurable in itself, above and beyond

what critics have to say about them. The

romance, she claims, has appeal because it

taps into women’s particular psychology

and deals with their real emotional lives.

The structure of the romance is as follows:

the opening presents a tense or difﬁcult

situation; an intermediate section presages

and explains the ﬁnal outcome; the ending

provides a resolution of the initial tension.

In the typical romance, the heroine at

ﬁrst rejects her life to follow a man who she

thinks is interested romantically in her. But

she reacts in a hostile way to his advances,

bringing about a tense situation. The heroine and her lover are then separated for unexpected reasons, leading her to declare her

love after the man has shown kindness and

tenderness towards her. Eventually, they

declare their love passionately, overcome

obstacles, and are happily united at the

end. This format does not, of course, unfold

in all romances, but it is a pattern within

most of them, even if the romance deals

with rejection of that pattern (as in chick

lit). And, of course, there are romances

where the story does not end happily ever

after, of which the Romeo and Juliet legend

is a classic example. Star-crossed lovers,

evil lovers, and the like are all part of the

genre as it has manifested itself throughout

its history.

Radway emphasizes that women readers understand the various formats of the

romance and gladly become engaged with

them. There really is no agenda or stereotyping of women in such texts. Women

read them for escape from the pressures of

their daily lives. The romance allows women to think reﬂectively about love, sexuality, marriage, and motherhood. This kind

of reading thus allows women to focus on

themselves and their desires and worries.

Such reading constitutes female empowerment, not victimization.

Marcel Danesi
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SAUSSUREAN SEMIOTICS

[See also: Peircean Semiotics; Semiotics;

Structuralism]



The Swiss linguist Ferdinand de Saussure

(1857–1913) is considered to be the modernera founder of both linguistics and semiotics as autonomous disciplines through his

Cours de linguistique générale (1916), a textbook compiled after his death by two of his

own university students at the University

of Geneva. Saussure used the term sémiologie (semiology), which he had been using

in his personal correspondence as far back

as 1894, to designate the new discipline of

sign study. The term semiotics, adopted by

the International Association of Semiotic

Study in 1969, comes out of a different tradition associated primarily with the American philosopher Charles S. Peirce, reaching

back to the physician Hippocrates in the

ancient world and to English philosopher

John Locke in the seventeenth century.

Saussure (1916: 15–16) proposed that the

main objective of semiology (should it ever

come into existence) was to understand the

social function of signs:

It is possible to conceive of a science

which studies the role of signs as part of

social life. It would form part of social

psychology, and hence of general psychology. We shall call it semiology (from

the Greek semeion, ‘sign’). It would investigate the nature of signs and the laws



governing them. Since it does not yet exist, one cannot say for certain that it will

exist. But it has a right to exist, a place

ready for it in advance. Linguistics is

only one branch of this general science.

The laws which semiology will discover

will be laws applicable in linguistics,

and linguistics will thus be assigned to

a clearly deﬁned place in the ﬁeld of human knowledge.

Saussure was born in 1857 in Geneva.

He specialized in science at the University

of Geneva before turning his interests to

language studies at the University of Leipzig in 1876. He published his only book,

Mémoire sur le système primitif des voyelles

dans les langues indo-européennes [Memoir

on the Original Vowel System in the IndoEuropean Languages], as a student in 1879.

The work is an important one on the vowel

system of Proto-Indo-European, the parent

language from which the Indo-European

languages have descended. From 1881 to

1891, Saussure taught at the École des Hautes Études in Paris. He then became professor of Sanskrit and Comparative Grammar

at the University of Geneva. Although he

never wrote another book, two of his students, C. Bally and A. Sechehaye, collected

the lecture notes they had taken during

his classes and, along with other materials,

wrote Cours de linguistique générale (1916),

which bears their teacher’s name.

Saussure separated the historical study

of language change from its purely descrip-
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Figure 1



signified

signifier



tive study, calling the former diachronic and

the latter synchronic – a distinction that remains to this day. He put forward a model

of the sign that has come to be known as

‘binary,’ that is, composed of two parts. He

called the physical part of the sign, such

as the actual sounds that make up a word

such as dog, the signiﬁer, and the concept

or mental image that the sign elicits, the

signiﬁed (literally ‘that which is signiﬁed

by the sign’). The signiﬁer is recognizable

as such because it has a structure. This can

be determined by a native speaker because

it is different from other meaning-bearing

words such as log or bog, standing in a

minimal relation of difference to them. The

differential cue is the initial ‘d,’ of course,

but its meaning-bearing distinctiveness is

due to the fact that it combines with the

other sounds in a structured way. Now,

once a form or structure is associated with

a meaning (a mental image), the relation

between the two is bidirectional or binary

– that is, one necessarily implies the other.

The word tree is a word in English because

it has a recognizable phonetic structure that

generates a mental concept (an arboreal

plant). (See Figure 1.)

So, when we utter or hear the word tree

the image of an arboreal plant inevitably

comes to mind, and, in fact, we cannot

block that image from occurring; vice

versa, when we see an arboreal plant the

word tree comes automatically to mind.

This is anecdotal evidence that both components of the sign exist in tandem, not

separately. This model of the sign traces

its origin back to the medieval Scholastics,



=



tree



who also viewed the sign (signum) as an

identiﬁable form composed of two parts – a

signans (‘that which does the signifying’)

and a signatum (‘that which is signiﬁed’).

The intrinsic relation that inheres between

signs and the concepts they evoke is called

signiﬁcation or semiosis today.

Saussure claimed, moreover, that there

is no necessary reason for creating the

word dog other than the social need to do

so. Any other form would have served

the same purpose just as effectively. For

this reason, Saussure’s model of the sign

is called ‘arbitrary.’ There is no evident

reason for using, say, tree or arbre (French)

to designate ‘an arboreal plant.’ Any other

well-formed structure would do in either

language. Saussure did admit, however,

that some signs were motivated by the

imitation of some sensory or perceivable

property detectable in their referents. Onomatopoeic words (drip, whack, and so on),

he conceded, were created to imitate real

physical sounds. But such words were the

exception, not the rule. Moreover, onomatopoeia is highly variable, not systemic. For

example, the expression used to refer to the

sounds made by a rooster is cock-a-doodledo in English, but chicchirichì (pronounced

‘keekkeereekee’) in Italian. Obviously, simulating what a rooster sounds like when

it crows is largely an arbitrary process,

depending on culture. But this part of Saussurean theory has been highly problematic

and thus a target of criticism. The reason is

a simple one – such words are highly suggestive of actual crowing, no matter how

different they may seem phonetically. And
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any other signiﬁer would be perceived as

anomalous. Moreover, many core words in

a language possess a latent sound-imitative

quality built into their structure. Consider

the word duck (Danesi 2007). The sounds in

its make-up are, to be sure, part of a large

number of permissible assemblages that

can be envisioned in English word construction, as Saussure would have it. But

the ﬁnal /k/ of that word clearly suggests

the kind of sound the animal in question

is perceived to make. It is an unconscious

model of that sound. The model is called

a sound symbol in linguistics. Saussure was

obviously unaware of, or uninterested in,

the role of sound symbolism in the formation of the core vocabularies of languages;

nor could he be, because its discovery as

a primary force in language origins was

made several decades after his death by the

linguist Morris Swadesh in the 1950s (see

Swadesh 1971).

Semioticians today use a blend of Saussurean and Peircean ideas and techniques

at various stages of analysis and for diverse

purposes. Saussure himself suggested that

semiology take on an interdisciplinary orientation, connecting itself to both linguistics and psychology. This suggestion has

remained a basic one to this day.

Marcel Danesi
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SCIENCE FICTION

[See also: Adventure Stories; Books, History of;

Crime Genre; Horror Fiction; Narrative; Romance

Fiction; Text Theory]



Science ﬁction is so named because it is ﬁction that deals with the potential effects of

science and technology (real or imagined)

on human beings. Common themes in the

genre include time travel, space exploration, incredible inventions or discoveries,

life in other universes or dimensions, invasions of the Earth by aliens, ideal societies

called utopias and their opposite called

dystopias.

Science ﬁction has ancient roots. In

his True History (160 ce) Lucian of Samosata described a trip to the moon; the

seventeenth-century British prelate and

historian Francis Godwin similarly wrote

about travel to the moon; Sir Thomas

More described a futuristic world in Utopia (1516); the French author Cyrano de

Bergerac wrote Other Worlds (1657), which

is about trips to the moon and the sun;

English writer Jonathan Swift’s Gulliver’s

Travels (1726) is about a series of fantastic

sea voyages; and Voltaire’s Micromegas

(1752) is the ﬁrst ﬁctional story that dealt

with visitors from other planets. However,

science ﬁction as we know it today traces

its roots to the period after the Industrial

Revolution when, in her novel Frankenstein

or the Modern Prometheus (1818), the British

novelist Mary Shelley explored the potential of science and technology for destruction and evil. After the publication of her

novel, the genre emerged as a new form of

popular ﬁction. The ﬁrst writer to specialize in it ﬁrst was the Frenchman Jules Verne

(1828–1905), whose highly successful novels included Journey to the Center of the Earth

(1864) and Around the World in Eighty Days

(1873). The ﬁrst major English writer of

science ﬁction was H.G. Wells (1866–1946),

whose Time Machine (1895), The Island of Dr

Moreau (1896), and The War of the Worlds

(1898) became, and continue to be, cult

classics.



Science Fiction

In the twentieth century the popularity of science ﬁction grew with the rising

importance of science and the astounding

growth of technology. George Méliès’s 1902

ﬁlm A Trip to the Moon is one of the ﬁrst

works of cinematic art. The novel We (1924)

by the Russian writer Yevgeny Zamyatin

provided a dystopic portrait of a nightmarish world shaped by technology. The Czech

writer Karel Capek introduced the term

robot in his play R.U.R. (1921) and foreshadowed the horrors of the atomic bomb

in his novel Krakatit (1924). British writer

Olaf Stapledon dealt with the eventual extinction of humanity in his novel Last and

First Men (1930). Brave New World (1932) by

Aldous Huxley and 1984 (1949) by George

Orwell, as well as Fahrenheit 451 (1953) by

the American author Ray Bradbury, dealt

with the theme of a society enslaved by

science and technology, open to accepting

totalitarianism as a political way of life.

Science ﬁction also became a favourite

genre of pulp ﬁction. The ﬁrst pulp ﬁction

magazine, called Amazing Stories, began

publishing in 1926. It was founded by

Hugo Gernsback, who was also the ﬁrst

to use the term science ﬁction. Various science ﬁction pulps followed suit shortly

thereafter dealing primarily with scientiﬁc

marvels and becoming more and more

conscious of social concerns as the years

went by. Writers such as Robert A. Heinlein, Isaac Asimov, and Theodore Sturgeon

became inﬂuential ﬁrst and foremost as

science-ﬁction writers, exploring notions

of morality, religion, sex, and the nature of

existence in their writings. The genre also

crossed over to radio and the movies, becoming extremely poplar in both media.

Science ﬁction gained wider audiences

in the 1950s and 1960s through the movies

and TV, coinciding with the advent of nuclear energy and space exploration. Fiction

and reality started to mirror each other.

The genre became more and more critical

of science and technology. One of the bestknown TV science ﬁction programs was

Star Trek (originally 1966–9). Other popular programs included The Twilight Zone
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(1959–64, revived 1985–7), Lost in Space

(1965–8), Dr Who (1963–89; 2005–present),

and The X-Files (1993–2002). Today there is

even a SyFy Channel that caters to a large

fan base for the genre. And, of course, there

are many online venues where fans can

indulge their passion for science ﬁction.

A new type of science ﬁction writing

appeared in the 1960s and 1970s called

new wave, featuring anti-heroes and posthuman scenarios. Key authors in the style

included Brian Aldiss, J.G. Ballard, Michael

Moorcock, Harlan Ellison, Roger Zelazny,

Samuel R. Delany, and Octavia E. Butler.

In the 1980s, yet another new category of

science ﬁction, called cyberpunk, appeared.

The genre dealt with the ways the new

computer systems and modes of communication shaped our perceptions of the world

and our relationships with others. One of

the best-known examples of cyberpunk is

Neuromancer (1984) by William Gibson, the

novel which introduced the term cyberspace

to the world. The main thematic thrust of

cyberpunk is that our daily interactions in

cyberspace have led surreptitiously to the

entrenchment of a bizarre modern form of

consciousness. Computers allow users to

move and react in simulated environments,

manipulating virtual objects in place of

real objects. Constant engagement with

such environments is conditioning people

more and more to perceive the world as a

simulacrum – a world where ﬁction and

reality have fused completely. The modernday human being, as the 1999 movie The

Matrix brought out, is born ﬁrst through a

real womb and then through an artiﬁcial

one – the computer screen. The word matrix

meant womb in Latin; today it means computer screen.

Science ﬁction has always attracted

young audiences. With the popularity of

the British writer J.K. Rowling’s Harry Potter fantasy novels and movie versions in

the 2000s, the genre started to produce new

works for such audiences. Most of them are

designed to address issues of identity and

social acceptance. Examples include Feed

(2002) by M.T. Anderson and Messenger
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(2004) by Lois Lowry. But many science

ﬁction works continue to stress the dangers

of scientiﬁc discoveries or else explore the

new vistas that science is opening up to

human consciousness. They deal with topics such as androids, black holes, imaginary

worlds, mad scientists, lost worlds, and

alien creatures. The latter topic is especially

popular. Since the 1960s, movies, TV programs, documentaries, best-seller books,

websites, and magazines that deal with

UFOs and aliens, either as ﬁction or scientiﬁc fact, have proliferated. On TV the UFO

theme is the key one in programs such ALF

(1986–90), X-Files (1993–2002), Third Rock

from the Sun (1996–2001), Roswell (1999–

2007), and many others. This is also a staple

of movies: The Day the Earth Stood Still

(1951), The Thing (1951), It Came from Outer

Space (1953), Invasion of the Body Snatchers (1956), Not of This Earth (1957), UFO

Incident (1975), Close Encounters of the Third

Kind (1977), Alien (1979), E.T. (1982), Predator (1987), Mars Attacks (1996), Independence

Day (1996), K-Pax (2001), Signs (2002).

Marcel Danesi
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SEMIOTICS

[See also: Barthes, Roland; Mythology; Peircean

Semiotics and Cultural Productions; Post-Structuralism; Structuralism]



Semiotics is the study of the meanings of

human intellectual and artistic products,

from words, symbols, narratives, symphonies, paintings and comic books, to scien-



tiﬁc theories and mathematical theorems.

This might seem to be a daunting task,

encompassing virtually all the creative and

knowledge-making activities that make

up human life. But semiotics focuses more

narrowly on the meaning of the signs –

symbols, words, images – used in such activities and their connection to history. The

word sign is used in semiotics to encompass anything that stands for something

other than itself. So a word is not simply a

combination of sounds that stand for the

sounds themselves but a unitary structure

that stands for something else. Similarly a

symbol such as a cross ﬁgure is not a visual

representation that stands not for two lines

crossing at right angles, but for a series of

meanings such as ‘plus’ (in arithmetic) or

Christianity (in religion).

Let’s look at an example more closely.

The sign formed by raising the index and

middle ﬁngers of the hand in the shape of a

‘V’ is normally interpreted to stand for ‘victory’ or ‘peace’ by people living in North

America or Europe. The link to victory

was established at the end of the Second

World War by British Prime Minister Winston Churchill after he used it publicly to

emphasize the victorious outcome for the

Allied forces. The sign has more ancient

origins, however; it was used by the Romans, for example, for various purposes

(to indicate victory, to greet someone).

Shortly thereafter, the V-sign became a

symbol against war and human conﬂict

among counterculture youths, turning

Churchill’s meaning on its head. But the

semiotic story of the V-sign does not stop

there. It can also be used much more practically to indicate the number ‘2’ or the letter

‘V’ itself. In some cultures, moreover, it is

used as a greeting sign. In others it stands

for ‘femininity’ and ‘fertility.’ Explaining

meanings such as ‘2’ or ‘victory’ is a fairly

simple task. On the other hand, explaining a meaning such as ‘femininity’ is not.

In such a case, the semiotician becomes a

‘detective’ and, like a true detective, would

start by considering the shape of the sign itself as a clue for unravelling the reason for
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such meanings, looking for corroborating

evidence among the symbolic and representational traditions in cultures across the

world that use the sign with this meaning,

as well as in current manifestations.

The foregoing discussion encapsulates

what semiotics is essentially all about. It

is about investigating, deciphering, documenting, and explaining the what, how,

and why of ‘signs,’ no matter how simple

or complex they may be. Since the middle

part of the twentieth century, semiotics has

grown into a truly broad ﬁeld of inquiry.

It has been applied to the study of body

language, art forms, discourses of all kinds,

visual communication, media, advertising, narratives, language, objects, gestures,

facial expressions, eye contact, clothing,

space, cuisine, rituals – in a phrase, to anything that human beings produce and use

to communicate and represent something

in some meaningful way.

History

The term semeiotics (spelled now as semiotics) – from Greek sêmeiotikos, ‘observant of

signs’ – was coined by Hippocrates (ca 460–

370 bce), the founder of Western medicine,

to designate the study of the warning signs

produced by the human body, known more

commonly today as symptoms. Hippocrates argued that the particular physical form

that a symptom takes – a semeion (‘mark’)

– constitutes a vital clue for ﬁnding its

source. It is something with recurrent visible features that stand for ‘something

invisible’ – a disease, malady, or ailment.

With this simple concept, Hippocrates established medicine as a diagnostic ‘semeiotic’ science – that is, as a science based on

the detection and interpretation of bodily

signs. Semeiotic method was entrenched

into medical practice by the physician

Galen of Pergamum (ca 130–200 ce) a few

centuries later.

The concept of semeion was expanded

in antiquity to include human-made signs

(such as words) that stood for psychological or emotional states. Among the ﬁrst to
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differentiate between natural (physical) and

conventional (human-made) signs was the

Greek philosopher Plato (ca 427–347 bce).

Plato was intrigued by the fact that a single

word had the capacity to refer not to speciﬁc objects, but to all objects that resemble

each other in some identiﬁable way. For

example, the word circle does not refer to

a singular thing (although it can if need

be), but to anything that has the property

‘circularity.’ For this reason, Plato argued

that words are not simple replacements for

things – a particular circle can be altered in

size, but it will still be called a circle. The

ideas that we capture with words could

not be part of the everyday world, which

is changing and imperfect. They made

reference to recurrent properties in objects.

Plato’s illustrious pupil Aristotle (384–322

bce) took issue with his teacher, arguing

that words start out as practical devices

that do indeed allow us to name singular

things, rather than refer to properties (circularity, roundness) in them. We discover

that certain things have such properties

as we go along naming them. It is at such

points of discovery that we create abstract

words (indicating ‘categories’) that allow

us to refer to the similar properties: plants,

animals, objects, for example. In contrast to

Plato’s ‘mentalist’ theory of the sign, Aristotle’s theory is called ‘empirical.’

Eventually, the question arose as to

whether or not there is any connection

between natural and conventional signs.

Among the ﬁrst to discuss a possible relationship were the Stoics (around 308 bce),

who argued that we create conventional

signs (words and symbols) in response

to what we perceive as signiﬁcant. They

are ‘responses’ to the world. It was St Augustine (354–430 ce), the early Christian

church father and philosopher, who was

among the ﬁrst to argue persuasively for

a fundamental difference between the two

in his De doctrina christiana (‘On Christian

Doctrine’). For St Augustine, natural signs

(signa naturalia) are qualitatively distinct

from conventional ones because they lack

intentionality. These included not only
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bodily symptoms, but also the rustling of

leaves, the colours of plants, the signals

that animals emit, and so on. Conventional signs (signa data), on the other hand,

are the product of human intentionality.

These include not only words, but gestures

and the symbols that humans invent to

serve their psychological, social, and communicative needs. Finally, St Augustine

considered miracles to be messages from

God and, thus, sacred signs. These can

only be understood on faith, although such

understanding is partly based on speciﬁc

religious interpretations of them.

Interest in signs seems to have faded

shortly thereafter. It was only in the eleventh century that it was rekindled as a

result of the translation of the works of

Plato, Aristotle, and other key Greek philosophers. The outcome was the movement

known as Scholasticism. The Scholastics

were Christian thinkers who sought to

solve general philosophical and theological problems, such as the provability of the

existence of God. Using Aristotelian theory

as their basic frame of reference, they asserted that signs captured real truths. So

a word such as tree meant exactly what

it stood for – an arboreal plant. Similarly,

the word love captures a human sentiment

that we all know is real. But within this

movement there were some – the so-called

nominalists – who argued that ‘truth’ was a

matter of opinion and that signs captured,

at best, only variable human versions of

it. John Duns Scotus (ca 1266–1308) and

William of Ockham (ca 1285–1349), for instance, stressed that signs referred only to

other signs rather than to actual things – a

perspective that is strikingly akin to some

modern theories of the sign. So, for example, tree is meaningful because its inventor

decided that a particular plant required

identiﬁcation rather than being considered

a plant in general. So, too, the words arm

and hand capture two different ‘realities,’

but in Russian one word (ruká) sufﬁces,

including both parts of the body. In effect,

there is no truth, just our interpretation of

it. And interpretations vary considerably,



as the world’s languages show. The theologian St Thomas Aquinas countered, however, that although signs vary in how they

represent the world, it still cannot be denied that they refer to real things. At about

the same time, the English philosopher and

scientist Roger Bacon developed one of the

ﬁrst comprehensive typologies of signs,

claiming that, without a ﬁrm understanding of the role of signs in the construction

of knowledge, discussing what truth is or is

not would end up being a trivial matter of

subjective opinion.

It was John Locke who put forward the

speciﬁc proposal of incorporating semiotics into philosophy in his Essay Concerning

Human Understanding (1690). Locke saw

semiotics as an investigative instrument for

philosophers, not as a distinct discipline or

method of inquiry. The idea of fashioning

an autonomous discipline of sign study

did not crystallize until the late nineteenth

century, when the Swiss linguist Ferdinand

de Saussure put such an idea forward in

his Cours de linguistique générale (1916), a

textbook compiled after his death by two of

his university students. Saussure used the

term sémiologie (English semiology) – which

he had used in personal correspondence

as far back as 1894 – to designate the new

discipline. He suggested that the main goal

of semiology (should it ever come into being) was to understand the social function

of signs – that is, how signs allow people to

refer to things in their social environments

in speciﬁc ways and how they allow people

to interact.

Today, Locke’s term (semeiotics), spelled

semiotics, is the preferred one. It is the one

that was adopted by the International Association of Semiotic Studies in 1969. The

term signiﬁcs, coined by Victoria Lady Welby (1837–1912) in 1896, is also used occasionally in the technical literature, but with

a speciﬁc sense – the study of the relation

of signs to the senses and the emotions.

It was the American philosopher Charles

S. Peirce who put Locke’s term into wide

circulation. Along with Saussure, Peirce is a

founder of modern semiotics. Although his
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writing style is rather dense and his ideas

not easily understood, Peirce’s basic theory

of the sign has become central. Perhaps his

greatest insight is that signs are ‘informed

hunches’ as to what something means in

human terms. Our experience of the world,

therefore, inﬂuences how a sign is constituted and why it is brought into existence

in the ﬁrst place. Simply put, we construct

a semeion not because we simply want to refer to something or classify it, but because

we sense a relation between the sign and

the thing it names. This can be seen clearly

in imitative or onomatopoeic words such

as such as plop or zip, which are intended

to resemble the sounds associated with the

objects or actions to which they refer. The

very same kind of inferential process occurs across levels of conceptualization.

Following on the coattails of Saussure

and Peirce, a number of key people developed semiotics into the discipline that it

has become today. The philosopher Ludwig

Wittgenstein suggested that signs were pictures of reality, presenting it as if it were a

series of images. Each time we utter a word

such as tree, the image of the plant comes

to mind. When we combine it with apple,

the image is rendered more precise (in contrast to, say, a ﬁg tree). And so on. This view

continues to inform a large part of semiotic

theory and practice. The American semiotician Charles Morris (1901–79) divided

semiotic method into: (1) the study of sign

assemblages, which he called syntactics;

(2) the study of the relations between

signs and their meanings, which he called

semantics; and (3) the study of the relations between signs and their users, which

he called pragmatics. The Russian-born

American semiotician Roman Jakobson

(1896–1982) studied various facets of sign

construction but is probably best known for

his model of communication, which suggests that sign exchanges are hardly ever

neutral but involve subjectivity and goal

attainment of some kind – that is, when

we speak we intend to get something out

of it, and the nature of the signs used bear

this out. The French semiotician Roland
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Barthes illustrated the power of using semiotics for decoding the hidden meanings in

pop culture spectacles such as wrestling

matches and Hollywood blockbuster movies. French semiotician Algirdas J. Greimas

developed the branch of semiotics known

as narratology, which studies how human

beings in different cultures invent similar

kinds of narratives (myths, tales, etc.) with

virtually the same stock of characters, motifs, themes, and plots. The Hungarian-born

American semiotician Thomas A. Sebeok

was inﬂuential in expanding the semiotic

paradigm to include the comparative study

of animal signalling systems, which he

termed zoosemiotics, and the study of semiosis in all living things, which has come to

be called biosemiotics. Semiosis is the innate

ability to produce and comprehend signs

in a species-speciﬁc way. The interweaving

and blending of ideas, ﬁndings, and scientiﬁc discourses from different disciplinary

domains was, Sebeok claimed, the distinguishing feature of biosemiotics. Finally,

Italian semiotician Umberto Eco has contributed signiﬁcantly to our understanding

of how we interpret things such as signs

and texts, claiming that we read a novel,

for instance, not just for its content, but also

to get insight from it or to relate it to our

life schemes.

The Study of Meaning

The object of semiotic inquiry is ‘meaning’

and how it manifests itself in human activities. A little reﬂection will reveal, however,

that this is a confusing word indeed. As

the psychologists Charles Ogden and I.A.

Richards showed in their 1923 work The

Meaning of Meaning, there are at least twenty-three meanings of the word meaning in

English, adding to the confusion. Here are

some of them:

He means to study

= ‘intends’

math.

A red light means stop. = ‘indicates’

Happiness means

= ‘has imporeverything.

tance’



594



Semiotics



Her look was full of

meaning.

Does life have a

meaning?

What does love mean

to you?



= ‘special

import’

= ‘purpose’

= ‘convey’



To avoid such built-in vagueness and

ambivalence, the terms reference, sense, and

deﬁnition are used instead in semiotics.

Reference is the process of pointing out or

identifying something; sense is what that

something elicits psychologically, historically, and socially; and deﬁnition is a statement about what that something means by

convention. Words may refer to the same

(or similar) things, known as referents, but

they have different senses. For example, the

‘long-eared, short-tailed, burrowing mammal of the family Leporidae’ can be called

rabbit or hare in English. Both words refer

essentially to the same kind of mammal.

But there is a difference of sense – hare is

the more appropriate term for describing

the mammal if it is larger, has longer ears

and legs, and does not burrow. Another

difference is that a rabbit can be perceived

as a ‘pet,’ while a hare is unlikely to be recognized as such. The German philosopher

Gottlob Frege was among the ﬁrst to point

out the role of sense in theories of meaning. Frege’s famous example was that of

the ‘fourth smallest planet and the second

planet from the Sun’ as being named both

Venus and the Morning Star. The two terms

referred to the same thing, he observed, but

they have different senses – Venus refers to

the planet in a straightforward referential

way (nevertheless with implicit references

to the goddess of sexual love and physical beauty of Roman mythology), while

Morning Star brings out the fact that the

planet is visible in the east just before sunrise. Knowledge of signs, clearly, includes

awareness of the senses that they bear in

social and historical context – a fact emphasized further by philosopher Willard O.

Quine. In his classic example, Quine portrayed a linguist who overhears the word

Gavagai from the mouth of a native inform-



ant when a rabbit is sighted scurrying

through the bushes. But the linguist cannot

determine if the word means ‘rabbit,’ ‘undetached rabbit parts,’ or ‘rabbit stage,’ all

of which are senses of that word. The sense,

therefore, will remain indeterminate unless

it can be inferred from the context in which

Gavagai occurs.

Deﬁnition is a statement about what

something means by using words and other signs (for example, pictures). As useful

as it is, the act of deﬁning leads inevitably

to circularity. Take the dictionary deﬁnition of cat as ‘a small carnivorous mammal

domesticated since early times as a catcher

of rats and mice and as a pet and existing

in several distinctive breeds and varieties.’

One of the problems that emerges from this

deﬁnition is the use of mammal to deﬁne

cat. In effect, one term has been replaced by

another. So, what is the meaning of mammal? A mammal, it states, is ‘any of various

warm-blooded vertebrate animals of the

class Mammalia.’ But this deﬁnition is

hardly a viable solution. What is an animal?

The dictionary deﬁnes animal as an organism, which it deﬁnes, in turn, as an individual form of life, which it then deﬁnes

as the property that distinguishes living

organisms. At that point the dictionary has

gone into a referential loop, since it has employed an already-used concept, organism,

to deﬁne life. This looping pattern surfaces

in all domains of human knowledge. It suggests that signs can never be understood in

the absolute, only in relation to other signs.

In contemporary semiotics, the terms

denotation and connotation are preferred to

reference and sense. Consider, again, the

word cat. The word elicits an image of a

‘creature with four legs, whiskers, retractile

claws,’ and so forth. This is its denotative

meaning, which is really a mental picture

of cat in terms of speciﬁc features that are

perceived to deﬁne cats in general – ‘retractile claws,’ ‘long tail.’ The denotative

meaning allows users of signs to determine

if something real or imaginary under consideration is an exemplar of a ‘cat.’ Similarly, the word square elicits a mental image
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characterized by the distinctive features

‘four equal straight lines’ and ‘meeting at

right angles.’ It is irrelevant if the lines are

thick, dotted, 2 metres long, or 80 feet long.

If the ﬁgure has ‘four equal straight lines

meeting at right angles,’ it is denotatively

a square. The word denotation, incidentally,

is derived from the compound Latin verb

de-noto, ‘to mark out, point out, specify,

indicate.’ The noun nota (‘mark, sign, note’)

itself derives from the verb nosco (‘to come

to know,’ ‘to become acquainted with,’ and

‘to recognize’).

All other associations with the words cat

and square are connotative – that is, they

are derivational or extensional and thus

culture-speciﬁc. Some connotative senses

of square can be seen in expressions such as

the following:

She’s so square.

= ‘old fashioned’

He has a square

= ‘forthright,’

disposition.

‘honourable’

Put it squarely on the = ‘evenly,’

table.

‘precisely’

The concept of square is an ancient one

and, thus, probably known by everyone

(hence ‘old-fashioned’); it is also a ﬁgure

with every part equal (hence ‘forthright’);

and it certainly is an even-sided ﬁgure

(hence ‘evenly’). Connotation encompasses

all kinds of senses, including emotional

ones. Consider the word yes. In addition to

being a sign of afﬁrmation, it can have various emotional senses, depending on the

tone of voice with which it is uttered. If one

says it with a raised tone, as in a question,

‘Yes?’ then it would convey doubt or incredulity. If articulated emphatically, ‘Yes!’

then it would connote triumph, achievement, or victory.

Connotation is the operative sensemaking and sense-extracting mode in the

production and decipherment of creative

texts such as poems, novels, musical compositions, or artworks – in effect, of most

of the non-technical texts that people create. But this does not imply that meaning

in technical (information-based) domains
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unfolds only denotatively. On the contrary,

many (if not all) scientiﬁc theories and

models are constructed connotatively, even

though they end up being interpreted denotatively over time. Portraying an atom as

a miniature solar system is an example of

this. While it may be incorrect denotatively,

it nonetheless provides initial insights into

atomic structure. Connotation is not an option, as some traditional philosophical and

linguistic theories of meaning continue to

sustain to this day; it is something we are

inclined to extract from a sign. The V-sign

discussed above, for example, has a denotative meaning, as we saw – it can be used

to represent the number 2 – but only in

response to a question such as: ‘How many

dollars do you have in your pocket?’ This

denotative meaning – two ﬁngers representing the number 2 directly – is established by

a very restricted context. However, in most

other contexts the V-sign hardly ever elicits

a denotative interpretation. This applies to

all kinds of signs – even to digits. The numbers 7 and 13 in our culture invariably reverberate with connotative meanings such as

‘fortune,’ ‘destiny,’ ‘bad luck,’ and so on.

Abstract concepts such as motherhood,

masculinity, friendship, and justice are particularly high in connotative content. In

1957, the psychologists Charles Osgood,

G.J. Suci, and P.H. Tannenbaum showed

this empirically by using a technique they

called the semantic differential. The technique allows investigators to ﬂesh out the

connotative (culture-speciﬁc) meanings

that abstract concepts elicit. It consists in

posing a series of questions to subjects

about a particular concept – Is X good or

bad? Should Y be weak or strong? The subjects

are then asked to rate the concept on sevenpoint scales. The ratings are collected and

analysed statistically in order to sift out any

general pattern they might bear.

Suppose that subjects are asked to rate

the concept ‘ideal American president’ in

terms of the following scales: for example,

Should the president be young or old? Should

the president be practical or idealistic? Should

the president be modern or traditional?
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A subject who feels that the president

should be more ‘youngish’ than ‘oldish’

would place a mark towards the young end

of the top scale; one who feels that a president should be ‘bland’ would place a mark

towards the bland end of the attractive-bland

scale; and so on. If we were to ask a large

number of subjects to rate the president in

this way, we would get a ‘connotative view’

of the American presidency in terms of the

statistically signiﬁcant variations in sense

that it evokes. Interestingly, research utilizing the semantic differential has shown that

the range of variations is not a matter of

pure subjectivity but, rather, forms a socially based pattern. In other words, the connotations of many (if not all) abstract concepts

are constrained by culture: for example,

the word noise turns out to be a highly

emotional concept for the Japanese, who

rate it consistently at the ends of the scales

presented to them, whereas it is a fairly

neutral concept for Americans, who tend to

rate it on average in the mid-ranges of the

same scales. Connotation is not, therefore,

open-ended; it is constrained by a series of

factors, including conventional agreements

as to what signs mean in certain situations.

Without such constraints, our systems of

meaning, known as signiﬁcation systems,

would be virtually unusable. All signiﬁcation (whether it is denotative or connotative) is a relational and associative process

– that is, signs acquire their meanings not



in isolation, but in relation to other signs

and to the contexts in which they occur.

The distinction between denotation and

connotation is analogous to Frege’s distinction between reference and sense. And

indeed these terms are used interchangeably in the relevant semiotic literature, as

are Rudolf Carnap’s (1891–1970) terms

intension (= denotation) and extension (=

connotation). While there are subtle differences among these terms, it is beyond the

present purposes to compare them. Sufﬁce

it to say that in current semiotic practice

they are virtually synonymous. The distinction between denotation and connotation

as we understand it today was used for the

ﬁrst time by the American linguist Leonard

Bloomﬁeld in his seminal 1933 book called

Language, a distinction elaborated by the

Danish linguist Louis Hjelmslev a little

later. Although Hjelmslev’s treatment is a

highly abstruse and largely confusing one,

it nevertheless had the effect of putting this

basic distinction on the semiotic agenda

once and for all. Especially relevant is

Hjelmslev’s characterization of connotation as a ‘secondary semiotic system’ for

expressing subjective meanings.

Semiotics also makes an important distinction between the terms image and concept. The former is the mental picture of a

referent that is evoked when a sign is used;

the latter is the culture-speciﬁc interpretation that is assigned to that picture. There
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are two types of concepts – concrete and

abstract. The former is the concept that is

formed when the sign refers to something

that can be seen, heard, smelled, touched,

tasted – that is, observed in some direct

sensory way. The latter is the concept

formed when the sign refers to something

that cannot be perceived in a direct sensory fashion. A ‘cat’ constitutes a concrete

concept because the existence of a real cat

in the physical world can be perceived and

thus easily pictured in the mind. On the

other hand, ‘love’ is an abstract concept

because, although it can be experienced

emotionally, it cannot be observed directly – that is, the emotion itself cannot be

separated from the behaviours or states of

mind it produces. The mental image that it

evokes is, thus, hardly a clear-cut one.

The distinction between concrete and

abstract concepts is a general one. In actual

fact, there are many degrees and layers

of concreteness and abstraction in mental

imagery and concept formation that are

inﬂuenced by social, historical, and other

kinds of external or contextual factors. In

the middle part of the twentieth century,

psychologists started classifying concepts

in terms of a three-tiered hierarchical system to bring out their ‘degree-ness.’ At the

highest level, called the superordinate level,

concepts are considered to have a highly

general classiﬁcatory (abstract) function.

So, for example, in the dictionary deﬁnition

of cat, the related concept of mammal would

be viewed as a superordinate concept because it refers to the general category of

animals to which a cat belongs. Then there

is the basic or prototypical level, which is

where the word cat itself would ﬁt in. This

is the level where basic types of mammals

are classiﬁed – cats, dogs, goats, hogs,

horses, and so forth. The third level, called

the subordinate level, is where more detailed ways of referring to something occur.

There are, in fact, many types (breeds) of

cat – Siamese, Persian, Abyssinian, Korat, for

example – which allow us to refer to culturally meaningful differences in detail. However, such notions as levels and hierarchies
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are problematic, as Umberto Eco pointed

out in his 1984 book Semiotics and the Philosophy of Language. The main difﬁculty, he

suggested, is that decisions as to where a

term belongs in a hierarchy invariably end

up being a matter of subjective choice.

Ultimately, signs allow people to recognize certain patterns in the world over

and over again, thus acting as directive

guides for taking action in the world. Signs

are thus closely tied to social needs and

aspirations – a fact emphasized by many

semioticians, especially the Russian theorist

Mikhail Bakhtin. Bakhtin went so far as to

claim that signs gain meaning only as they

are exchanged by people in social dialogue

or discourse. In effect, he maintained that

all human meaning is constructed dialogically (socially).

Two Models of the Sign

Semiotic inquiry is guided by two fundamental models of the sign – the one put forward by Saussure and the one elaborated

by Peirce. Saussure posited a ‘binary’ model of the sign – a structure with two components. He termed the physical part of the

sign, such as the sounds that make up the

word cat, the signiﬁer, and the concept that

the sign elicits, the signiﬁed (literally ‘that

which is signiﬁed by the sign’). Saussure

claimed, moreover, there is no necessary

motivation or reason for creating the word

cat other than the social need to do so. Any

other signiﬁer would have done the job just

as effectively. This is why his model of the

sign is also called ‘arbitrary.’ Peirce, on the

other hand, saw signs as possessing ‘triadic’ structure – the actual physical sign, the

thing to which it refers, and the interpretation that it elicits in real-world situations.

He called the sign itself a representamen

(literally ‘something that does the representing’) and the concept that it encodes

the object (literally ‘something cast outside

for observation’). He termed the meaning

that we get from a sign the interpretant.

This constitutes a ‘derived’ sign because it

entails the further production of meanings
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arising from the context in which a sign

is used. In our culture, a cat is considered

to be a domestic companion, among other

things; in others it is viewed primarily as

a sacred animal (akin to a sacred cow in

some societies); and in others still it is considered to be a source of food (cat meat).

Thus, while the sign refers to virtually the

same mammal in different cultures (no

matter what name is used), its interpretant

varies considerably, constituting a source of

supplementary sense making.

Peirce also developed a comprehensive

typology of signs. He identiﬁed sixty-six

types in total. Newcomers to semiotics

often react with perplexity to his typology, which consists of seemingly obscure

and unfathomable notions such as qualisigns, sinsigns, and legisigns. But it is quite

straightforward. As its name implies, a

qualisign is a representamen that draws

attention to some quality of its referent

(the object it represents). In language, an

adjective is a qualisign since it draws attention to the qualities (colour, shape, size)

of things – a blue sweater. In other sign systems, qualisigns include colours (painting),

harmonies, and tones (music). A sinsign is a

representamen that singles out a particular

object – a pointing ﬁnger and the words

here and there are examples of sinsigns. A

legisign is a representamen that designates

something by convention (literally ‘by

law’). Legisigns include various kinds of

symbols and emblems such as those used

on ﬂags and logos.

Unlike Saussure, Peirce viewed sign

creation as originating in the perception of

some property in an object. For this reason,

he called the initial act of sign construction a ‘ﬁrstness’ event. Firstness is, more

technically, a tendency to forge signs as

simulations of objects. The outcome is a

sign that resembles what it stands for in

some way. Peirce called such a sign an icon.

When the ‘V’ sign discussed above is made

to stand for the letter V, it is deﬁned as an

icon. Since icons are fashioned in culturespeciﬁc contexts, their manifestations

across cultures are not exactly alike, even



though they spring from the same ﬁrstness

tendency. Peirce used the term hypoicon to

acknowledge this culture-constrained dimension of ﬁrstness. Nevertheless, because

it is a ﬁrstness (sensory-based) sign, its referent can be ﬁgured out even by those who

are not a part of the culture, if they are told

how it simulates, resembles, or substitutes

it. A ‘secondness’ tendency in sign-creation

consists in relating objects in some way. He

called signs that result from this tendency

indexes. The pointing ﬁnger is a basic example of an index. When we point to something, we are in fact relating it to our location as pointers. If it is close by we refer to

it as near or here. If not, we refer to it as far

or there. Finally, Pierce claimed that a ‘thirdness’ tendency consists in creating signs in

historically based or conventional ways. He

called signs that result from this tendency

symbols. The cross ﬁgure used to stand for

Christianity is a perfect example of a symbol. Although it represents the ﬁgure of a

cross on which Christ was cruciﬁed, it is

interpreted historically and conventionally

as a sign standing for the religion that was

founded after Christ’s death.

Despite the obvious richness and

breadth of Peircean sign theory, the Saussurean model continues to have a wide use

among semioticians because it is a much

more expedient one to apply, especially in

the initial phases of analysis. Signiﬁers can

easily be separated from contexts of occurrence and studied abstractly in relation

to signiﬁeds, albeit somewhat artiﬁcially.

Peirce’s model, however, has proven to be

a more insightful and all-encompassing

one in the development of a comprehensive

theory of meaning.

The Semiotic Study of Media and

Communications

It is accurate to say that semioticians today

use a blend of Saussurean and Peircean

concepts and techniques at various stages

of analysis and for diverse purposes. They

also frequently use ideas and ﬁndings from

related or cognate disciplines, especially
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linguistics, philosophy, psychology, and

anthropology. It should be noted, however,

that this ‘interdisciplinary’ mode of inquiry

is a two-way street, since many ideas developed within semiotics proper are now

found scattered in cognate ﬁelds. Today

semiotics is playing a prominent role in

the study of media and mass communications. It was the French semiotician Roland

Barthes who drew attention in the 1950s to

the value of doing so with the theoretical

tools of semiotics. After the publication of

his pivotal book Mythologies in 1957, semiotic theory became widely used within the

ﬁelds of critical analysis, a branch of cultural

studies that examines the relationship between audiences and media genres, and

functional analysis, a branch of sociology

that studies media institutions and their

effects on group behaviour. Scholars from

both these ﬁelds were attracted particularly by Barthes’s thesis that the meaning

structures built into media products and

genres are derived from the ancient myths,

bestowing upon them the same kind of signiﬁcance that is traditionally reserved for

religious rituals. They also tended to side

with Barthes’s trenchant critique of this

ploy as a duplicitous and morally vacuous

one that was ultimately subversive of true

cultural evolution.

As early as the 1960s, another wellknown French semiotician, Jean Baudrillard, continued from where Barthes left off.

Baudrillard scathingly attacked the entire

media-based consumerist pop culture industry as one large distraction-producing

factory intent on blurring the lines between

media and reality. That industry has produced a ‘simulacrum’ – the effect that leads

contemporary people to the inability to no

longer distinguish, nor want to distinguish,

between reality and fantasy. Baudrillard

claimed that the borderline between representation and reality has utterly vanished

in today’s media-based world, collapsing

into a mindset where the distinction between media texts and reality has broken

down completely.

As a simple example of how semiosis
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works in pop culture, consider the comic

book ﬁgure of Superman, who was introduced in 1938 by Action Comics and

published separately in Superman Comic

Books. What or who does Superman represent? The answer is, of course, that he

stands for ‘a hero’ in the tradition of mythic

superhuman heroes, such as Prometheus

and Hercules. As a heroic ﬁgure Superman

has, of course, been updated and adapted

culturally – he is an ‘American’ hero who

stands for ‘truth,’ ‘justice,’ and ‘the American way.’ Like the ancient heroes, Superman is indestructible, morally upright, and

devoted to saving humanity from itself.

Moreover, like all mythic heroes, he has a

‘tragic ﬂaw’ – exposure to ‘kryptonite,’ a

substance that is found on the planet where

he was born, renders him devoid of his

awesome powers.

Answering the question of why Superman (or any comic book action hero for

that matter) appeals to modern-day audiences requires us to delve into the origin

and history of the hero sign. In mythology

and legend, a hero is an individual, often of

divine ancestry, who is endowed with great

courage and strength, celebrated for his

bold exploits, and sent by the gods to Earth

to play a crucial role in human affairs.

Heroes are signs, character abstractions

who embody lofty human ideals for all to

admire – truth, honesty, justice, fairness,

moral strength, and so on. Modern-day

audiences feel this as intuitively as did the

ancient ones who watched stage performances of Aeschylus’s (ca 525–456 bce)

Prometheus Bound, Prometheus Unbound,

and Prometheus the Fire-Bringer in Greece.

Rather than being sent by the gods to help

humanity (something that would hardly

be appropriate in a secular society), Superman came to Earth from a planet in another

galaxy; he leads a ‘double life,’ as hero and

as Clarke Kent, a ‘mild-mannered’ reporter

for a daily newspaper; he is adored by Lois

Lane, a reporter for the same newspaper

who suspects (from time to time) that Clark

Kent may be Superman; and he wears a

distinctive costume. This ‘Superman code’
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was used from one issue to the next by

the creators, making Superman extremely

popular. The character continues, in fact,

to be a favourite one in contemporary pop

culture, having appeared on radio and television, as well as in motion pictures.

The colours of the costume Superman

wears are signs in the code. His red cape

suggests ‘noble blood’ and his blue tights

the ‘hope’ he brings to humanity. Of course,

the red and blue combination is also indicative of ‘American patriotism’ – these are,

after all, colours of the American ﬂag. How

Superman acts, how he behaves, how he

looks, and what he does are, in effect, all

predictable aspects of the ‘Superman code,’

no matter who tells it or in what medium it

is told. Codes are ‘organizational systems

or grids’ of structures (signs) that are used

to generate stories or to make representations of something. They can be highly formal as, for example, the code of arithmetic

in which all the structures (numerals) and

rules (addition, subtraction) are ﬁrmly established. Or they can be highly ﬂexible as,

for example, the code for greeting people,

which varies according to who the participants in the greeting ritual are.

The ‘Superman code’ can be used in

various ways to generate a ‘Superman

story.’ The actual story is called a text.

Conversations, letters, speeches, poems,

television programs, paintings, scientiﬁc

theories, and musical compositions are

other examples of texts. A text constitutes

a speciﬁc ‘weaving together’ of elements

from a code (or codes) in order to represent something. A novel, for instance, is a

verbal text constructed with a set of codes,

including the language code, the narrative

code, and many other codes and subcodes.

Note, however, that the novel is interpreted not in terms of its constituent parts, but

rather holistically as a single form. This is

why when we ask someone what a novel

means, he or she does not refer to the novel’s actual words used in the sequence in

which they occur, but rather to the overall

meaning that he or she has extracted from

it: for example, ‘The novel Crime and Pun-



ishment paints a grim portrait of the human

condition.’

The different stories that are written

about Superman’s adventures are texts

based on the same ‘Superman code.’ So, in

any speciﬁc Superman story we can expect

to ﬁnd that our hero will be ﬁghting some

villain; that he may ﬂirt at some point with

Lois Lane as Clark Kent; that he will come

across a crisis that he must resolve with

his extraordinary powers; and so on. The

meaning of the text is conditioned by context. The context is the situation – physical,

psychological, and social – in which the

text is constructed or to which it refers. If

read in its comic book format, a Superman

text will be interpreted as an adventure

story. However, if a satirist such as the

American ﬁlmmaker Woody Allen were

to portray Superman in a movie, then the

movie text would hardly be construed

as an adventure, but rather as a satire or

parody of the Superman ﬁgure, of its media

representations, or of some other aspect

related to the ‘Superman code.’

A technique also used in media semiotics

to ﬂesh out the meanings built into characters such as Superman is that of opposition.

Take, as a simple example, the differences

that are associated with the white-dark dichotomy in Western culture. The colour

white connotes ‘cleanliness,’ ‘purity,’ and

‘innocence,’ while its antonymic counterpart dark connotes ‘uncleanness,’ ‘impurity,’ and ‘corruption.’ This dichotomy is

used with such regularity by the mass media that it generally goes unnoticed. From

early cowboy movies, in which the heroes

wore white hats and the villains black ones,

to contemporary advertisements, in which

such items as ‘dark leather gloves’ evoke

impressions of sadomasochism, the set of

oppositions associated with the white-dark

dichotomy are being constantly recycled in

various media representations.

On the other hand, this same dichotomy

could be utilized for the reverse purpose:

that is, to link the connotations associated

with darkness to heroes so that they can

be perceived as mysterious and dauntless,
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ﬁghting evil on its own symbolic terms.

This is why the Zorro character of cinema

fame wears black, as did several Hollywood western characters of the past (such

as Lash Larue).

The use of semiotics in the study of media allows us to show how meaning is built

into media texts of all kinds. Since these

lie generally just below the threshold of

awareness, the process of interpreting media texts is called, logically enough,

‘decoding.’

Marcel Danesi
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SENSATIONALISM IN THE MEDIA

[See also: Journalism; Newspapers]



Never in the history of humankind has it

been easier to have instant access to news,

sports, entertainment, and information

than it is today. We do not wait for the

morning paper or the nightly news on

television any more than we ﬂip the dial

on our radios waiting for the music to be

interrupted by a bulletin. With the advent

of RSS (Really Simple Syndication) readers

– offering a constant ﬂow of news, sports,

or any other user-deﬁned alerts – which

are available for almost all internet Web

browsers and portable electronics, including cellular telephones that can alert us the

moment a breaking news happens, we can

literally get our news within seconds. This

access has not only changed the way we get

our news, but how fast we get it, and from

whom. A myriad of choices has contributed

to our ever-growing sense of awareness of

the world around us. In some way, in some

form, access to mass media has impacted

our lives. And it has also shaped the way

we think because some of the sources of

the information that are most important to

us may not be entirely objective or without

bias. It can be objective, presenting all the

facts, and it can be sensationalized, which

results in constant exposure and aggressive reporting efforts that can sometimes

be used by the broadcast source as a tool

for achieving success or recognition in their

respective media discipline.

The number of news, sports, and entertainment stories that continuously bombard us is staggering. It seems a week does

not pass without something being sensationalized by the media, which includes

print, radio, television, and other electronic

sources. But when does a ‘story’ make the
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transition from an objective presentation

of the facts, without distortion, embellishment, or concealment, and become sensationalized? When does a story or an event

dominate the headlines for so long that one

can be easily motivated to change the channel, tune to another station, surf to another

website, choose another topic of interest on

their electronic alerts or RSS readers, avoid

reading the morning paper, or looking at

the gossip publications that greet you when

you check out at your favourite grocer?

The answer lies within all of us. All of

us have reached that point at one time or

another. We see news and events become so

sensationalized – so blown out of proportion – that our collective, inner emotions

will have had enough, and we will move

on to another channel, another station, or

another page. It is then that you can be

fairly certain that the transition from objective and relevant reporting to sensationalism has been completed and that it will

continue as long as there are people who

yearn for it and strive to make it an integral

part of their news reporting. It should be

noted that there are legitimate news stories

that continually develop, and are worthy

of being separated from the word ‘sensationalism’ by facts that surface as it unfolds

– revelations that add relevance and importance to the subject matter. In these cases,

we must be the ones who decide what is

most important to us in terms of quality

and quantity.

Therefore, to discuss sensationalism in

the media, we must focus at the news media. For it is most often a legitimate news

operation that propagates and disseminates

these stories. The format, or the way it is

delivered, is irrelevant. It can quickly ﬂow

from video, to print, to audio, to text message alerts on an iPod. Sometimes within

seconds. We must also be careful not to

label a major news event or disaster as being sensationalized, such as the terrorist

attacks against the United States in 2001.

The attacks at the World Trade Center and

the Pentagon were obvious, legitimate

news stories with new details that emerged



by the hour. Given the enormous gravity of

the importance and historical signiﬁcance

of that tragic day, 11 September 2001,

nothing needed to be sensationalized. The

United States was attacked by a terrorist

group. Innocent people were killed. It was

the ﬁrst attack on American soil since Pearl

Harbor. And it was a bona ﬁde, albeit horrid, news story that kept billions of people

around the world glued to their televisions

and radios, staring at magazines and newspapers with disbelief and anger, or clicking

their mouse as they scanned for the latest

news, streaming video, or grisly photo on

the internet.

The terrorist attacks of that day eventually did become sensationalized when it

came time to point ﬁngers at those who

were to blame for such a tragedy. A commission was created. Hearings were held

on Capitol Hill, and a parade of people

from all branches of government were

brought before the microphones and cameras. The inquisition became front-page

news even as rubble and human remains

were still being excavated and removed

from ground zero.

But, however careful we must be to

separate true, authentic journalism from

reporting that is blown out of proportion,

we must also be able to distinguish what

really qualiﬁes as sensationalism in the media. A good example are the tabloids that

dominate the racks at newsstands and retail stores with headlines (and photos) that

announce the discovery of three-legged

tigers with a human head, or pictures of an

alien autopsy, or the latest gossip about a

high-proﬁle Hollywood couple who ﬁle for

divorce. These tabloids take ‘sensationalism’ and turn it into an art form of sorts. A

very proﬁtable art form.

Why? Because those tabloids, for the

most part, are in the business of sensationalism. And because there are millions of people around the world who purchase those

tabloids, there is a willing audience – a

dedicated market for those publications that

either sensationalize factual news or offer

subject matter that is so profoundly ridicu-
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lous that our own natural curiosity forces

us to just take a peek inside the cover while

we wait for the grocery line to ﬁnally reach

the cashier station. We could actually be

the ones who help promulgate the spread

of rumours, gossip, and sensationalized

news simply by being active (and paying)

participants, even if we look at it with a

grain of salt or with the clear intent of being amused by the outright absurdity of the

subject matter being headlined.

And while some of these tabloids publicly insist that they do practise ‘real’ journalism, the ‘real’ evaluation must be left to

those who read them. In this case, one must

be alert to the presentation, and whether or

not all the facts or all sides of the story are

reported and, more importantly, veriﬁed.

From the ﬁrst symbols etched into clay

tablets by ancient Sumerians to today’s

massive global media machine, sensationalism has been a part of mass communication. In ancient Rome, Caesar and Nero

(and others) used military force to gain

compliance and command worship. But

they also made use of the media of the day.

In ancient Rome, they used the printed

word – handbills, symbols, and grafﬁti

displayed in public areas – to serve as their

personal messenger of edicts and threats

as long as they reigned. It was not news.

It was propaganda. Napoleon, Lenin, and

Hitler also controlled the media and access

to the media in their respective lands. In

this context, we cannot make the connection between sensationalism and journalism because you cannot have both unless

the media is totally unrestrained by governmental control, such control as found

today in Iran, North Korea, Cuba, and

China, to name a few. Sensationalism and

true journalism require that you must have

a free press. Anything else is propaganda.

In colonial times, the free press in the

United States was under control of private

individuals or small partnerships. Spared

from government censorship, sensationalism took on a new role. Long prevented

by the prospect of imprisonment or even

death for expressing dissenting views
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against the government of their former

country, or even their new country, colonists were exposed to everything from

daily, scathing rebukes of British leaders to

the embellishment of the trials following

the Boston Massacre that killed ﬁve Boston

citizens.

As politics became an integral part of the

fabric of the new country, newspapers were

the only source of information about government, its representatives, and those who

campaigned to represent their constituents.

Political advertising could be very inﬂuential. Eventually, as even private standards

relaxed, politicians and untested challengers alike engaged in smear campaigns not

unlike some of the rhetoric we see today

before election time.

As journalists and their outlets became

more courageous, the term ‘investigative

journalism’ came forth, and sensationalism took on a new meaning. And since

newspapers and a few periodicals (up until

the time that radio became the primary

source for news and entertainment in the

late 1920s) were the only source of information available in those days, people had

to formulate their opinions based solely

on what they read or heard from barkers

in the town square or by word of mouth

from visitors. In time, it became very easy

for unscrupulous editors to lace a legitimate news story with their own personal

opinion without identifying it as such. Bias

soon became a part of the media, especially

editorial content.

In more modern times, as radio and

television began to compete for the eyes

and ears of willing recipients around the

globe in the early to mid-twentieth century,

gossip and sensationalism became almost

intertwined. Even then, newspaper editors,

television and radio programmers, and

news directors knew that gossip and sensationalism translated into readers, listeners,

and viewers, which, in turn, translated into

advertising dollars.

Gossip columnists from newspapers and

radio, and later, television, took sensationalism to great heights. In the early twenti-
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eth century, Louella Parsons gained fame

and notoriety by exposing the excesses

and tribulations of high-proﬁle celebrities

and prominent members of high society.

Parsons paved the way for people like

Hedda Hopper, Walter Winchell, and – in

more recent times – Rona Barrett and Ana

Marie Cox (aka ‘Wonkette’), who became

sure bets to catch the eyes and ears of those

looking for a good scandal or the latest gossip about steamy relationships.

Gossip columnists were often the catalysts for news. Any discussion of the bridge

between journalism and sensationalism

in the media cannot be complete unless

we acknowledge the inﬂuence of rumours

and gossip on the news media. Knowing

that the public craves any tidbit of dubious

information that could become chatter at

the dinner table or the corner lunch counter, news directors, editors, and journalists

combined gossip and factual news in their

offerings, sometimes leading to tragic results that tarnished the name of good journalism and even defamed those who were

their targets.

In 1921, silent ﬁlm star and comedian

Roscoe ‘Fatty’ Arbuckle was accused of

sexually assaulting and eventually murdering Virginia Rappe, a developing Hollywood star, who died from complications

after Arbuckle allegedly smothered her

with his massive body during the accused

rape. The media, which at that time was

dominated by newspapers and magazines,

spared no expense at printing all of the

gory details, describing the ‘injury’ and

embellishing and exploiting aspects of the

story that kept people paying to read the

next day’s headlines about this sensational

story. Rarely were there any inclusions of

evidence that may have exonerated Arbuckle until dispatches and transcripts of

the trial that followed were published, giving the public its ﬁrst look at the other side

of the story. In the end, after three separate

trials, Roscoe Arbuckle not only was found

innocent, but the jury even sent him a letter

of apology that was published around the

world.



But the damage had been done. It was

too late. Although Arbuckle did not murder or even contribute to the murder of

Virginia Rappe, the negative press generated by the trial made studio executives

wary about employing him. After the trial,

Arbuckle was able to secure only sporadic

work and died in his sleep at the age of 46.

Some historians agree that Arbuckle’s

trial was ﬁrst conducted in the media,

which heavily inﬂuenced public opinion

at the time. Certainly, sensationalism in

the media had became an ugly word, and

an even uglier harbinger of things to come

as the formats of mass media and the way

they were used became more widespread.

Arbuckle was just the ﬁrst of many others to fall victim to sensationalism in the

media.

Even consumers (and one angry automaker) can be unwitting victims of sensationalism. In 1992, Dateline, a weekly NBC

news program, targeted a fatal truck crash

when the fuel tank – called a ‘sidesaddle’

tank – exploded from a direct impact. Since

there was no video of the actual event,

Dateline decided to ‘dramatize’ the crash

and how it might have happened. They

rigged a ‘sidesaddle’ tank vehicle with

pyrotechnics that would cause a ﬁre if

any gasoline from the ruptured fuel tank

escaped, causing a spectacular ﬁre. The

problem was that Dateline did not tell viewers that the vehicle was rigged to ignite

gasoline and explode on impact. Every

owner of a vehicle with a ‘sidesaddle’ fuel

tank became concerned. Dealerships were

inundated with phone calls from frightened owners. And an innocent automaker

was cast as an evil villain by ‘allowing such

vehicles to be built and sold.’ The negative coverage had the effect of convincing

people that they shouldn’t buy any vehicle

with ‘sidesaddle’ fuel tanks, which included many pickup trucks. The ﬁnancial

implications for the automaker could have

been disastrous had nobody questioned the

story. Fortunately, an investigation into that

Dateline broadcast conﬁrmed the deliberate

use of pyrotechnics, and found that, despite
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those explosives detonating under the vehicle in the Dateline story, the actual gasoline

tank from that vehicle didn’t even rupture

at all. As a result, an attempt to draw ratings (the program was heavily promoted

immediately following the previous week’s

program) by NBC forever tarnished the

reputation of Dateline and the entire NBC

news operation, and resulted in scepticism

about professional journalism as a whole

by the general public. NBC executives and

the program’s hosts did publicly apologize,

but only after irrefutable evidence of their

‘staged’ explosion was exposed. Several

producers were also forced to resign.

A word even uglier than ‘sensationalism’

is ‘bias’ when discussing any current state

of the media. In his book, Bias, veteran CBS

news correspondent Bernard Goldberg exposed the political bias that permeates the

media and results in any news story becoming sensationalized and one-sided. An

example Goldberg cited was a report from

the conservative Media Research Center

that monitored the nightly television news

during broadcasts on CNN, NBC, ABC,

and CBS during the presidency of George

H.W. Bush. During his four-year term in

ofﬁce, these networks aired seventy-one

stories about the homeless across America.

In 1995, almost three years into the Clinton

administration, only nine stories about the

plight of the homeless made the evening

news on those networks. Did the homeless

problem in America suddenly disappear

while a Democrat was president?

Goldberg also cited another example

of political bias in 2003, just weeks after

President George W. Bush took the oath

of ofﬁce, when Bob Jamieson, reporting

for the Sunday edition of ABC World News

Tonight, told his viewers that ‘in New York

City the number of homeless in the shelter

system has risen above twenty ﬁve thousand a night for the ﬁrst time since the late

1980s’ (cited in Goldberg 2001). The context

of that statement immediately raised suspicions. Clearly, political bias and sensationalism in the media work in tandem. Bias

is constantly being craftily and sometimes
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stealthily weaved into the context of news,

sports, and entertainment programming.

Any discussion of sensationalism in the

media must include the inﬂuence of biased

reporting.

Just about any major media source, be it

a newspaper, magazine, daily newspaper,

or regularly scheduled television or radio

news program, can serve as the outlet for

presentations that can be very one-sided

and blatantly biased, to say nothing of being sensationalized. Today, news organizations such as the New York Times, NBC,

CBS, MSNBC, and CNN have been accused

of having a left-wing political bias that

distorts or sensationalizes their content.

Conversely, the Rupert Murdoch (who has

contributed millions to republican political

campaigns) –owned Fox News Network and

the New York Daily News, and the corporatecontrolled Washington Times and even the

Wall Street Journal have been branded or

accused by liberals as the mouthpieces of

conservatives. Is it because they present

both sides of a story, or subscribe to higher

journalistic standards?

Sensationalism will always be a part of

the media, regardless of the format. Every

news, sports, and entertainment organization that is a part of or uses mass media as

a delivery system for their programming

stands ready to capitalize on any event

that will bring more viewers, more readers,

more subscribers, or more listeners in their

direction. And with more and more formats

of media available to us, sensationalism is

bound to expand. But the new digital media have given access to many individual

voices, preparing the ground for sensationalism to be grounded more and more in the

public sphere and thus more open to being

exposed for what it is.

Jeff Cutsail
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SENSORY COMMUNICATION

[See also: Communication; Non-Verbal

Communication]



Sensory communication is, as its name implies, communication through and by use

of the senses. The use of the senses to communicate something is called a mode. The

main modes are as follows:



Sensory

Mode

Auditoryvocal



Features

This characterizes speech,

physiological vocal signals and

symptoms (for example, coughing and snoring), musical effects

(for example, whistling), and voice

modulation (the use of vocal tones



Visual



Tactile



Olfactory



Gustatory



to communicate identity and feeling-states).

This is the relevant mode in sign

languages, writing, visual representation (drawing, sculpting, and so

on).

This is characteristic of communication unfolding by means of touch

(handshaking, patting, hugging,

slapping, and so on).

This involves communication

through the channel of smell (using

perfumes to communicate a sensuous feeling, using aromas for various effects).

This involves communication by

means of taste (food spices, and so

on).



Sensory communication between humans and other species will occur in some

modes, but not in all. If the mode or modes

of the species in question are vastly different, then virtually no message exchange

is possible. It is unlikely that humans and

ants will ever enter into a communicative

exchange such as the one that has evolved

over the years between humans and cats or

dogs.

The imprinting of sensory modes into

language (usually unconsciously) is called

iconicity. Photographs, portraits, and Roman numerals such as I, II, and III are iconic forms designed to stand for their referents in a visual way. Onomatopoeic words

(drip, plop, bang, screech) are words simulating the sounds that certain things, actions,

or movements are perceived to make

and thus stand for their referents in an

auditory-oral way. A block with a letter of

the alphabet carved into it is a tactile form

that allows the user to ﬁgure out the letter’s shape by touch. Iconicity is evidence

that sensory communication is a more basic

and ancient form of communication than is

language. This is borne out by the ﬁrst inscriptions, cave drawings, and pictographic

signs of humanity, indicating the important

role that visual communication has played

in our species. Iconicity is also evident in

childhood development. Children instinc-
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tively make scribbles and elemental drawings at about the same time that they utter

their ﬁrst words. If one gives a child some

drawing utensil at around the age of two or

three, he or she will instinctively start scribbling on a drawing surface. As time passes,

the scribbles become more and more controlled, with recognizable forms emerging.

Although children, with adult prompting,

may learn to label their forms as ‘suns’ or

‘faces,’ they do not seem inclined at ﬁrst to

draw anything in particular, since the act

of making shapes appears to be instinctive

and pleasurable in itself. Of course, the

visual forms eventually suggest ‘things’

to the child as his or her ability to use language for naming purposes develops; but

initially, the child seems content to engage

in drawing solely for the pleasure of it,

without attaching explicit associations of

meaning to it.

Marcel Danesi
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SERIALS

[See also: Adventure Stories; Books, History of;

Cinema Genres; Crime Genre; Horror Fiction;

Narrative]



The serial is a ﬁctional narrative consisting

of a set of episodes (also known as chapters). The episodes are designed to keep

audiences waiting to see, hear, or read the

next episode because of the ending of the

previous episode, which is desgned typically to keep the audience in suspense in

some way. Another use of this term is in

reference to any set of episodes on radio or

television that tell an entire story but are
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separated into episodes on account of time

constraints. It is the former use of the term

that is the focus of this entry.

The ﬁlm serial genre traces its origins

to the pulp ﬁction ‘cliffhanger’ magazine

serials of the early part of the twentieth

century which kept readers in suspense

because an episode would typically end

when the hero or heroine would get caught

up in some dangerous situation – such as

being trapped in a car that was about to

fall over a hill into the abyss below – from

which escape seemed unlikely. The serial

crossed over to early silent cinema in the

ﬁrst decade of the twentieth century. The

audience would come back enthusiastically to the movie theatre the week after

to see how the cliffhanger situation would

be resolved. The genre was an instant hit

with early movie-goers. A typical serial had

from twelve to ﬁfteen chapters. In addition

to the hero or heroine and villain there was

the sidekick or partner of the hero or heroine, who typically provided comic relief,

and the sidekick or partner of the villain

who provided the brawns for the bad side.

Romance always played a part in the script,

as did the occasional betrayal subplot.

Movie historians identify the ﬁrst movie

serial as the 1910 production of Arsene

Lupin Contra Sherlock Holmes (in ﬁve episodes). The same decade saw the rise of

popularity of the genre with Edison’s What

Happened to Mary? (1912), The Adventures of

Kathlyn (1913), the Perils of Pauline (1914),

The Ventures of Marguerite (1915), and The

Hazards of Helen (1917). Interestingly, the

earliest heroes in the movies were primarily

women. The studios that produced most of

the serials were the Weiss Brothers, Mascot,

Universal, Columbia, Victory, and Republic

Pictures, the latter becoming the leader in

serial production starting in 1937. Serials

were especially popular with children and

that is why most of them involved actionpacked plots with adventure heroes or

heroines battling villains who would be

responsible for the cliffhanger endings of

a chapter before ﬁnally being caught in the

ﬁnal episode. A typical Saturday afternoon
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at the movies from the 1920s to the 1950s included a chapter of a serial, along with two

feature ﬁlms and animated cartoons. Serials

were also part of regular fare on radio in the

1920s, 1930s, and 1940s, and on early TV

in the late 1940s and throughout the 1950s.

Among the most popular are the following: The Crimson Ghost; Zorro Rides Again;

The Real Adventures of Wild Bill Hickok; The

Lone Ranger; Flash Gordon; Buck Rogers; Dick

Tracy; The Green Hornet; The New Adventures

of Tarzan; The Lost City; The Phantom Rider;

Jungle Jim; Undersea Kingdom; Radar Men

from the Moon.

The serial style was adopted by Walt

Disney with his early TV series featuring

heroes such as Davy Crockett and Zorro.

And it was revived by contemporary movies such as the Indiana Jones set, the difference being that cliffhanger situations were

distributed throughout a single movie text

and not ‘to be continued next week,’ as the

original serials. The original movie serials disappeared in the 1950s – the last one

was the 1956 serial produced by Columbia

called Blazing the Overland Trail. They were

replaced by the concept of the sequel and

by television series, both of which incorporated elements of the serial formula.

There have also been many serial-style series that emerged on television, including

Doctor Who and Danger Island. There were

also attempts to revive the original movie

serial. In the 2000s, Cliffhanger Productions produced several serial formats for

the video market. These can now be seen

on YouTube. Although the serial may have

disappeared from the screen, its descendants are noticeable nonetheless, with movie

series such as the Indiana Jones, Jason

Bourne, and James Bond ﬁlms in which

there is considerable crossover material

from movie to movie.

Marcel Danesi
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SHANNON, CLAUDE E. (1916–2001)

[See also: Bull’s-Eye Model; Channel; Communication; Communication Theory; Cybernetics; Feedback;

Information; Medium; Noise; Redundancy]



Claude Elwood Shannon was an American

mathematician and engineer whose ideas

and research laid the groundwork for

the study of all kinds of communications

systems. Shannon was born in Petoskey,

Michigan, growing up in nearby Gaylord.

He received his BA in electrical engineering and mathematics from the University

of Michigan in 1936 and his MA and PhD

in mathematics from the Massachusetts

Institute of Technology. His master’s thesis

showed how binary digits could be used in

the design of computers. In 1941, Shannon

was hired by Bell Laboratories in New Jersey to conduct research on the efﬁciency of

telecommunications systems. His paper ‘A

Mathematical Theory of Communication’

was published in Bell’s technical journal in

1948, becoming the basis upon which modern information theory was founded. In

1956, he joined MIT, where he taught until

his retirement in 1978.

Shannon’s groundbreaking paper aimed

to solve the problem of how best to encode

information, using notions from probability

theory. He developed in it the key concept

of information entropy as a measure for the

randomness or uncertainty in a signal or

message. With Warren Weaver, he wrote

The Mathematical Theory of Communication in

1949, which made his model of information

accessible to non-specialists. It is that book

that spread his model broadly, inﬂuencing

various ﬁelds of inquiry. Shannon’s model

attempts to show how information is encoded and decoded by humans, animals,

or machines. Information is considered to

be something mathematically probabilistic.

For example, a ringing alarm system carries
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more information when it is ‘on’ than when

it is ‘off’ because the latter is the ‘expected

state’ of the alarm system and the former

its ‘alerting state.’ The information contained in a signal, thus, is inversely proportional to its probability. The more probable

a signal, the less information load it carries;

the less likely, the more. Shannon used this

notion to improve the efﬁciency of telecommunication systems. But it quickly spread

to other domains and is commonly called

the bull’s-eye model because it deﬁnes a

communications system as one in which a

sender aims a message at a receiver as if the

latter were in a bull’s-eye target range.

Shannon introduced several key notions

to the general study of communication –

concepts that continue to be used to this

day:

• Channel is the physical system carrying

any transmitted signal or message. In

human speech vocally produced sound

waves can be transmitted through the

channel of air or through an electronic

channel such as the radio.

• Noise is any interfering element (physical or psychological) in the channel that

distorts or partially wipes out a signal or

message. In radio transmissions, noise is

called static; in TV transmission, visual

interference is called ‘snow’; in speech, it

can be lapses of memory (psychological

noise).

• To counteract noise, communication systems have redundancy features built into

them which guarantee that a message

is likely to be decoded even if noise is

present. In speech the high predictability of certain sounds or words and the

patterned repetition of elements are redundant elements. For example, English

speakers will easily decode the following

sentence even though it has no vowels in

it: Thy wll drp by tmrrw (They will drop

by tomorrow).

• Feedback refers to the fact that senders

have the capacity to monitor signals

or messages and alter them to enhance

their reception on the basis of informa-
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tion coming back from receivers. In

verbal communication this includes, for

instance, the reactions observable in receivers (facial expressions, for example),

which indicate the effect that a message

is having as it is being communicated.

Shannon’s model has provided a rich

vocabulary for describing communication

systems, even though it might not tell us

anything about how messages take on

the meanings that they do in human interaction.

Marcel Danesi
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SIMULACRUM THEORY

[See also: Baudrillard, Jean; Media Effects]



In media studies the term simulacrum is

associated with the late Jean Baudrillard,

who used it to claim that contemporary

people can no longer distinguish, or want

to distinguish, between reality and fantasy,

having become so accustomed to watching

television and going to the movies. Baudrillard maintained that the borderline between representation and reality has utterly

vanished in today’s image-based world of

media, collapsing into a mindset where the

distinction between ﬁction and reality has

broken down completely. The content produced by the media is perceived as hyperreal, that is, as more real than real.

The term simulacrum comes from Latin

where it means ‘likeness’ or ‘similarity,’
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and was used in the nineteenth century by

painters to describe drawings that were

seen merely to be copies of other paintings

rather than emulations of them. Aware of

this designation of the term, Baudrillard

(1983, 1987) insisted that a simulacrum effect is not the result of a simple copying

or imitation, but a form of consciousness,

which he called hyperreal, that emerges on

its own after long exposure to the media

through four stages: (1) a basic reﬂection of

reality (the normal state of consciousness);

(2) a perversion of reality; (3) a pretence

of reality; and (4) the simulacrum, which

bears no relation whatsoever to reality.

Gilles Deleuze (1968: 69), on the other

hand, saw the emergence of simulacra effects as emerging on their own, without

reference to the media. They are part of

the human imagination and thus are

inevitable.

Baudrillard extended the notion to include ﬁctional or cultural ideas, events,

and spectacles. An example he liked to

use was that of Disney’s Fantasyland and

Magic Kingdom, which are copies of other

ﬁctional worlds. They are copies of copies

and, yet, people appear to experience them

as more real than real, indicating that simulated worlds are more desirable than real

ones. They are ‘simulation machines’ which

reproduce past images to create a new

cognitive and social environment for them.

One thus constructs his or her identity in

this simulated world, perceiving himself

or herself on its own terms and relating to

others accordingly. Disneyworld, malls,

sports events, and social media sites are

more meaningful than real worlds, which

are perceived as banal and boring. Eventually, as people engage constantly with the

hyperreal, everything – from politics to art

– becomes governed by simulation. Only in

such a world is it possible for advertising –

the maximum producer of simulation – to

become so powerful. This is why, according to Baudrillard, people are easily duped

by TV-religion charlatans and infomercial

hucksters. Simply put, they make promises

related to life in the hyperreal.



The simulacrum effect would explain

the rise in popularity of so-called reality

TV programs. Sometimes labelled ‘popular factual television,’ this genre produces

the simulacrum effect because it blends

information, entertainment, documentary,

and drama into one form. Reality television dates back to 1948, when Allen Funt’s

Candid Camera ﬁrst aired, a program that

was itself based on a previous radio show.

The program showed everyday people in

contrived situations, tricking them into doing or saying things unknowingly. The idea

was to show how funny people could be in

the world of the simulacrum. A radio series

called Nightwatch in the early 1950s, which

followed California police ofﬁcers in Culver City, was also very popular. In 1973, a

twelve-part series called An American Family put the Loud family’s private lives on

display. The program drew more than 10

million viewers and became a pop culture

landmark. In 1992, MTV’s The Real World

debuted. It took place in a house where

seven strangers from different backgrounds

were supposed to live together for several

months. Their daily lives were captured on

ﬁlm. The program thus demonstrated what

happened when the characters on screen

were not acting, but being themselves.

The term reality TV came into use in 2000,

when CBS’s Survivor ﬁrst aired, becoming

an instant hit. In that show contestants living in an isolated setting face challenges in

order to win prizes. Since then, the number

of reality TV shows and websites has proliferated, from real-life cop investigations

(as in The First 48) to job interview sessions

conducted by Donald Trump.

The popularity of the genre, which blurs

the distinction between the real and the

imaginary, seems to validate the notion of

simulacrum theory. As people become accustomed to looking at all kinds of screens,

from television to computer screens, it is

really a small cognitive step into the world

beyond the looking glass (to use a Lewis

Carroll metaphor) to believe that it is as

real as the world outside the screen. The

1999 movie The Matrix portrayed a world
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in which life is shaped by the screen. Like

the main protagonist, Neo, we now experience reality ‘on’ and ‘through’ the computer screen, and our consciousness is largely

shaped by that screen. It is instructive to

note that the producers had approached

Baudrillard to be a consultant for the movie. Apparently, he turned them down.

Marcel Danesi
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SITUATION COMEDY

[See also: Comedy; Television Genres]



A situation comedy, also referred to as a

sitcom, is a popular type of humorous episodic program that is most commonly associated with television. Using established

characters with predictable personalities,

relationships, and problems, sitcoms generally provide unsophisticated entertainment

intended to amuse its audiences without
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challenging them too much. Historically

originating as a genre on radio, many of

the earliest television sitcoms were evolved

from characters and programs that were

ﬁrst developed and broadcast on radio during the early part of the twentieth century

and later adapted for television. Still earlier

antecedents came from vaudeville and

other live stage and musical variety shows

that included sketch comedy and predictable character types.

As the name suggests, a situation comedy depends on a problematic state of affairs

introduced early in the story as a premise

for a humorous interactive play. Sitcoms

generally depend on a consistent cast of

characters in relationships that share situations like those that might occur in a family,

neighbourhood, workplace, or other shared

environment. Situation comedies are generally short formulaic programs presented as

a series that repeatedly uses the same locations, established premises, and characters

that are predictable as far as their relationships, settings, values, and behaviours are

concerned, and the kinds of comic situations they will face and ultimately resolve.

With an expectation that resolution and

closure will occur by the end of each episode, sitcoms are generally presented as a

series. The notion of a series depends on the

repeated use of an established premise, familiar characters, and a narrative closure at

the end of each episode. This type of regular ending is in contrast to a serial, which

continues the narrative from one episode to

the next. More like a soap opera or a novel

that follows developing characters and

situations from chapter to chapter, a serial

does not necessarily resolve situations in a

single episode and tends to persist in introducing new problems and complications

that carry over from episode to episode.

While there are always exceptions to

the rules, variations to established themes,

and new concepts always being developed,

part of the appeal of sitcoms is familiarity

and repetition. The use of the same familiar characters, settings, and relationships

from episode to episode, the easy-to-watch
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half-hour format, and a simple yet humorous story that is set up by a problem that is

resolved within the time constraints of the

show are aspects of the typical sitcom.

Characters drive most of the plots with

their strategies to solve problems and to

deal with relationships. Occasionally a situation comedy might develop a plot over

the course of several episodes, but more

commonly the characters and subsequent

episodes do not suggest any memory of

past events from earlier stories. The regular

players are forced to live within or to challenge the deﬁning characteristics of their

situations and status that correspond to

their ﬁctitious constructed narrative

communities.

As with any particular media genre or

other systems of representation, situation

comedies should not be dismissed as mere

entertainment. Media producers create

programs with the intention of appealing

to audiences and aim to fulﬁl emotional

needs for pleasure through an ideology of

mass culture. Part of the appeal of popular

media is that people like to talk with others

about their own reactions to a program, its

characters, and situations, after experiencing it. Programs are generally produced as

products and the audiences are considered

recipients and consumers. A situation comedy will tell stories that normalize lifestyles

and consumer choices while presenting

problems and offering solutions that reﬂect

existing values, beliefs, and strategies for

dealing with everyday situations. Whether

the stories rely on family members, a

community or neighbourhood, a group

of friends, an occupational workplace, or

institutional setting, narrative structures

necessarily integrate cultural assumptions

and a range of ideological perspectives that

reﬂect social values and power structures

that are deﬁned and restricted through the

storytelling processes and by resolutions

that satisfy the audiences’ expectations for

normal, acceptable life choices.

Situation comedies have successfully

represented a variety of contexts for situ-



ational humour and social commentary

depicting lifestyles from the homes of ordinary or exceptional families or individuals,

schools, hospitals, police stations, ofﬁces,

and businesses. They have represented

various perspectives about age, race, class,

political afﬁliation, and sexual orientation.

Sitcoms have also been animated and extended to science ﬁction and other combinations of genres. While situation comedies

rely on familiar situations and social conventions, they also provide an acceptable

space to negotiate social values and norms.

Exaggerated representations of stereotypes

of age, race, class, and gender may be intended to be humorous and entertaining,

but are perpetually negotiated, and the plot

resolution to most sitcom problems generally reafﬁrms mainstream social group,

family, and community values.

Elliot Gaines
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SOCIAL NETWORKING

[See also: Online Culture; YouTube Culture]



Social networking refers to the process of

interacting through online websites such

as Twitter, LinkedIn, Facebook, Googlet,

MySpace, FriendWise, FriendFinder, Orkut,

Classmates, Webkinz, and Bebo. On these

sites it is assumed that individuals share

common interests and interact in a patterned way. Entry to a networking site

involves constructing a ‘public proﬁle’ (a
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selected synthesis of one’s autobiography)

and interacting with other individuals using the online site.

The ﬁrst true social network site, SixDegrees (sixdegrees.com), was launched

in 1997. Users were able to create proﬁles,

as well as to list and view ‘Friend lists.’

But SixDegrees closed down in 2000, for

the reason that most users did not have

an extensive list of friends online at that

time. From 1997 to 2001, AsianAvenue,

BlackPlanet, and MiGente emerged, allowing combinations of proﬁles and viewable

materials, while LiveJournal allowed more

control over viewable proﬁles. In 2000,

LunarStorm, a Swedish networking site,

added guestbooks and diary pages, which

have become common features of today’s

social networking sites.

From 2001 to 2002, four social networking sites were launched: Ryze, Tribe.net,

LinkedIn, and Friendster. While Ryze.com

was popular in San Francisco, Ryze and

Tribe.net did not really catch on. LinkedIn continues as a business service, and

Friendster was transformed, initially, into

a dating site, designed to help ‘friends of

friends’ meet each other through viewable proﬁles. As a consequence, Friendster

surged in growth. In fact, because Friendster’s database and servers were unable

to handle the exponential growth, the

site would often crash. Combined with

frequent ‘Fakesters,’ people who would

include massive Friends texts in order to

view more proﬁle, and the company’s response of deleting all users with fake photos, many users lost trust in the site and

abandoned it en masse.

From 2003 onward, new sites were

launched, including Visible Path and Xing.

Niche-audience social networking sites

were also created, including many with

an ethic or cultural focus – for instance,

Care2 for activists, MyChurch for Christian churches, Flickr for photo sharing,

and YouTube for video sharing. While

corporations reactivated social networking

sites (even if they had previously failed),
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Google’s Orkut became a national social

networking site in Brazil and Microsoft’s

Windows Live Spaces became extremely

popular in Mexico, Italy, and Spain.

MySpace’s launch in 2003 came at a

propitious time, since Friendster was losing users. Indie rock bands were among

the ﬁrst to create MySpace proﬁles in

order to advertise themselves and to

connect with their fans. Many teenagers

joined MySpace in 2004, forcing the site

to change its policy to allow minors. With

its ability to personalize proﬁle pages and

to use colour and music, MySpace succeeded, catering to three distinct populations of users: musicians, teenagers, and

college students. In 2005, MySpace was

purchased by News Corporation for $580

million (U.S.). Shortly afterward, a series

of media-exposed sexual encounters between adult predators and minors who

had met on MySpace caused legal action

to be taken against the site, with general

mistrust of it ensuing.

In 2004, Mark E. Zuckerberg started

Facebook, which originally catered to

a Harvard student niche community. It

quickly began expanding, allowing at ﬁrst

only users with a university email address

to join. By September 2005, Facebook began

to allow high school students, corporate

networks, and regional networks to sign up

for a Facebook account. A distinct feature

of Facebook was that users’ proﬁles could

not be made public to all users but only

to the designated groups themselves. Applications were soon added, allowing users

to personalize their proﬁles based on their

application (that is, allowing users to post

what they desired or to play games attached to their proﬁle with appropriate applications). For all these reasons, Facebook

soon attracted more users than MySpace

and is now one of the most popular of

all such sites, with Twitter and LinkedIn

quickly gaining momentum. While social

networking sites continue to grow, Ning

has recently launched a new kind of hosting service that encourages users to create
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their own networking sites. This pattern of

‘individualization,’ which has seemingly

been encouraged by the advent of the internet, is fast becoming a major feature of all

Web-based communication.

The socio-philosophical implications of

social networking are immense. Sufﬁce it

to say that at no other time in history has it

been possible for individuals to enter into a

public forum to be observed by anyone else

and to interact with anyone one wishes.

But the massive amount of personalized

information that is now available and distributed is exceptional and may, in the end,

be shifting the focus from using information for knowledge purposes to using it for

its own sake.

Statistics bear out that a paradigm shift

is imminent. Social networking sites have

accumulated a massive global popularity,

causing many corporations to invest in

these sites, where a single company may

easily reach a certain target audience of

millions. While there are social advantages

to being a part of social networking sites,

such as keeping in touch with old friends

and meeting new people, information from

one social networking site user to the next

in some cases can be considered classiﬁed

to the public, which has prompted many

companies to block their employees from

accessing such sites.

While it is still too early to tell what the

overall psychological and social impact

of online networking will be, there is little

doubt that networking sites will continue

to expand for the simple reason that they

make interpersonal communication rapid

and efﬁcient. They also provide virtual

‘hang-out spaces’ in which to indulge our

ever-present urge for gregariousness.

Mariana Bockarova
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SOCIOLOGY OF THE MEDIA

[See also: Anthropology of the Media; Digital Divide; Propaganda Theory]



Various contemporary studies and investigations of the relation between the mass

media and people’s attitudes and world

views come under the general rubric of

the sociology of the media. This term refers

primarily to the main theories and methods

used by sociologists rather than to the use

of sociological theory, in itself, to analyse

the mass media.

Sociology is the study of the people and

institutions that make up human society

and how they interrelate. One of the most

commonly used tools of sociologists is

demographic analysis, which is a systematic,

statistically based study of the size, makeup, and distribution of human groups. The

analysis is based on collecting information

such as people’s ages, birth and mortality

rates, marriage rates, ethnic backgrounds,

migration patterns, and the like. Demographics now also include data on roles

and status of individuals. Two common

techniques for gathering such information

are the survey and the interview. These are

intended to measure people’s attitudes on

various subjects. Most of these are conducted with the use of prepared questionnaires

consisting of questions about the interviewee’s background and his or her opinions on

the subject under investigation.

A term coming out of sociological theory

that often crops up in media study is habitus – a term coined by Marcel Mauss (1872–

1950) and used later on by Pierre Bourdieu

to refer to the ways in which society’s dominant classes talk, act, and behave. Noting

that social success depends largely on the

individual’s ability to absorb the habitus
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of the dominant class, Bourdieu suggested

that it is similar to, but more fundamental

than, knowing a language. But the study of

internet language, text messaging, and the

like, for example, shows that the spread of

an evolving common code is emerging in

ofﬂine communication as well, thus leading to a diminution of the role of habitus in

society.

An important sociological concept that

has commonly been adopted by media

scholars is that of alienation – a term

coined by Karl Marx to describe a sensed

estrangement from other people, society,

or work. Sociologists deﬁne alienation as a

blocking or dissociation of a person’s feelings. Some believe that alienation is produced by a shallow and depersonalized

society. French social theorist Émile Durkheim (1858–1917) suggested that alienation stemmed from a loss of religious traditions. He used the term anomie to refer

to the sense of alienation and purposelessness experienced by a person or a class as

a result of a lack of moral standards and

values (Durkheim 1912). The term is often

used in the literature by those who believe

that anomie makes some people more

susceptible to the effects of mass media.

Some media analysts also talk of ‘alienation effects,’ which are the effects produced by using alienating techniques such

as unsettling lighting effects or bizarre

soundtracks that force an audience to develop a critical attitude towards what they

are exposed to.

Another sociologically oriented view

to have arisen in the last few decades is

that of Americanization, or the purported

inﬂuence the United States has on the

culture of other nations through the overrepresentation of its popular culture in the

global mass media. The term has a negative connotation if the inﬂuence is imposed

unwillingly; it has a positive connotation if

the inﬂuence is sought voluntarily.

Other sociological concepts that have

been enlisted in media studies include the

following:
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• From Marxist theory, the term articulation is used to refer to a purported linkage that is established between seemingly disparate forms of culture or media

products (for example, rap music linking

with previous rock and jazz styles). In

sociological theory it means the joining

together of social forces in a hierarchical

way (with one being dominant over the

other).

• Also from sociological theory is the socalled ‘Bass double action model of internal news ﬂow’ (Bass 1969) model that

describes news as being processed in

two stages before release: ﬁrst, by those

who gathered the information (reporters,

researchers, photographers), and second,

by those who are concerned with making the information consistent with the

values and norms of the news organization (writers, editors).

• British sociologist Basil Bernstein’s

(1924–2004) concept of social code as a

means of understanding how people in

a society are treated by others is also

used often in the discussion of media

products.

• Durkheim’s notion of collective representation is often used to refer to the creation

of media texts or products by a community that reveal something crucial about

it (history, beliefs, values, shared experiences).

• The concept of digital divide also comes

from the sociological domain. It is the

view that digital technology and its attendant culture contribute to the exacerbation of social inequalities because

not everyone has equal access to such

technology, and even among those who

do, not everyone is equally competent in

using it.

• Herman and Chomsky’s propaganda

model of news reporting articulated

in Manufacturing Consent: The Political

Economy of the Mass Media (1988) is yet

another sociologically based concept.

The two scholars claim that the overriding consideration of news agencies is
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supporting the views of those in power

and, thus, essentially producing a form

of propaganda rather than impartial

news commentary.

Marcel Danesi

Bibliography

Bass, A.Z. Redeﬁning the Gatekeeper Concept:

A U.N. Radio Case Study. Journalism Quarterly

46 (1969): 59–72.

Bernstein, Basil. Class, Codes, and Control: Applied

Studies Towards a Sociology of Language. London: Routledge, 1973.

Durkheim, Émile. The Elementary Forms of Religious Life. New York: Collier, 1912.

Herman, Edward S., and Noam Chomsky. Manufacturing Consent: The Political Economy of the

Mass Media. New York: Pantheon, 1988.



SPEECH

[See also: Conversation Analysis; Linguistics and the

Media; Speech Act Theory]



In linguistics, a differentiation is made between language and speech. Language is a

mental code, consisting of certain speciﬁc

types of signs (words, grammatical forms,

and so on) and of the structural principles

or rules for creating, understanding, and

using them to communicate something.

Speech, on the other hand, is the use of

language to form and transmit messages,

that is, to communicate something. Speech

can be vocal, involving the use of the vocal

organs (tongue, teeth, lungs), also known

as articulate or vocal speech, or non-vocal,

as in writing or in gesturing. One can have

language without speech; but one cannot

have speech without language because

speech is dependent on the language system. It is its expression. Children construct

their language systems by simple exposure

to speech samples of it, suggesting that

they have the capacity to extract linguistic

pattern from, and relate it to, the expressions they hear. They do this by listening



to older people, gradually acquiring the

sounds and words used by them, by associating them with objects, ideas, and actions

in their environment.

Vocal speech is made possible by the

lowering of the larynx (the muscle and

cartilage at the upper end of the throat containing the vocal cords). This phenomenon

is unique to the human species. In the ﬁrst

months of life, infants breathe, swallow,

and vocalize in ways that are similar to

other primates (gorillas and chimpanzees)

because, like the primates, they are born

with the larynx high in the neck. Around

the third month of life, however, the larynx

starts to descend, gradually altering how

the child will use the throat, the mouth,

and the tongue from then on. The larynx’s

low position means that the respiratory

and digestive tracts will cross above it,

which entails a few risks – food can easily

get lodged in the entrance of the larynx;

drinking and breathing simultaneously can

lead to choking. In compensation, however,

the lowered larynx permits the articulation

of speech sounds, since a chamber above

the vocal folds that can modify sound is

produced. In turn, this prepares the child

for the acquisition of language as a vocal

system of signs.

The distinction between language and

speech has been given different names,

even though they are associated with differential theoretical frameworks. The most

famous ones are those used by the founder

of modern-day linguistics, Ferdinand de

Saussure (1916), who used the terms langue

(language) and parole (speech), and Noam

Chomsky (1957), who used the terms linguistic competence and performance respectively.

Marcel Danesi
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SPEECH ACT THEORY

[See also: Discourse; Discourse Theory]



Speech act theory proposes a philosophical

inquiry into the ways in which speaking

effects action in the world. This predominantly anglophone current in the philosophy of language illustrates the ‘linguistic

turn’ of the twentieth century and carries

forward more particularly the later Wittgenstein’s and ordinary language philosophers’ pragmatic alternative (Wittgenstein

1953; Ryle 1949) to the earlier formal analytic method (e.g., Carnap 1937; Frege 1879,

1892; Russell 1931, 1956). While continuing

the latter’s close scrutiny of linguistic expressions, speech act theorists investigate

the practical functions of everyday language rather than the truth-conditional

properties of logical propositions and their

relation to the kind of statements formulated by the natural sciences. Lectures at Harvard and Oxford by John Austin published

in 1962 as How to Do Things with Words

launched the main avenues of inquiry,

which John Searle developed in systematic

fashion and integrated more fully into the

analytic tradition.

Noting that analytic philosophers were

treating all linguistic utterances as statements, in the process neglecting questions

and exclamations, commands, wishes, and

concessions, Austin (1962) starts out by

distinguishing between two types of sentences: constatives, which describe a state

of affairs in the world and may be true or

false, and performatives, which when uttered can perform the action they evoke

provided certain conditions are met (1962:

1–11). Examples of performatives include
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the ‘I do’ stated in a marriage ceremony, ‘I

leave my watch to my brother’ written in a

will, and ‘I bet you a dollar it will rain tomorrow.’ Describing a performative entails

foregrounding the utterance itself as an

act while showing how it is related to the

verbal and non-verbal context in which it

is spoken. Austin studies a host of felicities

and infelicities, which determine whether

saying something effects the action evoked

or not: whether or not a convention exists

for saying x; whether or not the persons,

place, and time are appropriate for the utterance within the convention; whether

there are ﬂaws or hitches in performing

the act; whether the speaker is serious and

sincere; and whether subsequent acts jibe

with the act considered (1962: 12–45). In

Austin’s essay, lawyerly terms and thinking

enjoy a place of prominence, whereas jokes

and theatre, ﬁction and poetry represent

chaff that needs to be winnowed from the

inquiry in order to leave discourse in which

a man’s word is his bond.

When closer investigation fails to yield

either a ﬁnite list of performatives or satisfactory criteria by which to differentiate

them from constatives, Austin strikes out

in a new direction, identifying three senses

in which proffering an utterance effects an

act (1962: 91–132). First, with respect to the

linguistic code or structure, and without

regard for any particular context or speech

situation, uttering a sentence with a certain meaning constitutes a locutionary act,

comprising phonetic, phatic (grammatical),

and rhetic (semantic; sense and reference)

acts. Second, within a given communicative situation, in saying something we can

perform an illocutionary act: by virtue of

its conventional force, and provided the

proper felicity conditions are met, the utterance itself undertakes an action, asks or

answers a question, or informs, orders, or

warns someone of something. Third and

more generally, by saying something we

accomplish a perlocutionary act any time

our words result in a change of behaviour,

attitude, or belief. The essay focuses on deﬁning illocution with precision and on dis-
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tinguishing it from locution and especially

perlocution.

In the case of an illocutionary act, to say

something is to do that which one says,

such that act and utterance are simultaneous and ‘identical’ by virtue of a speciﬁc

convention. On the other hand, the perlocutionary force of an utterance designates

all that the addresser actually brings about

by uttering the sentence, such as persuading, convincing, deterring, but also surprising, deceiving, or leading into error. For

Austin, illocutionary acts engage the addresser’s intentionality, while perlocutionary consequences embrace both intended

and unintended effects. In a perlocutionary

act the consequence is posterior and remains an effect: such results can be unpredictable, indeﬁnite, and inﬁnite in scope. Illocutionary acts take such forms as ‘I order

you to’ and ‘I warn you that,’ whereas ‘I

convince you that’ or ‘I dissuade you from’

designate perlocutionary acts; similarly, ‘I

threaten you with’ is illocutionary while ‘I

intimidate you by’ is perlocutionary (1962:

131). Austin concludes that this distinction

between three aspects of an utterance or between three types of utterances effectively

replaces the initially proposed contrast between constatives and performatives.

Developing Austin’s ideas, John Searle’s

1969 Speech Acts: An Essay in the Philosophy

of Language formulates an explicit philosophical analysis of the illocutionary act,

ﬂeshes out its relation to central concepts of

the analytic tradition, including reference

and predication, and outlines a contemporary philosophy of language in which

‘speech act theory’ plays a leading role.

Searle deﬁnes any illocutionary act as the

set of semantic rules that account for its

use in speech, extracting the rules from the

conditions that are necessary and sufﬁcient

for the act to be successfully performed

(1969: 54–5). He thus identiﬁes nine such

conditions for ‘promising,’ then formulates

the use of promise illocutions as governed

by ﬁve rules, which require for example

that the utterance predicate a future act of

the speaker and that the speaker undertake



the obligation to effect the act (1969: 57–64).

Extending the example, Searle studies eight

other types of illocutionary acts ranging

from ‘request’ and ‘question’ to ‘thank’ and

‘congratulate,’ deﬁning each act as a set of

four types of rules bearing on the propositional content, the preparation, the sincerity, and the function of the act, respectively

(1969: 64–7). The analyses specify speaker

and hearer psychological states, beliefs, and

intentions (cf. Grice 1989).

Searle (1969) outlines how the sample

studies can point to a general and systematic theory of illocutionary acts. A number

of rules are interrelated: certain kinds of illocutionary acts represent subsets of other

illocutions for example, as posing questions ﬁgures as a form of request (1969:

69). Illocutionary force ultimately rests on

a core set of seven principles, including

the point or purpose of the act, the propositional content of the utterance, the degree of strength of the illocutionary point,

and the degree of strength of the sincerity

conditions (Searle 1969: 70; cf. Searle and

Vanderveken 1985). The essay emphasizes

that no simple one-to-one correspondence

between an utterance and an act obtains:

on the one hand, polite formulations

containing no literal performative can in

context carry illocutionary force and thus

serve as indirect or implicit illocutions. A

guest’s remark ‘It’s getting a bit late’ at a

party can thus function as a suggestion

to revellers that they should go home.

Inversely, a single utterance can simultaneously perform multiple illocutionary acts:

the guest’s remark can also represent an

order to a partner to go get the coats, and

an amiable objection to the host’s preceding claim that ‘The night is still young’

(Searle 1969: 70–1).

Searle’s wide-ranging 1969 essay further

integrates speech acts into a philosophy

of language that includes carefully argued

views on predication, sense and reference,

use and mention, and meaning and intention. The book continues Wittgenstein’s

and Austin’s work of drawing philosophy

closer to language as used by speakers in
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the everyday social arena and away from

statements formulated by the natural sciences. Searle thus distinguishes between

‘brute’ and ‘institutional’ facts: the former

concern such physical (or mental) data

as sense experience and the ﬁndings of

natural science, while the latter depend

on social institutions such as government,

law, and marriage (1969: 50–3). Whereas

logical positivism construed language as

if it concerned knowledge about brute

facts, language including illocutionary acts

produces institutional facts and must be

studied in that perspective. Similarly, arguing that ‘speaking a language is engaging

in a rule-governed form of behavior,’ Searle

distinguishes between regulative and constitutive rules: whereas the former constrain,

organize, or normalize activities that exist

independently of the rules, such as eating,

socializing, or wearing clothes, the latter

institute activities, including games like

chess, tennis, or volleyball (1969: 22, 33–42).

Speech Acts describes the semantic structure

of a language and speakers’ illocutions as

conventional realizations of underlying

constitutive rules (1969: 37).

Speech act theory’s signiﬁcant accomplishment was not to reveal that speaking

can effect action – two and a half millennia of rhetorical studies, Sigmund Freud’s

theory and methodology of the ‘talking

cure,’ and Jean-Paul Sartre’s ‘existential

psychoanalysis’ got there ﬁrst – but rather

to do so persuasively within the tradition

of analytic philosophy. While maintaining

the latter’s emphasis on rigour, lucidity,

and argument, and while continuing to

address issues brought into prominence

by earlier formal analytic philosophers,

Austin and Searle broadened the perspective beyond language as truth-conditional

statements about the natural world. Studies such as Searle and Vanderveken (1985),

Recanati (1990), and Vanderveken (1990–1)

develop Austin’s and Searle’s early pioneering essays. Berlin et al. (1973), Lepore

and Gulick (1991), and Grewendorf and

Meggle (2002) provide appraisals and responses to the project. Smith (2003) brings
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together essays at once introducing and

critiquing Searle’s work.

Speech act theory focuses on isolated

utterances made by a single speaker rather

than on longer texts or sustained verbal

interaction among several speakers as do

linguists working on the pragmatics of

conversational analysis or text grammars

(Levinson 1983: 284–370). For the latter,

and for most studies in communication and

literature, few utterances meet speech act

theory’s felicity conditions: Austin’s and

Searle’s extensive discussions of infelicities

represent a treasure trove of real communicative dynamics to be analysed. Unlike

a ﬁeld such as modal logic (Wright 1951),

speech act theorists have not developed

a calculus that would deﬁne the logical

relations among illocutionary acts (implication, contradiction, tautology, absurdity).

Jerrold Katz (1977) argues that speech act

theory does not merit the term theory at all,

that Austin and Searle (and Ludwig Wittgenstein, Gilbert Ryle, and P.F. Strawson)

wrongly equate (linguistic) meaning with

(language) use, whereas sentences comprise both inherent and contextual meanings. According to Jerrold Katz, Austin and

Searle confusedly amalgamate phenomena

pertaining to at least two distinct theories:

one that would study how grammatical

structures inherently determine sentence

types, including constatives and performatives (cf. I-language, competence), and

another that would examine how subjects

apply grammatical, contextual, and nonlinguistic knowledge in producing and

understanding illocutionary acts (cf. Elanguage, performance).

Both Austin and Searle have critiqued

aspects of contemporary formal approaches

to language and mind, including those

found in artiﬁcial intelligence, cognitivism,

and psychological functionalism (Putnam

1975; Pylyshyn 1984). Austin (1961) objects

to the use of the digital computer and its

symbol processing as a model for human

cognition. Searle’s celebrated ‘Chinese

Room’ article argues against functionalism, the cognitivist notion that language
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use can be modelled as the manipulation

of abstract symbols (1980, cf. 1990). While

crediting Noam Chomsky with effecting a

paradigm shift in linguistics, Searle argues

that his syntax-oriented grammar does not

justify suppositions about innate mental

faculties, and that generative grammar has

been superseded by subsequent theories

that devote due attention to semantics and

pragmatics.

While making reference to literary

works, Austin and Searle systematically

exclude literature from the contexts that

meet the felicity conditions under which

utterances can accomplish actions in the

world. Literary theoreticians and critics have welcomed the exclusion as an

invitation to pose fundamental questions

about the status of literature, and have

demonstrated the relevance of speech act

concepts for ﬁction, theatre, and poetry.

Richard Ohmann and Mary Louise Pratt

investigate rhetorical strategies that writers

employ and cultural conventions that readers mobilize when they engage literature

as discourse which can accomplish goals

and bring about cognitive and affective

consequences (Ohmann 1971; Pratt 1977).

Sandy Petrey picks up on Austin’s characterization of context as collective in order to

develop a socio-political theory of literary

speech acts (1990). In a celebrated series

of exchanges, Jacques Derrida challenged

Austin’s use of intentionality and debated

Searle on sign theory, the nature of communication, and the relation of the subject to

language and action (Derrida 1977; Searle

1977). J. Hillis Miller’s analyses of novels

by Marcel Proust and Henry James question the distinctions between constatives

and performatives, between literary and

non-literary language, and between poetry

and essay (Miller 2001).

Thomas F. Broden
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SPY FICTION

[See also: Adventure Stories; Science Fiction;

Thrillers]



Spy ﬁction refers to narratives that involve

action, adventure, and intrigue, revolving

around the exploits and romantic interests

of a government spy or secret agent who

must ﬁght against terrorists or assassins.

The classic example of spy ﬁction is found

in the novels and movies featuring James

Bond, the ﬁctional English secret agent

created by British novelist Ian Fleming.

Bond is a debonair, sophisticated agent

who attracts beautiful women and is the

nemesis of villains. His code name is 007

– the double-0 means that he is licensed

to kill at his own discretion. Fleming introduced Bond in Casino Royale (1953).

He appeared in eleven other novels and

two collections of short stories. The ﬁrst

Bond motion picture produced was Dr No

(1962). The subsequent (and still ongoing)

ﬁlm series has made stars out of actors

Sean Connery, Roger Moore, Timothy

Dalton, Pierce Brosnan, and most recently

Daniel Craig.

The genre traces its origins to James Fenimore Cooper’s The Spy (1821) and The Bravo (1831). Notable early novels in the genre

include Rudyard Kipling’s Kim (1901),

Baroness Emmuska Orczy’s The Scarlet Pimpernel (1905), Robert Erskine Childers’s The

Riddle of the Sands (1903), Joseph Conrad’s

The Secret Agent (1907), and the over 100

novels of William Le Queux and E. Phillips

Oppenheim published between 1900 and

1914. Also prominent in the genre was John

Buchan, whose novel The Thirty-Nine Steps
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(1915) was adapted by Alfred Hitchcock

into a popular movie.

The spy genre was a staple of pulp ﬁction magazines and movie serials. By the

1930s and 1940s it became one of the more

popular genres in several media (print,

radio, and cinema). In that decade Eric

Ambler wrote Epitaph for a Spy (1938) and

Journey into Fear (1940), which became

best-sellers. Ambler used the genre to put

forward liberal political views. Several of

his villainous Soviet agents were portrayed

as heroic characters, going against the grain

of the times. Helen MacInnes’s Above Suspicion (1939) also became a best-seller and

was subsequently made into a movie. She

also wrote several other spy novels, including Assignment in Brittany (1942), Decision at

Delphi (1961), and Ride a Pale Horse (1984).

Manning Coles’s Drink to Yesterday (1940)

introduced the spy hero Thomas Hambledon, a forerunner to James Bond.

Throughout the 1950s and 1960s the spy

genre became popular in both print and

movie form. Desmond Cory introduced

the ‘licensed to kill’ agent concept; Graham

Greene wrote popular anti-imperialist novels such as Our Man in Havana (1959); Ian

Fleming introduced James Bond into pop

culture with Casino Royale (1953); and authors John Le Carré and Frederick Forsyth

used the genre to explore the constitution

of politics in the modern world. Starting

with The Spy Who Came in from the Cold

(1963), Le Carré (the pen name of David

John Moore Cornwell) introduced the antihero secret agent, an individual who was

typically a low-level civil servant involved

with the routine affairs in a government

bureaucracy as well as with cloak-anddagger espionage and intrigue. Le Carré’s

characters are manipulated by their superiors and thus are destined to partly fail in

their espionage ventures.

The 1970s marked the entrance of Robert

Ludlum into the spy genre ﬁeld, starting

with The Scarlatti Inheritance (1971). His

trilogy of novels about a spy named Jason

Bourne – The Bourne Identity (1980), The

Bourne Supremacy (1986), and The Bourne



Ultimatum (1990) – became major motion

pictures. The spy novel has continued to

enjoy broad success to the present day,

with the publication of best-sellers such

as The Hunt for Red October (1984) by Tom

Clancy, Harlot’s Ghost (1991) by Norman

Mailer, A Spy By Nature (2001) by Charles

Cumming, and Dead Line (2008) by Stella

Rimington. The genre has also created several popular ﬁlms, from the James Bond,

Jason Bourne, and Mission Impossible movies, to blockbusters such as Munich (2005),

Syriana (2005), and The Constant Gardener

(2005); television series such as La Femme

Nikita (1997–2001), Alias (2001–6), and 24

(2001–10); as well as many websites catering to the genre. The genre also crossed

over successfully to the video game universe, of which the Metal Gear set of games

is the most representative. Spy ﬁction has

spawned several subgenres, including

spy-ﬁ, which combines elements of the

traditional spy genre with those of science

ﬁction, especially the use of sophisticated

gadgets, fast vehicles, and high-tech weaponry, spy comedy, which spoofs the traditional spy stories, and spy horror, which

combines elements of supernatural thrillers

with those of spy ﬁction.

The critical response to the spy genre has

been ambivalent. Some critics simply see it

as a form of escapism from the real world

of political intrigue. In spy novels, movies,

and TV programs, the villain is vanquished

and the dangers of the real world are vanquished (at least temporarily). The genre

thus has a communal cathartic effect. Other

critics see the genre as a vehicle for critiquing the world, especially such institutions

as the CIA, in order to provide a better

model of how human affairs should be run.

Marcel Danesi
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STRUCTURALISM

[See also: Semiotics; Post-Structuralism]



Structuralism is the general term used in

various disciplines, including media studies, to designate an approach to human

artefacts that sees them as products of

relations. In music, for example, the arrangement of tones into structures known

as melodies is felt to be ‘musically correct’

only if this arrangement is consistent with

harmonic structure, that is, with relations

among the tones. In order to recognize

something as a melody, one must: (1) be

able to differentiate it from other melodies;

and (2) know how its component parts ﬁt

together. More technically, the former is

called paradigmatic (differential) and the latter syntagmatic (combinatory) structure.

The notion of structure is central to both

linguistics and semiotics. The term structuralism is, in fact, sometimes used as a synonym for these disciplines. For the sake of

historical accuracy, it should be mentioned

that structuralism grew out of the work

and ideas of the early founders of psychology, who attempted to give a scientiﬁc

analysis of conscious experience by breaking it down into its speciﬁc structures.

One of the main tenets of structuralist

analysis is that of opposition. What keeps

two words such as cat and rat distinct? A

structuralist would say that it is, in part,

the fact that the phonic difference between

initial c and r is perceived as distinctive.

This constitutes a paradigmatic feature

of the two words. Similarly, a major and

minor chord in the same key will be perceived as signiﬁcantly distinct on account

of a half-tone difference in the middle note

of the chords. These examples show that

forms are recognized as meaning-bearing

structures in part through a perceivable

difference built into some aspect of their

physical constitution – a minimal difference in sound or tone, for example. The

psychological importance of this structural feature was noticed by the early

psychologists, especially Wilhelm Wundt



623



(1832–1920) and Edward B. Titchener

(1867–1927), who termed it opposition. In

his Cours de linguistique générale (1916), the

linguistic Ferdinand de Saussure saw opposition, which he called différence, as an

intrinsic property of language. The linguist

determines the meaning and grammatical

function of a word such as cat by opposing

it to another word such as rat. This will

show not only that the initial consonants

c and r are distinctive in English, but also

what makes the word cat unique, pinpointing what cat means by virtue of how it is

different from other words such as rat, hat,

and so on.

Paradigmatic structure is one part

of how we recognize meaning-bearing

structures. The other part is syntagmatic

structure. Consider the words cat and rat

once again. These are perceived as being

structurally appropriate English words,

not only because they are recognizable as

distinct through a simple binary opposition

of initial sound cues, but also because the

combination of sounds with which they are

constructed is consistent with English word

structure. On the other hand, rtat would

not be recognizable as a legitimate word

because it violates a speciﬁc aspect of such

structure – namely, English words cannot

start with the cluster rt. This is an example of syntagmatic structure. In music, a

melody is recognizable as appropriate only

if the notes follow each other according to

the rules of harmony.

Differentiation co-occurs with combination. When putting together a simple

sentence, for example, we do not choose

the words in a random fashion, but rather

according to their paradigmatic and syntagmatic properties. The choice of the noun

brother in the subject slot of a sentence such

as My brother loves school is a paradigmatic

one, because other nouns of the same

kind – girl, man, woman, and so on – could

have been chosen instead. But the choice

of any one of these for that sentence slot

constrains the type – love vs. drink – and

form – loves vs. loving – of the verb that can

be chosen and combined with it. Co-occur-
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rence is a structural feature of all meaningbearing systems.

As a technique, opposition was elaborated by a number of linguists who met

regularly in Prague in the early 1920s. The

linguist Nicolas Trubetzkoy (1936, 1968),

for example, called word pairs such as catrat that differed by only one sound in the

same position minimal pairs. Opposition

was also used to examine higher-level oppositions such as synonymy (big-large), antonymy (big-little), taxonomy (rose-ﬂower),

part-whole relations (handle-cup), and so

on. As C.K. Ogden (1932: 18) claimed, ‘the

theory of opposition offers a new method

of approach not only in the case of all those

words which can best be deﬁned in terms

of their opposites, or of the oppositional

scale on which they appear, but also to any

word.’ In the 1930s and 1940s, structuralists

started noticing that opposition was not

conﬁned to language. It cropped up in the

analysis of non-verbal systems as well. In

the integer system of numbers, oppositions

include positive-versus-negative, odd-versuseven, and prime-versus-composite; in music,

basic oppositions include major-versusminor and consonant-versus-dissonant.

The Prague School linguists also argued

that there were levels or orders of oppositions. In arithmetic, the addition-versus-subtraction opposition is the basic one, while

the multiplication-versus-division opposition

is a derived one – since multiplication is

repeated addition and division repeated

subtraction. The addition-versus-subtraction

opposition is thus a ﬁrst-order, or binary,

opposition, and the derived multiplicationversus-division opposition a second-order

opposition; it is part of a quartic opposition:

addition-versus-subtraction-versus-multiplication-versus-division. In an analogous vein,

French semiotician Algirdas J. Greimas introduced the notion of the ‘semiotic square’

to connect sets of oppositions (Greimas

1987). Given a concept (for example, rich),

Greimas claimed that we determine its

overall meaning by opposing it to its contradictory (not rich), its contrary (poor), and

its contradictory (not poor) in tandem. Also,



as work with binary oppositions showed in

the 1950s, there are gradations within the

binary oppositions themselves, which are

due to culture-speciﬁc connotative processes. So, for example, between night and

day there is dawn, noon, twilight, and other

gradations. Thus, night and day would

seem to be limiting poles in a continuum of

meaning that can be segmented in any way

a language (and culture) desires or needs.

Anthropologist Claude Lévi-Strauss also

entered the debate on opposition theory in

the 1950s by showing that pairs of oppositions often cohere into sets forming recognizable units. In analysing kinship systems,

Lévi-Strauss (1958) found that the elementary unit of kinship was made up of a set of

four oppositions: brother vs. sister, husband

vs. wife, father vs. son, and mother’s brother

vs. sister’s son. Lévi-Strauss suspected that

similar sets characterized units in other

cultural systems and, thus, that their study

would provide fundamental insights into

the overall nature of human social organization.

Since its inception, structuralism has

been criticized as being artiﬁcial. However,

the Prague School linguist Roman Jakobson

(1942) argued that the notion of opposition could actually be used to explain the

psychology of language ontogenesis. He

showed that sound oppositions that occur

frequently are among the ﬁrst ones learned

by children. Nasal consonants – /n/ and

/m/ – exist in all languages; signiﬁcantly,

they are also among the earliest sounds

acquired by children. On the other hand,

consonants pronounced near the back of

the throat are relatively rare and, seemingly, are among the last sounds to be acquired

by children. In other words, the theory of

opposition predicts the sequence of sound

acquisition in children.

Another critique of opposition theory

has been that it does not take into account associative meaning and structure.

The study of such structure came to the

forefront in the 1970s within linguistics

itself (Pollio, Barlow, Fine, and Pollio 1977;

Lakoff and Johnson 1980, 1999; Faucon-
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nier and Turner 2002). The American

linguist George Lakoff and philosopher

Mark Johnson are primarily responsible

for this paradigm shift, claiming in 1980

that a simple linguistic metaphor such as

‘My brother is a tiger’ cannot be viewed as

an idiomatic replacement for some literal

form, but, rather, that it revealed a conceptual systematicity. It is, more speciﬁcally, a

token of an associative structure that they

called a conceptual metaphor. This is why we

can also say that Sam or Sarah or whoever

we want is an animal – a gorilla, snake, pig,

puppy, and so on – in attempting to portray

his or her personality. Each speciﬁc linguistic metaphor (‘Sam is a gorilla,’ ‘Sarah is

a puppy,’ and so on) is an instantiation of

an abstract metaphorical formula – people

are animals. Now, does the existence of

such formulas in cognitive activity lead

to an invalidation of opposition theory?

Conceptual metaphors are formed through

image schemata, as Lakoff and Johnson have

argued (Lakoff 1987; Johnson 1987). The

image schematic source for the people are

animals conceptual metaphor seems to be

an unconscious perception that human

personalities and animal behaviours are

linked in some way. In other words, it is

the output of an ontological opposition:

humans-as-animals. It constitutes, in other

words, an example of how opposition

manifests itself as an associative, not just a

binary or multi-order, phenomenon. In this

case, the two poles in the opposition are

not contrasted (as in night-versus-day), but

equated: humans-as-animals. This suggests

that oppositional structure operates in a

non-contrastive way at the level of ﬁgurative meaning.

The most severe critiques of opposition

theory have revolved around the relative

notion of markedness (Tiersma 1982; Eckman

et al. 1983; Andrews 1990; Battistella 1990).

In oppositions such as night-versus-day, it

can easily be claimed that the ‘default’ pole

is day – that is, the notion in the opposition

that we perceive as culturally or psychologically more fundamental. This pole is

called the unmarked pole, and the other
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pole, the marked one (since it is the one that

stands out). This analysis can be justiﬁed,

arguably, because it has a source in human

biology – we sleep at night and carry out

conscious activities in the day. Now, the

problem is deciding which pole is marked

and unmarked in a socially problematic opposition such as the male-versus-female one.

The answer seems to vary according to the

social context to which the opposition is applied. In patrilineal societies the unmarked

form is male, but in matrilineal ones, such

as the Iroquois (Alpher 1987), it appears

to be female. Markedness, thus, seems to

mirror social realities. Thus, its dismissal

by various philosophers and semioticians,

such as Michel Foucault (1972) and Jacques

Derrida (1976), seems unwarranted. Their

critiques led to the movement known as

post-structuralism, which started in the late

1950s and gained prominence in the 1970s.

In post-structuralism, oppositions are to

be ‘deconstructed’ (as Derrida put it) and

exposed as resulting from an endemic

logocentrism on the part of the analyst, not

the result of some tendency present in the

human brain. In contrast to Saussure’s idea

of différence, Derrida coined the word différance (spelled with an ‘a’ but pronounced

in the same way) to intentionally satirize

Saussurean theory. With this term Derrida

wanted to show that Saussure’s so-called

discoveries could be deconstructed into

the implicit biases that he brought to the

analytical task at hand, because a science of

language can never succeed since it must

be carried out through language itself and

thus will partake of the slippage (as he

called it) it discovers.

Post-structuralism has had a profound

impact on many ﬁelds of knowledge.

Because written language is the basis of

knowledge-producing enterprises, such as

science and philosophy, post-structuralists

claim that these end up reﬂecting nothing

more than the writing practices used to

articulate them. But in hindsight, there was

(and is) nothing particularly radical in this

diatribe against structuralism. Already in

the 1920s, Jakobson and Trubetzkoy started
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probing the ‘relativity’ of oppositions in

the light of their social and psychological

functions. Basing their ideas in part on the

work of German psychologist Karl Bühler

(1879–1963), they claimed that language

categories mirrored social ones. The goal of

a true structuralist science, therefore, was

to investigate the isomorphism that manifested itself between oppositions and social

systems. In other words, opposition theory

was the very technique that identiﬁed social inequalities, not masked them.

Opposition theory has found special

fertile ground in the study of media. Essentially, it allows media analysts to ﬂesh

out the hidden meanings built into texts.

Take, for example, the differences that are

associated with the white-versus-black opposition. The former connotes positive

values, while the latter connotes negative

ones in Western culture. This opposition

manifests itself symbolically in all kinds of

media texts. In early Hollywood cowboy

movies, for example, heroes wore mainly

white hats and villains black ones. Interestingly, Hollywood also turned the poles of

an opposition around every once in a while

in order to bring out the same pattern of

connotative nuances even more forcefully.

This is why the television and movie character Zorro wears black, as did several Hollywood western heroes of the past (such as

Lash Larue).

Marcel Danesi
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TABLOIDS

[See also: Newspapers]



The term ‘tabloid’ refers to a small-format

newspaper, approximately half the size of

a broadsheet newspaper. It was originally

designed for easier reading on crowded

public transport. Tabloid newspapers have

acquired pejorative connotations in contrast to the more serious, higher-quality

journalism traditionally associated with

broadsheet newspapers. However, the

distinction based on format alone does not

indicate content or tone as many ‘quality’ newspapers around the world use a

smaller format, often preferring to use

the term ‘compact’ rather than ‘tabloid’ to

refer to their layout. In the UK and many

other European countries, the major tabloid

newspapers are dailies and compete in the

same marketplace as the more prestigious

papers. In the United States, tabloids tend

to be weekly publications and are distributed mostly in supermarkets.

Tabloid newspapers offer their readers entertainment rather than hard news.

Their approach is emotional, sensational,

and provocative, using pictures and large,

punchy headlines to attract their readers.

Their stories are shorter than those in the

‘quality’ press and their use of language

is more informal, colloquial, and populist

in approach, and more accessible for their

readership. In Britain, they are sometimes

referred to as ‘red-tops’ in reference to the



colour of their mastheads. They focus on

crime, sex, celebrity, and sports and are

frequently accused of over-simplifying

complex issues, muckraking, and making

personal attacks on well-known ﬁgures.

Tabloids have borne the brunt of arguments

about declining journalistic standards to

the extent that ‘tabloidization,’ or the use

of tabloid values (including an emphasis

on sensationalism, confrontation, and personalization), is used beyond newspapers

to refer to charges of ‘dumbing down’ the

content in the mass media more generally.

Debates about tabloidization centre

on its effects on the quality of public discourse and on the erosion of investigative

news journalism especially on politics

and economics, and its replacement with

‘softer’ stories based on human interest

and personal experience, creating a tension

between the provision of entertainment

and the dissemination of information.

Indeed, the term ‘infotainment’ is often

used in conjunction with these accusations.

News and current affairs programs have

been criticized for their increasing emphasis on the personal lives, experiences, and

opinions of both celebrities and ordinary

people, their focus on the human-interest

angle, and their adoption of a more informal conversational style of addressing their

audiences. In the manner of tabloid newspapers, some women’s magazines feature

‘scoops’ on celebrity gossip and scandal

which seem to be based on speculation,

and long-range camera shots. Radio and
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television talk shows can take on tabloid

values, too, through their emphasis on

celebrity and personality, especially when

their aim is to orchestrate confrontation as

a means of entertaining their audiences.

On the other hand, tabloid media are often

defended as engaging new audiences and

enabling a populist critique of authority

which is not possible in more elite media

forms.

Susan McKay
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TACTILE COMMUNICATION

[See also: Non-Verbal Communication; Sensory

Communication]



Tactile communication is communication

by means of touch. The study of tactile

communication comes under the rubric of

haptics and is incorporated within ﬁelds

such as psychology, anthropology, and

semiotics. An example of tactile communication is handshaking. The anthropologist

Desmond Morris (1969) suggests that the

Western form of handshaking may have

begun as a means to indicate that neither

person in a greeting ritual was holding a

weapon. It thus started out as a ‘tie sign’

because of the bond of trust it was de-
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signed to establish. Subsequently, the sign

became a symbol of equality among individuals, being employed to seal agreements

and eventually as a simple greeting protocol. But even in the latter case, the original

meaning is still resonant – refusing to shake

someone’s outstretched hand is interpreted

as a ‘counter-sign’ of aggressiveness or as

a challenge. Predictably, the form of the

ritual varies considerably across cultures,

and each variant form (duration of the

handshake, the manner in which the hands

touch) bears subtle meaning differences.

Haptic communication is not limited, of

course, to handshake greetings. Other

forms include patting someone on the arm,

shoulder, or back to convey agreement or

as a complimentary gesture; linking arms

to indicate companionship; putting one’s

arm around the shoulder to indicate friendship or intimacy; holding hands to express

intimacy; hugging to convey happiness.

Anthropologists are unclear as to why

tactile communication varies so much

across cultures. Maybe it is a matter of

culture-based perceptions. Some people

think of themselves as being ‘contained’ in

their skin; others feel instead that the self is

located within the body shell, resulting in

a totally different perception of how haptic

behaviours are to be enacted.

One aspect of tactile communication

that is shrouded in evolutionary mystery

is kissing. When the lips of both people

touch, the kissing act is perceived normally

as erotic, sensual, or romantic. But not all

kissing is erotic. Kissing the head, for example, can be a way of showing affection to

children and pets. Kissing someone’s feet

can be a sign of servility or deference. But

erotic kissing is particularly interesting as

a cultural phenomenon because it seems

to be a kind of mock-suckling of the sexual

partner, implying vulnerability, closeness,

and thus sensuality. This is perhaps why

prostitutes may be willing to perform a

variety of sexual acts, but generally draw

the line at kissing. Nonetheless, lip kissing, known more technically as osculation,

is not universal. It is not common in the
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traditional cultures of China or Japan, for

instance; and it is completely unknown in

many African societies. Traditional Inuit

and Laplander societies are more inclined

to rub noses than to kiss during courtship.

Marcel Danesi
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TALK SHOWS

[See also: Radio; Television]



A talk show is a radio or television program,

moderated by a host or hosts, in which an

individual or group of people speak on a

variety of topics. The talk show may represent a specialist or a group of experts that

discuss their area of work in relation to the

show’s agenda. Talk shows come out of

early twentieth-century radio broadcasting,

evolving from the audience-performer type

of talk of popular theatre and vaudeville

and reshaped and adapted for radio and

later television. The term talk show emerged

in the mid-1960s.

Talk radio can consist of a host talking

through the whole program or involve

listener participation, usually through live

broadcasts, with a host and listeners who

call in by telephone to the show. The callers

are usually screened by a show’s producer

to maximize audience interest and, in the

case of commercial talk radio, attract advertisers. Generally, the shows are organized

into segments in public or non-commercial

radio, and music is sometimes played in

place of commercials. Variations of talk

radio include conservative talk, progressive

talk, hot talk, and sports talk.

Talk radio became a national pastime

when radio lost its mass media hegemony



to television in the 1950s and began to

serve niche audiences. Radio talk shows

must abide by Federal Communications

Commission (FCC) community service

requirements and the Fairness Doctrine,

which is designed to serve the public interest. In the 1970s and 1980s, many listeners

abandoned AM music formats for the highﬁdelity sound of FM radio. The talk radio

format began to catch on in such places

as Cincinnati, Ohio, and Rochester, New

York, where AM radio had low ratings. In

the 1990s, talk radio experienced dramatic

growth.

Conservative talk radio emerged in

America in 1926, when Catholic priest

Father Charles E. Coughlin attracted 45

million listeners for his weekly radio talks.

His show ended in the 1940s. A generation later, new conservative talk shows

emerged, such as the one hosted by Rush

Limbaugh, an articulate talk-show host

out of Sacramento. Limbaugh replaced Joe

Pyne, a staunch conservative. Limbaugh

rose to national status by offering his program free of charge to stations across the

nation. He now has over 20 million listeners. Limbaugh imitators have spread from

state to state.

Progressive or liberal talk shows are devoted to providing a channel for progressive

and liberal viewpoints. These programs

have existed for many decades as well. In

the 1960s, free-form rock stations WMCA

in New York and WERE in Cleveland featured outspoken hosts Alan Berg and Alex

Bennett, who espoused liberal views of

controversial events such as the Vietnam

War and the civil rights movement. One

of the most notable liberal talk-show hosts

was Michael Jackson, who had a show for

thirty-ﬁve years at KABC in Los Angeles,

often commenting on both political and

national issues.

During the 1990s, radio stations found

that a schedule of all-conservative talk developed stronger listener loyalty than liberal talk programs. Today, there are around

100 liberal talk programs compared with

over 600 conservative stations. The former
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have moved largely to the internet and to

digital formats. For example, Air America

Radio’s webstream has consistently ranked

in the top ten of the most-listened-to webcast stations and networks. When podcasts

became available through iTunes, the liberal commentator Al Franken’s show became

very popular.

Hot talk attracts mainly an audience of

males between the ages of eighteen to forty-nine. It intersperses rock music. Hot talk

shows include programs such as those run

by hosts Howard Stern, Don Imus, Opie

and Anthony, Ron and Fez, and others who

are frequently called ‘shock jocks’ because

of the rawness (and even vulgarity) of their

commentaries. Hot talk is found mainly

on FM and satellite radio. The subject matter generally consists of pop culture issues

rather than politics or social issues, as is

typical on AM talk shows.

Sports radio or sports talk radio is devoted

entirely to discussions of sporting events.

Again, such radio attracts mainly males

and is, thus, generally conducted in a boisterous fashion, featuring debates among

the hosts and callers. Sports talk is available in both local and syndicated forms, and

is carried on the North American satellite

radio networks from ESPN Radio, Sporting

News Radio, and Fox Sports Radio.

Around 2005, internet-based talk radio

shows became cost-effective. Now it is

possible for a listener to access a variety of

services and even to host his or her own

internet-based talk radio show without investing signiﬁcant capital in the enterprise.

From its emergence as a mainstream

mass medium in the late 1940s, television

has always spotlighted the talk show genre.

The TV talk show is always participatory –

between a host and an audience, between

a host and a guest, or between a host, a

guest, and callers. The host is the ‘star’ who

becomes associated with the show – for example, Oprah Winfrey and Jerry Springer.

The most popular format for the TV talk

show is the one conducted in front of a

studio audience. This allows for the host

to interact with audience members and in-
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vited guests. Often, the show involves the

‘subsidiary’ crew, including the technicians

who help televise the program.

The ﬁrst cycle of TV talk shows spans

the years 1948 to 1962, also known as the

golden age of TV talk, with famous hosts

such as Arthur Godfrey, Edward R. Murrow, Dave Garroway, Steve Allen, Arlene

Francis, Mike Wallace, and Jack Paar. These

hosts had extensive radio experience before coming to television. The second cycle

spanned the years 1962 to 1974, when the

networks took over from sponsors and

advertising agencies, which were the dominant forces in talk programming. Three

new hosts in particular became societywide pop icons – Johnny Carson, Barbara

Walters, and Mike Wallace – showing the

growing power of television as a mass

medium. The third cycle started in 1974

and ended in 1980, when syndicated talk

programming reigned supreme. Television

talk shows grew from ﬁve to over twenty,

with late-night, daytime, and early-morning shows. For example, Phil Donahue

expanded his daytime talk show nationally

in 1979, becoming the nation’s number

one syndicated television talk show host.

The fourth cycle spanned the years 1980 to

1990, deﬁned as the post-network era of TV

in which traditional news and entertainment programming changed drastically

with the advent of cable and specialized

channels. Talk shows became almost pure

entertainment. With cable came a steady

stream of reality-based programming and

infotainment and carnivalesque shows

(Ricki Lake and Jerry Springer). The ﬁfth

cycle, from 1990 to 2000, was renowned

for late-night talk shows, such as The Late

Show with David Letterman and Ted Koppel’s Nightline. Both Koppel and Letterman

gained increased ratings over time, becoming television stars in their own right. In

the ﬁrst decade of the 2000s, late-night talk

shows continued to be popular. Among

them were shows hosted by Jay Leno and

Conan O’Brien.

The late-night entertainment talk show

has remained a staple of TV programming
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fare. This features a host who performs comedic monologues and introduces celebrity

guests. This chat format is the heart of the

show, which may also include additional

comic and even musical acts. This type of

programming became popular with The

Tonight Show starting in the late 1950s and

continuing to this day. The Tonight Show

became one of the most popular programs

for NBC.

Daytime talk show hosts, on the other

hand, are not typically comedians. They

play the role of mediator, teacher, preacher,

counsellor, confessor, or even ombudsperson. It was Phil Donahue, from 1963

to1967, who established the basic format

of daytime talk, with his direct dialogue

with guest experts and celebrities and with

audience participation. Donahue’s airing

of issues raised by the women’s movement

helped turn what were formerly considered

private issues into public ones.

The early-morning news talk magazine

show presents news and entertainment,

rather than comedy or social issues. Many

hosts who began in morning talk later went

on to anchor evening news and entertainment shows: for example, John Chancellor,

Barbara Walters, Tom Brokaw, and Jane

Pauley. Such shows reached (and continue

to reach) a more limited number of households.

Barbara Dumanski
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TELEPHONY

[See also: Communication]



The term telephony comes from the Greek

tele (distance) and phonè (voice) and indicates the process of sending voice messages

through space. In contemporary common

usage it means the practice of talking to

other people using a tool invented in the

late nineteenth century called the telephone.

According to this deﬁnition, the acoustic

signals used by Darius the Great (549–485

bce), Alexander the Great (356–323 bce),

and Gaius Julius Caesar (100–44 bce) to

transmit military orders could be considered an early form of telephony. But the

invention of what is still considered the

telephone was completed only in the second

half of the nineteenth century. As often seen

in the history of technology, it was developed in the wake of a series of discoveries



Television

in physics and was claimed by many inventors such as Alexander Graham Bell, Elisha

Gray, Antonio Meucci, and Philippe Reis.

The event that made history was on 10

March 1876, when Bell succeeded in speaking words over a telephone. In June 1876,

Bell exhibited his telephone device at the

Centennial Exposition in Philadelphia. The

ﬁrst telephones did not have switchboards.

A simple pair of iron wires connected the

phones. As more telephones came into use,

connections were required to link them.

Switchboards solved this problem. The

ﬁrst switchboard was established in 1877

in Boston. Telephone services soon began

operating in the United States and other

parts of the world. The ﬁrst international

telephone connection was established in

1891, between London and Paris.

Even in the United States, where it early

became part of everyday life, the diffusion

of the telephone was slower than that of

other media for three main reasons. First,

the telephone had to compete against an

older and apparently similar communication technology, the electrical telegraph. In

Europe, telegraphy was a state monopoly

protected by governments, while in the

United States Western Union considered

the new medium ‘an electrical toy.’ Second,

the high cost of building and providing this

technology for both the users and companies wanting to expand the network also

limited its expansion. Finally, until the First

World War in the United States and the

Second World War in Europe, the telephone

was considered an expensive commercial

tool which had very little to do with society’s basic needs.

After the Second World War telephony

was the subject of social studies that aimed

to establish its main impacts. The most

signiﬁcant result was the discovery of what

Ithiel de Sola Pool in The Social Impact of the

Telephone (1977) called ‘effects in diametrically opposite directions’: the telephone

was responsible for both the compression

and expansion of distances, the increase and

reduction of privacy, the intensiﬁcation and

reduction of social contacts.
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The U.S. FCC issued the ﬁrst licence for

commercial cellular systems in 1983. At

the beginning of the 1990s, mobile or cellphones started appearing – a new wireless

medium that allows people to make phone

calls virtually from anywhere. Wireless

telephony has dramatically increased the

use of the telephone throughout the world.

Now, in the ﬁrst decades of the new millennium, the meaning of the word ‘telephony’

is about to change again; indeed, the possibility of calling through the internet using

VoIP (Voice Internet Protocol) presages a

totally free service.

Gabriele Balbi
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TELEVISION

[See also: Broadcasting; Communication; Television

Genres; Television, History of]



Television is a medium that transmits pictures and sound by electromagnetic means.

The signals are broadcast from a station

to television sets (designed to receive the

signals and convert them into sound and

audio) in homes or various mobile devices.

TV is most commonly used as a source of

information and entertainment and continues to be a major medium, although it is

increasingly converging with the internet

and, in some instances, giving way to the

latter medium.

There are various ways in which TV is

delivered. Commercial television stations sell

advertising time in order to pay for their

operating costs and to make a proﬁt. Most

commercial broadcasts are designed to appeal broadly for this reason. These include
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sitcoms, soap operas, action-packed dramas, news and newsmagazine programs,

sports, game shows, talk shows, children’s

programs, documentaries, travel shows,

and reality programs

Public television stations are non-proﬁt

channels. They collect money for their operations from various sources, including

viewer donations, business and government contributions, and (in some countries)

licence fees. Public TV usually provides

more educational and cultural programming because it is not dependent on advertising and does not need to attract huge

audiences. Viewers can also earn school

credits through public television in some

countries. Some public television stations

produce current events programs that deal

critically with contemporary issues. In

some programs viewers and studio audiences are invited to join in discussion.

Cable television delivers TV to sets

through cables. It can thus offer improved

reception and a greater variety of programming. Cable television was ﬁrst used in

the late 1940s in order to bring network

broadcasting to isolated areas that could

not receive TV signals. Since the 1960s,

cable systems have gained broad popularity, leading to narrowcasting, which unlike

network broadcasting, offers programming

that appeals to a speciﬁc group. Cable

channels offer programming such as movies, news, sports, music, comedy, health,

religion, weather, documentaries, science

and technology, and erotica. Some cable

services offer adult education classes. Certain channels charge a fee that a customer

pays in addition to the monthly fee for basic cable service. In addition, cable services

offer movies and sports events on a payper-view basis.

Satellite television offers an even greater

number of channels and can transmit them

virtually anywhere on the globe. A satellite

operating over Europe, for example, can

transmit programs to viewers in France,

Italy, Spain, Germany, the Netherlands,

the United Kingdom, and other countries.

Subscribers use dish-shaped antennas to



receive DBS (direct broadcast satellite) signals. Most DBS programming provides the

same kinds of services as cable companies

do.

Many of the commercial television stations in the United States are afﬁliates of

one of four national networks: ABC, CBS,

FOX, or NBC. An afﬁliate agrees to carry

programs provided by a network. Smaller

networks, such as the United Paramount

Network (UPN), supply programming

in a number of cities. Most non-network

programming consists of old movies, talk

shows, game shows, and reruns. These

programs are called syndicated, because

they are sold to the individual stations individually by independent organizations

called syndicators. The success of a commercial TV program is measured in ratings

and share. Ratings are used to measure the

percentage of households equipped with

television that are tuned to a particular

program; share measures the percentage of

households that are tuned to a particular

program. The leading ratings analyst at the

national level is Nielsen Media Research.

The Arbitron Ratings Company is the leading audience measurement service at the

local level. The Federal Communications

Commission (FCC) regulates television

(and radio) broadcasting in the United

States. It issues broadcasting licences to

stations, assigns broadcast frequencies, sets

standards for broadcasters, and evaluates

truthfulness in advertising.

TV has been instrumental in bringing

about signiﬁcant and important changes.

The images of the Vietnam War broadcast

daily in the 1960s and early 1970s brought

about public protest and an end to the war.

The treatments of controversial issues on

shows such as All in the Family and The

Smothers Brothers Comedy Hour were instrumental in bringing about a change in various areas of society, from sexual mores to

human rights. On the negative side, many

critics and social scientists claim that TV

may have brought about cognitive impoverishment, since it feeds a constant stream

of simpliﬁed ideas, thus negatively inﬂu-
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encing politics, destroying local cultures

in favour of a bland entertainment culture,

and encouraging passivity in people. Despite these criticisms, TV has been a powerful force in the world since it came onto

the international stage in the late 1940s.

With online television becoming more and

more widespread, television will continue

to be an inﬂuential mass communications

medium.

Television has had a noticeable effect

on electoral politics. The classic example

is the 1960 presidential campaign when

candidates Richard M. Nixon and John F.

Kennedy agreed to participate in a series of

debates, which were broadcast simultaneously on television and radio. According

to surveys, radio listeners felt that Nixon

had won the debates and were predisposed

to vote for him; television viewers, on the

other hand, picked Kennedy, who went on

to win the election. When asked why they

voted for Kennedy, people stated that he

simply ‘looked’ better (more honest, young,

and attractive), while Nixon came across

as looking confused and rigid. This event

showed that TV had become the dominant

medium in the United States and that the

visual image had more emotional power

than media, print, or audio.

TV has always functioned as a documenter of modern history. Events that are

shown on TV are felt as being more historically meaningful than those that are not.

Events such as the Kennedy assassinations,

the Vietnam War, the Watergate hearings,

the Rodney King beating, the O.J. Simpson

trial, the death of Princess Diana, the Bill

Clinton sex scandal, the 9/11 attack, the

Iraq war, and Barack Obama’s presidential campaign are perceived as important

historical events. Without the TV camera

to document them, it is unlikely that they

would be ensconced in communal memory.

People make up their minds about the

guilt or innocence of someone by watching news and interview programs. The TV

medium has become our historian and our

courtroom at once. Edward R. Murrow of

CBS News became a hero when he stood
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up to Senator Joseph McCarthy on his See

It Now documentary program. The images

of the Vietnam War that were transmitted

into people’s homes brought about an end

to the war by mobilizing social protest. An

MTV ﬂag was hoisted over the Berlin Wall

as it crumbled in 1989.

When asked about the collapse of communism in Eastern Europe, the Polish leader Lech Walesa was reported as having said

that it ‘all came from the television set.’ Television had undermined the stability of the

communist regime when satellite images of

Western programs and commercials were

received by people living in communist

countries. TV had shrunk the world into a

global village.

Marcel Danesi
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TELEVISION GENRES

[See also: Genres; Television; Television, History of]



Television is an electronic medium that

broadcasts many different kinds of programs, each of which can be classiﬁed as

belonging to a genre or, in some cases,

mixed genres. The term ‘genre’ comes from

the French language and means ‘type’ or

‘kind.’ Media theorist Douglas Kellner

(2001: 4) offers a useful deﬁnition of genre:

A genre refers to a coded set of formulas
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and conventions which indicate a culturally accepted way or organizing material

into distinct patterns. Once established,

genres dictate the basic conditions of a

cultural production and reception. For

example, crime dramas invariably have

a violent crime, a search for its perpetrators, and often a chase, ﬁght, or bloody

elimination of the criminal, communicating the message ‘crime does not pay.’

When we watch television we do not

actually watch the medium of television,

per se, but speciﬁc television programs – or,

to use the term popular in academic circles,

texts. All media are based on texts, which

all fall into various categories or genres.

The scholarly interest in genres has developed in recent years because of interest in

how genres affect the creation of television

programs; what the social, cultural, and

political implications of different genres

may be; how genres begin and evolve; and

why some genres, such as the western, died

out after years of great popularity.

Tim Bywater and Thomas Sobschak’s An

Introduction to Film Criticism: Major Critical

Approaches to Narrative Film (1989: 90) explores how we ‘discover’ genres:

Essentially the problem is the question of

which came ﬁrst, the chicken or the egg.

One has to select a group of ﬁlms prior

to identifying them as a genre; however,

the very selection process is shaped by

a deﬁnition of the genre supposedly not

yet arrived at. What makes a critic talk

about musicals as a group is some prior

notion of what a musical is.

They point out that we identify genres

by looking for similarities in texts relating

to common themes, subject matter, settings,

characters, conventions, plots, and important material objects. One thing we must

recognize is that television is essentially a

dramatic medium. As Martin Esslin writes

(1982: 6–7),

the language of television is none other



than that of drama: television – as indeed

the cinema with which it has much in

common – is, in its essence, a dramatic

medium; and looking at TV from the

point of view and with the analytic tools

of dramatic criticism and theory might

contribute to a better understanding of

its nature and many aspects of its psychological, social, and cultural impact,

both in the short term and on a long

term, macroscopic time scale.

It is difﬁcult, in many cases, to place a

particular show in a category, since some of

them could ﬁt in several genres. Nevertheless, it is reasonable to assign many shows

to a particular television genre. Some of

the more important formulaic broadcast

television genres, and programs that can be

placed in each genre, are:

• Commercials. The television commercial

is the most important genre found on

television in the United States since our

system of paying for television is based

on money made by stations broadcasting

commercials and, in effect, selling their

audiences to corporations. The Macintosh ‘1984’ commercial by Ridley Scott

is one of the most celebrated television

commercials.

• News shows. Television broadcasts many

hours of local news and usually a halfhour of national network news, plus

weekly news programs such as 60 Minutes, 20/20, and Sunday news interview

shows such as Meet the Press. News was

originally seen as a public service but in

recent years has become an important

source of revenue for television stations

and networks. Documentaries are an important category of news programs and

deal with political, social, cultural, economic, and other topics of interest. The

number of documentaries on commercial

television stations has dropped considerably over the years, but documentaries

can still be found on public television

and occasionally on the networks.

• Situation comedies. The payoff from a
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•



•



•



•



good situation comedy, in terms of audience size, is considerable. Among the

most important situation comedies of

recent years are Seinfeld, Frasier, and

Friends, each of which has gone into syndication and made enormous amounts

of money for the creators and producers. Most situation comedies, which are

full of eccentric characters involved in

humorous relationships, do not last very

long and many are taken off the air after

only a few weeks.

Sports broadcasts. Sports have a dramatic

quality because in many cases we do not

know what the outcome of the contest

will be until it is over. Many games are

decided in the ﬁnal seconds of the game.

Sports programs are one way that advertisers can reach male viewers aged 18 to

45, who are important target audiences

for products like beer, automobiles, and

sports equipment.

Crime shows. These shows deal with the

battle between the police and criminals

of one kind or another and are generally extremely violent. Some of the more

popular crime shows of recent years are

Crime Scene Investigation, CSI Miami, and

Cold Case. The classical detective show

involves crime but generally is not violent and features a detective who solves

a mystery by exhibiting superior powers

of observation and intellect.

Soap operas. This genre is characterized

by complicated love relationships and

family problems, generally with physically attractive romantic leads. Some

soaps have young protagonists, such as

those featured on youth channels, whose

target audience is adolescents, while others, like Desperate Housewives, focus on

older audiences. Some programs, such

as Grey’s Anatomy, do not present themselves as soaps but are considered to be

soap operas by many critics.

Game shows. In these shows participants

guess the price of some object or answer

questions on some subject, with those

who are successful having the chance to

win prizes and sometimes large sums
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of money. These programs are cheap to

produce and attract large audiences.

Children’s programs. These programs are

designed speciﬁcally to entertain and/

or educate young children. Some children’s programs feature cartoons that are

humorous but full of violence, leading

many psychologists to urge parents not

to allow their children to view this material. Some of the more important children’s shows are Sesame Street, Barney,

and The Teletubbies.

Religious programs. These programs deal

with religious themes and feature various television evangelists and other ﬁgures who talk about the Bible and other

religious texts and various topics relating to religion. Some of these shows are

broadcasts of religious services.

Talk shows. These shows, such as Dr Phil,

involve troubled individuals and families, who are given advice by a host. An

important subcategory of these shows

are the late-night comedy talk shows,

hosted by comedians such as David Letterman, who interview show business

celebrities.

Reality shows. These shows represent a

new genre and in recent years have become very popular. They are relatively

inexpensive to produce since they are

not scripted. But they are highly edited

and so are not as ‘real’ as many viewers think. They combine a number of

other genres and have elements of game

shows, travel shows, and action-adventure shows.

Science and education shows. These shows

have an educational content and ﬁnd

ways of instructing viewers and entertaining them at the same time. Nova,

which is broadcast on public television,

is an example of a science show that also

has dramatic qualities.

Cooking shows. In these shows chefs

(many of whom have become celebrities)

teach viewers how to make various dishes from a number of different cuisines.

Action-adventure shows. This category

covers a wide range of dramas, some
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of which have elements of horror or the

supernatural. In the fall 2006 season, programs with a supernatural theme, such

as Lost, Heroes, and Jericho were popular,

but the rate at which shows are taken off

the air, when audiences stop watching

them in the desired numbers, means that

they may not be around for very long.

Arthur Asa Berger
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TELEVISION, HISTORY OF

[See also: Broadcasting; Reality TV; Television;

Television Genres]



A practical nationwide television broadcasting system began operating in the

United States in the late 1940s. But the

prototype for television was devised as

early as 1884 by the German inventor Paul

Gottlieb Nipkow, who invented a scanning device that sent pictures over short

distances. The scanner became the basis

for the ﬁrst television camera, developed

by the Russian-born American engineer

Vladimir K. Zworykin in 1923 and perfected a little later by the American inventors

Philo T. Farnsworth and Allen B. DuMont.

The ﬁrst television receiver was exhibited

in Schenectady, New York, in 1928, by the



American inventor Ernst F.W. Alexanderson. Few knew what to do with it, and TV

remained in the media background until

after the Second World War. It was only

by the late 1940s that television became an

affordable commodity for most people, taking over as the major mass medium.

The ﬁrst television sets were actually

sold in England and the United States in

1936. In that year, the Radio Corporation of

America (RCA) installed television receivers in 150 homes in the New York City area.

NBC (which was owned by RCA) began

experimental telecasts to these homes,

starting with a cartoon episode of Felix the

Cat. By 1939, NBC produced regular TV

broadcasts, which were suspended when

the United States entered the Second World

War. After the war, a surge in demand for

TV sets materialized. As a result, six television stations were built, each broadcasting

for only a few hours a day. As early as 1941

the FCC (Federal Communications Commission) turned its attention to setting

standards for television broadcasting.

The 1950s

By 1948, thirty-four stations were installed

in twenty-one cities and were broadcasting all day. Over 1 million television sets

were sold in that year. That year marks

the beginning of the so-called golden age

of television, with the premier of the ﬁrst

successful variety shows. The ﬁrst community antenna television (CATV) was also

established. In 1950 sales of TV sets soared

to about 6 million. Television had become

big business. In that year the A.C. Nielsen

Market Research Company started tracking

TV audience behaviours. By the end of the

1950s the National Broadcasting Company

(NBC), the Columbia Broadcasting System

(CBS), the American Broadcasting Company (ABC), and the DuMont Television Network (which went out of business in 1955)

had become powerful media institutions.

Aware of the fact that TV was replacing

radio as the primary source of mass entertainment, manufacturers started producing
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TV sets en masse and introduced colour

television technology in 1954, though it did

not become marketable until the late 1960s.

The U.S. Senate even began hearings on the

purported effects of television violence on

children.

The early TV programs were direct

adaptations from radio genres (and often

simple crossovers). These included comedy

and variety shows (Toast of the Town hosted

by Ed Sullivan, Your Show of Shows, starring Sid Caesar); westerns (Gunsmoke, Have

Gun Will Travel, The Lone Ranger, Roy Rogers,

Wagon Train, Bonanza); children’s programs

(cartoons, Howdy Doody, Mickey Mouse

Club, Captain Kangaroo); soap operas (The

Guiding Light, The Edge of Night); sitcoms (I

Love Lucy, Father Knows Best, My Three Sons,

The Adventures of Ozzie and Harriet, The Jack

Benny Program); professional wrestling

matches; news telecasts; quiz shows; anthology dramas (Goodyear-Philco Playhouse,

Studio One); talk shows (Jack Paar); and

police, private-eye, and lawyer programs

(Dragnet, Perry Mason, 77 Sunset Strip).

TV was, at ﬁrst, little more than ‘visual

radio.’ Coverage of special events was

common. For example, the 1951 broadcast

of the Kefauver hearings on organized

crime and the 1954 coverage of the ArmyMcCarthy hearings (over alleged communist inﬁltration in U.S. institutions) brought

the real world into everyone’s homes. TV’s

inﬂuence became even more noticeable in

1960, when presidential candidates John F.

Kennedy and Richard M. Nixon faced off

against each other in a series of nationallytelevised debates. Many believe that the debates contributed to Kennedy’s victory in

the election, since it highlighted his youth

and attractiveness, which were becoming

advantages in the political arena in that era.

Despite differences between radio and

television, most media historians see the

development of genres in both broadcast

media as constituting a single history. For

example, I Love Lucy (1951–7), starring

Lucille Ball, was adapted from her radio

show My Favorite Husband (1948–51). The

comedy-variety genre, a hybrid of vaude-
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ville and nightclub entertainment, was also

a cross-over from radio. In the early years,

many of the stars were comedy-variety

performers in both vaudeville and radio,

including Milton Berle, Sid Caesar, Jackie

Gleason, Martha Raye, and Red Skelton.

Similarly, the radio soap opera crossed over

to TV. At ﬁrst, the soaps were no more than

afternoon ‘romance interludes’ for stayat-home women. But their appeal spread

quickly, attracting larger audiences. TV did,

however, elaborate some radio fare considerably. For example, like radio, the earliest

years of television news coverage offered

little other than simple reports. But in 1956,

NBC introduced The Huntley-Brinkley Report, a half-hour national telecast which not

only presented the news but also provided

commentary on news events.

The 1960s

In the 1960s television became a mainstream entertainment and information

medium across the world, as well as a

historical documenter. The assassination of

President Kennedy on 22 November 1963

united the country in grief, and the killing

of Lee Harvey Oswald live, in full view of

TV cameras, showed the dramatic impact

that television had on people’s emotions.

News programming expanded. TV brought

scenes of the Vietnam war to viewers on

a nightly basis. The war became the ﬁrst

war ‘fought on television,’ as many commented. In the same decade, TV brought

war protests, civil rights marches, the

assassinations of Robert F. Kennedy and

Martin Luther King, and other socially relevant events before the eyes the world. It is

unlikely that the social changes that ensued

in that decade would have materialized

without TV. Even variety shows, such as

The Smothers Brothers Comedy Hour, dealt

openly with controversial issues such as

abortion, divorce, racism, sexism, alcoholism, and drug abuse. Rowan and Martin’s

Laugh-In became the top-rated show of the

late 1960s because it regularly dealt with

the same issues in a satirical and comedic
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vein. It’s a Man’s World, a sitcom that premiered on NBC in 1962, brought the reality

of everyday life to the little screen. It followed the daily lives of four young men

dealing with controversial issues such as

premarital sex, feminism, and the generation gap.

This kind of programming, however,

blended with lighter fare such as the

sitcoms The Beverly Hillbillies (1962–71),

Bewitched (1964–72), and I Dream of Jeannie

(1965–9) to keep audiences watching the

tube. These were accompanied by police

and private-eye dramas such as The Mod

Squad, Hawaii Five-O, The Rockford Files, and

Magnum, P.I.; war and spy programs such

as Rat Patrol and The Man from U.N.C.L.E.;

and medical dramas such as Ben Casey and

Marcus Welby, M.D. It became obvious that

television was blurring the lines between

entertainment and intellectual engagement, indicating that pastiche was the distinguishing characteristic (and appeal) of

popular culture.

Worry about television content became

widespread. The U.S. Senate hearings on

television violence took place, ironically, on

television.

In 1966 colour broadcasting began, and in

1967 Congress created the Corporation for

Public Broadcasting, leading to the establishment of public television channels. With

the broadcast of 60 Minutes in 1968, it was

becoming more and more obvious that television was taking over from print journalism as the major source of information and

social criticism. In that same decade Star

Trek debuted, creating the ﬁrst fan club for a

television or radio program in history.

The 1970s

Under pressure from the Federal Communications Commission (FCC), the networks

adopted a ‘family hour’ format in the

early 1970s to provide ‘wholesome’ earlyevening family programming. But prime

time sitcoms such as All in the Family and

The Mary Tyler Moore Show, and the ﬁrst

made-for-TV movies, explored and show-



cased controversial social, moral, and political issues. The 1977 eight-part miniseries

Roots, which probed the African-American

experience, showed dramatically that TV

could even help in a reinterpretation of history. Public television also emerged to provide not only social criticism and exposure

to the arts, but also children’s education,

with programs such as Sesame Street.

In 1972 early cable television was made

available to cities by the FCC. By 1976, Ted

Turner’s WTBS in Atlanta, which had the

capacity to uplink with emerging satellite

technology, became the ﬁrst ‘superstation.’

In 1975 HBO (Home Box Ofﬁce) also began

broadcasting via satellite. VCRs were also

introduced in that decade. But perhaps the

most signiﬁcant, yet hardly known, phenomenon was the appearance of interactive

TV in Columbus, Ohio, on 1 December

1977, when cable companies made a ‘relay

box’ available to customers. This allowed

them to order movies on demand. The system also broadcast city council meetings,

allowing viewers to express their opinions

via the box. There was also a Your Call

Football service that made it possible for

viewers to anticipate the plays in football

games.

The 1980s and 1990s

The 1980s and the 1990s is sometimes

called the age of the sitcom, with programs

such as M*A*S*H, The Cosby Show, The

Simpsons, Seinfeld, and Friends being the

most popular of all genres. Along with

sitcoms, science ﬁction, lawyer, doctor, and

other series formats dominated prime time.

Quiz shows (Wheel of Fortune, Jeopardy, Who

Wants to Be a Millionaire) rated highly as

well. In 1980 CNN premiered as a twentyfour-hour cable news network, owned originally by Ted Turner, putting the ﬁrst true

chink in the network television system’s

armour. Narrowcasting was just around the

corner. Cable also gave pop music its own

television venue with the establishment

of MTV in 1981. In 1987, Rupert Murdoch

founded Fox Television to rival the Big
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Three networks – NBC, CBS, ABC. New

channels and networks started cropping

up, including UPN (United Paramount

Network) and WB (Warner Brothers). Specialty cable channels emerged, from A&E

and Discovery to the Movie and the Disney

Channel. The 1980s also saw the rise in

popularity of the hour-long drama format

with programs such as Hill Street Blues and

St Elsewhere, whose plots featured different

characters from week to week. The decade

also saw an increase in the degree of sexuality, violence, and coarse language used

in programs. Many people believed that

TV had gone too far. Studies of television

started to proliferate.

As cable attracted more and more audiences in the 1990s, the networks struggled

to ﬁnd new ways to win them back. They

did so with moderate success, holding

back viewer erosion with successful programs such as Seinfeld, CSI, ER, reality

shows such as Dateline NBC, Prime Time

Live, Cops, America’s Most Wanted, and

America’s Funniest Home Videos. In 1994 the

direct broadcast satellite (DBS) industry

debuted, providing even more challenges

to the networks’ hegemony. In 1996 the

Telecommunications Act abolished most

TV ownership restrictions, further threatening the networks. Given the rise in adult

content through the new broadcasting venues, parental advisories were mandated

for TV programs in 1997, and a year later

the V-chip – a computer chip installed in

a television set that could be programmed

to block or scramble material containing

a special code in its signal indicating that

the material was violent or sexually explicit – was introduced.

The 2000s

By the early 2000s narrowcasting had become a reality, with all kinds of specialty

channels available through cable or satellite. Television and the internet also merged

to create a co-broadcasting system whereby

television channels established internet

websites to deliver the same or comple-
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mentary content of their programming.

Sitcoms such as Everybody Loves Raymond

(2000) and Will and Grace (2000) continued

to be popular on the networks, as did CSI,

ER, and reality programming. Talk shows

(David Letterman, Oprah) continued to enjoy

broad popularity.

In 2003, VOD (video on demand) was

introduced. By the middle part of the

2000s, television’s hegemony was starting

to erode, as it started to compete with popular websites such as YouTube. Not only

do all network (and most cable) channels

and programs have websites today, which

viewers can visit during, before, or after

traditional broadcasts of shows, but also

various features such as interactive games

and delayed viewing are now becoming

available in various technological formats,

including webcasting and podcasting.

Microsoft’s WebTV and AOLTV (America

Online TV) now allow users to pull up detailed information while they are watching

a news or documentary broadcast.

TV may have lost some of its primacy to

new online media, but it is still a dominant

medium of entertainment, social criticism,

and information. Will traditional television

remain? It will, in the same way that radio

has remained, converging with new technologies. As long as TV mirrors trends and

preoccupations, it will survive.

Marcel Danesi
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TEXT MESSAGING

[See also: Email; Instant Messaging; Podcasting]



Text messaging (TM) is the term used to describe the act of transmitting and receiving

an electronic message by cellular phone or

other mobile device. The message is sent

over the internet or some other computer

network. It occurs in real time, since both

users can conduct a back-and-forth exchange. Text messages involving mobile

phones and personal digital assistants are

said to use short message service (SMS).

The actual texts are called both text messages and SMS.

TM has inﬂuenced how people interact

and communicate. Perhaps the most interesting phenomenon from a purely communicative standpoint is text speak. Essentially,

this is a form of shorthand (based on abbreviations, acronyms, alphanumeric symbols,

and so on) that makes real-time communication unfold quickly and effectively. Even

the term text messaging is now written as

txt msg. Text speak developed originally in

bulletin board systems and chatrooms so

that users could type more quickly, relying on the redundancy features built into

language: vowels, for example, are largely

predictable in written words and thus can

be eliminated. Text speak occurs across languages. In Mandarin Chinese, for example,

numbers that sound like words are used in

place of the words.

There is now software that attempts to

infer what words are being typed so that

TM can occur even more quickly. Websites

such as transl8it (‘translate it’) standardize text speak so that it can be used more

systematically and broadly for communication, like the Morse code and other

telegraphic writing systems before it. As a

consequence, there are now standard dictionaries and glossaries of text speak available online.

The basic pattern in constructing text

speak (TS) words involves shortening a

word in some linguistically logical way.

For example, I love you, is shortened to i



luv u or even ilu. Deciphering the TS form

is dependent on user familiarity. Words

and expressions that are used frequently in

communication get shortened systematically. During face-to-face interaction our

goal is to get messages across as quickly,

efﬁciently, and clearly as possible. Text

speak has projected this principle onto the

text messaging medium. It is relevant to

note that TM is now used by professionals such as doctors and lawyers to interact

with colleagues. In the absence of face-toface communication, TM has made it much

easier for professionals to collaborate with

colleagues. In the past, doctors would mail

letters to colleagues seeking advice; now a

text message can do the job virtually in an

instant.

Some observers are decrying text speak

as a product of modern-day versions of

inertia and ennui. Helprin (2009), for instance, cautions that the new digital forms

of communication, and the internet generally, produce an addictive effect on people

and how they process information, rendering them much less reﬂective and less

inclined to appreciate artistic and literary

greatness. Others (Crystal 2006, 2008) respond that text messaging is no more than

an efﬁcient way to create written messages

for informal communication. People use

text speak, not to generate thoughtfulness

and literary communication, but to keep in

contact and to facilitate communication. In

no way does this imply that people have

lost the desire to read and reﬂect upon the

world.

Among the controversial items that are

brought up during the debate are sexting

and cyberbullying. The former is the sending of sexually explicit text messages or

photographs via mobile phone; the latter

is the use of text messages to intimidate

or threaten someone. But these kinds of

messages have always existed, in different media. It is not the TM medium that

encourages them; actually, because these

message can easily be transported to other

media (such as Facebook), TM may actually discourage prurient and threatening
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communication for fear of being exposed

publicly.

TM has become the preferred medium of

communication especially among adolescents, as studies such as the one by Lenhart

(2010) make clear. She found that in 2009,

teens (twelve to seventeen years of age)

used the following methods to contact their

friends:

•

•

•

•

•

•

•



text messaging: 54 per cent

cellphone: 38 per cent

face to face: 33 per cent

landline phone: 30 per cent

social network site: 25 per cent

instant messaging: 24 per cent

email: 11 per cent



It is relevant to note that no less an authority on language trends than the Oxford

English Dictionary has inducted many items

from text speak into its lexicon. This is an

afﬁrmation of the plasticity and adaptiveness of language.

Marcel Danesi
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TEXT THEORY

[See also: Discourse; Narrative; Semiotics; Speech

Act Theory]



Text theory studies literature, scientiﬁc

discourse, journalism, and everyday speech

using concepts adapted from linguistics,

philosophy, anthropology, aesthetics, and

other ﬁelds. Within communication studies, it represents a qualitative alternative

to content analysis’ quantitative approach.

Originating in continental Europe in the

context of structuralism and post-structuralism, text theory has encompassed both a

scientiﬁc, academic project and a cultural

critique. Employing methods that break

with key features of traditional humanism,

theorists study texts’ internal organization,

social context, and strategies for guiding

interpretation and inﬂuencing behaviour.

Almost from the outset, text theorists engaged non-verbal cultural productions,

investigating photography, visual advertising, ﬁlm, and performance genres. Text theory represents one of the major paradigms

through which media studies established

itself as a scholarly enterprise distinct from

commercial journalism in the last third of

the twentieth century.

While its concerns reach back to the ancients, ‘text theory’ is the expression coined

around 1973 by Julia Kristeva and Roland

Barthes to designate the approach they and

other collaborators to the French review Tel

Quel were elaborating (Barthes 1973, 1973

[1994]; Kristeva 1969; Ducrot and Todorov

1972 [1979: 356–61]). The term was soon

extended to comprise related methods

grounded in linguistics, structuralism, and

semiotics which had adopted ‘text’ as the

term for their object of study since the mid1960s, inﬂuenced in part by Russian ﬁgures

such as Mikhail Bakhtin. In a celebrated

essay entitled ‘From Work to Text,’ Barthes

announces: ‘In the face of the work – a traditional notion … the need for a new object

is emerging, one obtained by sliding or

reversing previous categories. This object

is the Text’ (1981: 70; my translation; pub-
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lished translations are generally indicated

by a second date within brackets). Reacting

against historical perspectives inherited

from the nineteenth century, text theorists

de-emphasize the relation between author

and work and highlight instead the text

itself and the dynamic between text and

reader. Barthes’s article ‘The Death of the

Author’ famously proclaims, ‘the true locus of writing is reading … the birth of the

reader must be ransomed by the death of

the Author’ (1967). The hermeneutics shifts

from that deﬁned by Friedrich Schleiermacher and Wilhelm Dilthey, which founds

interpretation in the psychological and

linguistic genesis of the work, to that proposed in the twentieth century by Heinrich

Georg Gadamer and Paul Ricoeur, which

locates the basis of understanding as much

in the present as in the past: each subject’s

encounter with a document or artwork

can uncover a novel aspect of the text

and reveal its insights into today’s critical

problems. The increased role attributed to

the addressee dovetails with contemporaneous experimental music, literature, and

visual art that highlights the agency of the

listener, reader, and viewer (e.g., Group 63

in Italy, Oulipo and the Nouveau roman in

France).

Evincing the ‘linguistic turn’ to inquiry

that marks its era, text theory entails a set

toward language and the language sciences, an orientation that infuses it with at

least a measure of formalism and leads it

to investigate internal discursive dynamics, their immanent play and structure. Yet

the theorists describe the textual practices

as unmaking and remaking existing linguistic habits, and construct discourse as

a dialogue and debate among different

perspectives, interests, cultures, and eras.

Emphasizing that experimental literature

employs language but violates its norms,

Kristeva proposes the following deﬁnition:

‘I deﬁne the text as a translinguistic apparatus that redistributes the order of language

… the text is thus a productivity’ (1969: 113).

More broadly, text theory provides conceptual tools for critical investigations of socie-



ties and history. Barthes (1957) proposes to

demystify the ‘mythologies’ of everyday

French life in order to expose the underlying rhetoric of middle-class ideology, especially the strategy of presenting its petitbourgeois practices and beliefs as founded

on transcendent principles rather than on

historically circumscribed interests.

Theorists emphasize that in spite of its

phenomenal appearance as a bounded and

ﬁnite artefact, the text exists above all as

process rather than as product: it reveals

creative events, engenders multifarious

reactions and interpretations, and promises

unpredictable readings to come. Reviving the dead metaphor concealed in the

Latin origin of the word text, ‘that which

is woven’ (cf. textile), Barthes emphasizes

that ‘Text means Fabric, but whereas until

now we have always taken this fabric as a

product, a ready-made veil behind which

meaning (truth) lurks more or less hidden,

we are now accentuating, in the fabric, the

generative idea that the text makes itself,

works itself out through a perpetual intertwining … If I liked neologisms, I would

deﬁne text theory as a hyphology (hyphos

is fabric and spider’s web)’ (Barthes 1973:

100–1 [1975: 64]). Emphasizing the ‘thickness’ of language and the ‘productivity’ of

the text, theorists critique perspectives that

reduce discourse, ﬁlms, or photographs

to a static and transparent lens that would

serve only to reveal the real world or the

true person beyond, strategies they see

at work in Realist and Naturalist aesthetics and in the commercial ﬁlm industry

(Ducrot and Todorov 1972 [1979: 357]).

Distancing themselves from certain

psychological and historical explanations

for creative and interpretative processes,

theorists emphasize that texts circulate and

inﬁltrate other texts through the medium

of writers and readers. In a study that synthesizes Bakhtin’s research on ‘dialogism’

and ‘polyphony’ in the novel, Kristeva

introduces the concept of intertextuality:

‘Every text is constructed as a mosaic of

quotations, every text is the absorption and

transformation of another text. In place of
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the notion of intersubjectivity, that of intertextuality takes shape’ (1969: 146). In addition to the ‘horizontal, linear’ relations that

link linguistic units in discourse, the initiated reader attends as well as to ‘vertical,

translinear’ connections with other texts in

a dynamic that mimes the interlacing warp

and weft evoked in the etymology of text

(Ricardou 1978: 245). In a belletristic context, the resultant references, resistances,

and responses engender the literary value

of the text, raising it above the level of utilitarian communication (Genette 1979: 87;

Riffaterre 1978). Systematically examining

varieties of intertextuality, Genette (1982)

studies the mechanisms of quotation, allusion, and summary; compares pastiche to

parody; and explores the communicative

dynamics of sequel, supplement, translation, adaptation, and generic transposition.

Returning to Bakhtin’s studies of ﬁction as

intra- and intercultural dialogue, Jacques

Fontanille envisions intertextuality as a

form of ‘intersemioticity’ and investigates

what an author writing in one social, intellectual, and aesthetic context looks for and

thinks to ﬁnd in the work of an author from

a different context (1999: 129–58). The approach seeks to specify how the ‘target’ text

selects and appropriates, transforms and

deforms elements of the ‘source’ discourse

as a function of the convergences and divergences between the two writers and

their natural and cultural environments.

Offering his own ‘anxiety of inﬂuence’

toward Jorge Luis Borges as an example,

Umberto Eco describes intertextuality as a

triangular dynamic in which the vast ‘universe of the encyclopedia’ interacts with

two authors (2002).

Intertextuality revises conventional

philological and literary doctrines of imitation to the extent that it substitutes textual

analysis for a psychology of the person,

posits a pluralistic enunciation in place of

a homogeneous Cartesian subject, and deﬁnes a heterogeneous discourse instead of

the Romantic notion of the work as an organic whole. Whereas traditional criticism

emphasizes the identiﬁcation of inﬂuences
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on an author and sources for a work, looking especially among other literati, Barthes

emphasizes that the intertext typically

appears anonymous and unconscious, its

origins remaining imprecise, lost, or forgotten. Every text incorporates and reworks

shards of ambient and former cultures,

‘bits of codes, formulae, rhythmic models,

fragments of social languages’ (Barthes

1973 [1994: 1683]). The concept of intertextuality develops Saussure’s principle of

immanence and the Russian Formalists’

emphasis on the autonomy of art in critical

ways: the dialogic character of literature establishes it as an exchange among speaking

subjects and among societies. Thus, while

discourse neither simply reﬂects the world

nor expresses the person as such, it does effect interactions among concrete historical

subjects and groups. Entering fully into the

perspectives of dialogism and polyphony

means abandoning the notion of the closed,

objective ‘text in itself’: whether literary,

legal, or scientiﬁc, every text exists only as

a praxis among plural instances.

Envisioning intertextual relations among

cultures across history, Yuri Lotman proposes a canonical cyclical narrative (1966

[1990: 143–7]). When a culture imports (verbal, visual, musical) texts from a more prestigious foreign culture, it initially maintains

their air of ‘foreignness’ – indeed, natural

language works are often read in the foreign tongue. In time, however, the host

culture and the imported texts restructure

each other such that the codes informing

the foreign artefacts become integrated into

the discursive fabric of the receiving group.

The foreigners progressively lose their aura

of prestige, while the new forms elaborated

by the host milieu incorporate and transform the imported models – whereupon

the dynamic comes full circle and can begin

again, with the erstwhile importing culture

now positioned in the centre of the ‘semiosphere,’ exporting its productions to the

periphery.

Emerging at a time of ever-increasing

specialization in research and intellectual

inquiry, text theory proceeds from a desire
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to break down barriers among ﬁelds, to

make connections among related projects,

and to foster interdisciplinary collaborations and the exchange of concepts and

methods. Rooted in the language sciences,

text theory explores how its outlook and

central concepts could lead to new ways of

analysing non-verbal cultural practices and

productions. Barthes’s lively magazine articles collected in book form as Mythologies

(1957) use text-theoretic notions to examine

critically the social image and function

of the new Citroën DS sedan, traditional

culinary dishes such as steak and fries, advertisements for household cleaning ﬂuids

and abrasive cleansers, popular movies

and electoral posters, and performances

such as World Wrestling Association–style

wrangling. In more developed essays of the

late 1950s and early 1960s, Barthes outlined

and illustrated elements of a ‘rhetoric of

the image’ that adapts principles in continental structural linguistics to the analysis

and ideological critique of visual artefacts

such as photographs, billboard and magazine advertisements, and ﬁlm (Barthes

1957 [1972: 107–59], 1962 and 1964 [both

in 1977: 15–51]). Umberto Eco emphasizes

that text theory focuses on the multiple

speciﬁc ‘codes’ that inform the production,

perception, and interpretation of artefacts,

and which include modes of expression

conveying ideologies at a given point in

history, practices and forms particular to

given media such as painting or music,

and aesthetic conventions governing the

treatment of perspective, themes, lighting,

colour, verisimilitude, and so forth (1968).

Deﬁning architecture as a rhetoric, Eco

(1968) proposes that the utilitarian features

of a space constitute its denotative meaning, while the multiple symbolic codes that

inform the structure comprise its connotative senses. Greimas envisions a semiotic

model of the ‘urban life style’ comprising

a ‘spatial signiﬁer and a cultural signiﬁed’:

an ideological deep structure generates a

surface spatial grammar that accounts for

the interrelations and interactions among

the individual or collective subjects and the



objects making up the built environment

(1974, in 1990: 139–59).

Barthes’s studies inspired Christian

Metz’s investigation of cinema, which

blossomed into the ﬁrst thoroughgoing

and sustained extension of text theory into

non-verbal media. Metz explains the path

he chose: ‘The only principle of relevance

capable of deﬁning the semiology of ﬁlm

today is … the will to treat ﬁlms like texts,

like units of discourse, thereby forcing

oneself to search for the different systems

(whether they be codes or not) that inform

those texts’ (Metz 1971: 14). Fernande SaintMartin and Jean-Marie Floch have elaborated ambitious methods for analysing

ﬁxed images, while Robert Hatten and Eero

Tarasti have adapted text-theoretic concepts to the study of music. Studying nonverbal phenomena as ‘texts’ (or ‘discourse’)

entails attending to cultural productions

more than to purely physical entities, to

perceptions more than to quantitative data,

and to meaning at least as much to being; it

involves methodically investigating the organization of processes and artefacts rather

than focusing on isolated events or acts,

units or facts (e.g., Branigan 1984; Buckland

2000; Buckland ed. 1995; Casetti 1986; Colin

1992; Deleuze 1983, 1985; Eco 1968: 105–88;

Groupe Mu 1992; Heath 1981; Odin 1990;

Rose 1986; Uspenskii 1971; Wollen 1969).

In a broad, generational impetus, text

theorists voice scepticism toward a host of

traditional concepts and methods used in

philosophy, psychology, history, grammar,

and literary criticism, deemed tributary of a

bygone era, and call for fresh reﬂection and

systematic investigation using contemporary approaches. Nonetheless, text theorists

at times reach back to earlier paradigms:

many thus turned their backs on the behaviourism that dominated psychology in the

1950s and 1960s and drew instead from the

wide-ranging psychoanalytic theses of Sigmund Freud, Melanie Klein, and Jacques

Lacan, as many tempered the logico-mathematical bent of analytical philosophy with

healthy doses of the speculative tradition

exempliﬁed by Georg Wilhelm Friedrich
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Hegel, Friedrich Nietzsche, Charles Sanders Peirce, and Martin Heidegger. Rather

than conﬁning themselves to the formal

models of sound and sentence structures

elaborated in Chomskyan linguistics,

many text theorists continued to explore

continental structural linguistics, following

up the links that Roman Jakobson, Émile

Benveniste, and A.J. Greimas established

between linguistics and poetry, narrative,

visual image, psychology, and philosophy.

Instead of espousing free-market neoclassical microeconomic theory and its developments in general equilibrium analysis,

game theory, and oligopoly theory, ﬁgures

such as Barthes and Kristeva invoked

Marxist perspectives that conjoin issues

in economics, politics, and history. For

text theorists, Marxism, psychoanalysis,

anthropology, and modern linguistics

have effected a Copernican revolution that

‘decentres’ the subject, shifting agency

from the individual person to unconscious

and collective processes, casting suspicion

on the contents of consciousness, and demanding the mediation that systematic

analysis, explanation, and critical thinking

can bring (Foucault 1969 [1995: 12–13]; cf.

Ricoeur 1969 [1974: 236–66]). At the same

time, accepting the twentieth-century scientiﬁc proposition that the observer’s point of

view plays an essential role in constituting

the object, theorists dismiss the positivists’

faith in objective facts and qualify the pristine distance the subject would like to keep

from the phenomenon under study.

In crucial ways, text theory reverses the

reigning North American model for the

social sciences today: it remains resolutely

qualitative instead of quantitative, values

theoretical inquiry as much as empirical

research, and maintains an afﬁnity for

philosophy even while duelling with antecedent metaphysics. While incorporating

rigorous methods, text theorists typically

highlight the irreducible importance of interpretation and emphasize that studying

an object changes it; some openly critique

society and its mainstream productions

rather than cultivating the detached stance
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of the specialist or the objective scientist.

Text theory has played an important role

in Western intellectual life, including in

English-language cultures, in part because

it has gone beyond specialized disciplinary

perspectives to link its investigations to

fundamental issues of human values, social organization, and history. Proposing a

broad vision of the ‘human sciences’ and

the ‘sciences of culture,’ theorists strive notably to overcome the dichotomy between

the sciences and the humanities, to federate

the many ﬁelds that study man and society, and to bring together researchers who

investigate discourse or other comparable

cultural artefacts (Greimas 1966; LéviStrauss 1950; Rastier ed. 2003). Drawing

from generative and structural linguistics,

from Peircean and Saussurean semiotics,

and from mathematics and logic, Yuri Lotman positions his and related Soviet texttheoretical research within ‘the trend proper to contemporary science to overcome the

opposition between the exact sciences and

the humanistic sciences considered unshakable by nineteenth-century scholars’ (1967:

107). Bakhtin asserted in the early 1970s

that ‘the text (written and oral) is the primary given … of all thought in the human

sciences and philosophy in general … The

text is the unmediated reality (reality of

thought and experience), the only one from

which these disciplines and this thought

can emerge. Where there is no text, there is

no object of study, and no object of thought

either’ (in 1986: 103). Text theorists aim to

identify or forge core common principles

and procedures for research, and incorporate social-science postulates when examining literature and art, phenomena heretofore generally considered the exclusive

province of humanistic perspectives.

Text theory subsumes a great variety

of currents, individuals, and distinctive

contributions, bringing together methods

originating in France, Switzerland, and Italy, in Eastern Europe and the former Soviet

Union, in Great Britain and North America,

and beyond. In one commonly recognized

partition, such ﬁgures as Mikhail Bakhtin,
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(the early) Roland Barthes, Umberto Eco,

Jacques Fontanille, Gérard Genette, Algirdas Julien Greimas, Yuri Lotman, François

Rastier, Cesare Segre, and Tzvetan Todorov

have sought to secure a scholarly, scientiﬁc

status for their projects; have constructed

models of signiﬁcation that incorporate

constraints that society and communication

commonly place on individual interpretations; and have considered literature and

art as integral to the normal functioning

of language and visual imagery. Inversely,

theorists such as (the later) Barthes, Jacques

Derrida, Michel Foucault, and Julia Kristeva have sharply and systematically critiqued the founding tenets of science and

academia, and have combated limits and

habits that institutional discourses strive to

impose on the subject’s experience of the

text. Barthes and Kristeva have argued that

experimental art and literature require approaches separate, at times opposite, from

those used to analyse everyday cultural

expressions. In general, the scholars mentioned ﬁrst have drawn attention to schemata that organize content and communicative exchanges, while the second set of

thinkers have highlighted the role that the

material ‘letter’ (signiﬁer, representamen,

sign-vehicle) plays in signiﬁcation; the ﬁrst

group privileges the ‘view from afar’ of the

objective scholar, whereas the second foregrounds the dynamic entangling of subject

and object that remakes both instances. The

divide parallels the rough distinction made

in the 1980s between structuralism and

post-structuralism.

Yet this and any other attempt to draw

grand partitions within text theory remain

approximate and imprecise, and can never

do justice to the complexity and nuances

of each thinker’s work and its variations

across time. Other tensions cut across the

(post-)structuralist contrast, and few individual projects carry forward the breadth

of the revolution that early text theory

proclaimed. The closer a study tacks to

contemporary Western scientiﬁc norms,

the less it enters into a critical questioning

of the subject and subjectivity, while the



more a method highlights socio-political

or psychoanalytical components, the less it

distances itself from a traditional focus on

the genesis of the work. In spite of the imperfect character of the distinction, the rest

of this article ﬁrst examines research that

develops text theory as a scientiﬁc project

and academic discipline, then sketches

critical text theory deﬁned in part as oppositional practices, and concludes by comparing text-theoretical research to Englishlanguage approaches.

Text Theory as Scientiﬁc Project

Important currents in text theory have

founded a general semantics; developed

a linguistics of discourse; elaborated

new rhetorics, stylistics, and poetics; and

launched rigorous methods for analysing

visual images, architecture, design, and

music. Straddling the social sciences and

the humanities, the researchers aim to participate in building the ‘human sciences.’

They have deﬁned their method above

all in relation to linguistics and cultural

anthropology, even as they have foregrounded interpretation and drawn from

the philosophy of language and from continental systematic philosophers. Initially

part of the structuralist revolution, these

efforts cultivate scientiﬁc methods, scholarly discourse, clarity, and terminological

precision – orientations that ran counter to

a number of inﬂuential post-1968 currents

in the humanities, but which today ﬁnd

themselves in tune with cognitive studies.

Indeed, much of scientiﬁc text-theoretic

research represents a continental correlate

to contemporary directions in cognitive

linguistics, poetics, and visual studies. The

labels which these text theorists have devised for their projects include semantics,

semiotics, semiology, rhetoric, poetics, and

narratology.

In the 1950s, Algirdas Julien Greimas

and Roland Barthes studied cultures by

analysing their vocabularies and how their

structures evolved and shifted over the

generations. Greimas published an inﬂu-
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ential manifesto for an interdisciplinary

project inspired by Saussurean principles

and by new trends in historiography

(Greimas 1956; cf. Broden 1995). A series of

articles by Barthes outlines approaches to

fashion informed by structural linguistics,

while his books show how concepts drawn

from the language sciences can characterize

an author’s style and opus, illuminate literary periods and trends, and dissect consumer society (1953, 1954, 1957). Paralleling

Roman Jakobson’s linguistics and poetics,

Claude Lévi-Strauss’s cultural anthropology, and Jacques Lacan’s psychoanalysis,

the research led to the broader, widespread

1960s development of structuralist methods

throughout the human sciences. In this

decade, Barthes’s semiology and Greimas’s

semantics and semiotics renovated rhetorical studies and discourse analysis; analysed

the narrative organization of ﬁction, drama,

ﬁlm, and essays; and commenced related

explorations of photography, ﬁlm, fashion,

and visual advertising (e.g., in Barthes

1985, 1967; Greimas 1966, 1970). Barthes

and Greimas attracted dynamic students,

collaborators, and fellow travellers to their

project, including Michel Arrivé, JeanClaude Coquet, Gérard Genette, Julia Kristeva, Christian Metz, François Rastier, and

Tzvetan Todorov.

The text theory initiated by Barthes and

Greimas owes a considerable debt to continental structural linguistics. In Ferdinand

de Saussure’s Course in General Linguistics,

researchers found an outline of the most

general features of language as a signifying

activity, as well as the invitation to found

a broader but related ‘semiology,’ ‘A science that studies the life of signs within society’

(1916 [1959: 16]). Roman Jakobson paints a

comprehensive view of language that embraces rhetoric and poetics alongside phonology, morphology, and semantics, and

positions the study of non-verbal cultural

artefacts including ﬁlm and painting within

a general semiotic rather than a linguistic

perspective (1990; cf. Eco in Krampen et

al. eds. 1987: 109–27). Pioneering French

research on linguistic pragmatics, Émile
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Benveniste investigates how the speaking

subject constructs itself in language and

how discourse effects reference and communication (1966, 1974). A.J. Greimas and

his collaborators have drawn extensively

from Louis Hjelmslev, who emphasizes the

systematic character of linguistic processes,

including semantics, and extends key Saussurean concepts to the rest of science, rethinking them in the light of symbolic logic

and the philosophy of language (1935–7,

1943, 1959).

Text theory has also drawn considerably

from anthropology, folklore, and mythology, which accentuates its proximity to

qualitative methods in the social sciences.

Lévi-Strauss showed how the principles

of phonology could be applied to aspects

of social organization such as kinship and

totem, and to myths and their cultural context (1950, 1955, 1962, 1964–71). Georges

Dumézil extended historical Indo-European linguistics by developing a comparative

mythology that traces the dissemination

and evolution of social structures, ideologies, and individual characters throughout

ancient myths, epics, legends, and histories (1940–5, 1968–73, 1969). In folklore,

Vladimir Propp distilled the plots of Russian fairy tales into an elegant narrative

model comprising ﬁxed action sequences

and roles (1928). Propp’s ‘morphology’

speciﬁes the incidence of variants and

cultural contents, identiﬁes global mechanisms that shape ‘the tale as a whole,’ and

illustrates how procedures such as omission, repetition, and nesting condition how

the matrix is realized in actual tales. Text

theory has found considerable inspiration

in other sources as well, from aesthetics (Souriau 1950) to Russian formalism

(Lemon and Reis 1965; Todorov ed. 1966),

from logic (Tarski 1936) to the philosophy

of language (Austin 1962; Searle 1969).

While the events of May 1968 and the

relative snub reserved for The Fashion System (1967) encouraged Barthes and others

to explore a text theory that distanced itself

from linguistics and from conventional

scholarly discourse, ﬁgures including Eco,
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Genette, Greimas, and Todorov maintained

their initial scientiﬁc orientation. Greimas

recruited new collaborators who developed

the project in fresh directions, including

Denis Bertrand, Ivan Darrault, Paolo Fabbri, Jean-Marie Floch, Jacques Fontanille,

Jacques Geninasca, Anne Hénault, Eric

Landowski, Jean Petitot, and Claude

Zilberberg.

Natural Language Texts

Contemporary text theory studies natural

language discourse as comprising multiple interrelated levels and components.

Theorists examine global, text-whole

phenomena, sentence mechanisms, and

local, micro-semantic processes focused on

word, context, and vocabulary. Text-whole

dynamics include genre, narrative, and

rhetorical strategies. Theorists study genres and discourse types as cultural norms,

as prototypes of wholes that guide how

speakers combine and interpret local units,

and as schemata that prompt the rhetorical

shifts of words from one semantic domain

to another in context (Fontanille 1999:

159–68; Genette 1979; Rastier 1989 [1997:

20–8]). If broad terms like drama and poetry appear widespread and perennial, a

genre or discursive type often corresponds

to a speciﬁc practice in society, as do the

résumé and the want ad, the press release,

the editorial, and the obituary. Like social

practices, genres and discourse types can

form, change, and disappear in connection

with historical transformations and exchanges with other cultures. A genre may

prescribe the ways in which subjects participate in the speech act and its representation in discourse: a typical play presents

actors speaking on stage, a scholarly essay

generally cites other writers as authorities,

and a lyric love poem often constructs the

addressee as the object of desire. Genre

may also specify a standard of grammatical and lexical acceptability (cf. homily vs

radio ad), distinctive interpretative conventions, and length, theme, and temporal

orientation.



Generic constraints intersect with other

cultural ‘codes’ that mediate experience

and provide conventions for producing and perceiving discourse (Eco 1976).

Comprising practices, their cultural meanings, and the customs governing their

use, such codes include the pragmatics of

conversation and public addresses, and the

proxemics regulating intersubjective space

among speakers, for example. Expression

codes deﬁne such variables as type styles,

layout norms, and audio mixing standards,

while ideological codes establish conventions of verisimilitude and propriety (Casetti and Di Chio 1997: 262–3). Eco deﬁnes

the ‘idiolect’ as ‘the individual and private

code of a single speaker’ expressed in iterative fashion throughout a particular subject’s discourse (1968: 68, cf. sociolect).

The earliest and most lasting achievements in text theory include methods for

analysing narrative. Numerous studies of

ﬁction, theatre, ﬁlm, traditional stories, and

historical and philosophical works have

identiﬁed models of fundamental action

sequences, agent roles, contractual and

polemical interactions, and thematic transformations (e.g., Bal 1985; Barthes et al.

1966; Chatman 1978; Fontanille 1998 [2006:

90–142]; Greimas 1966 [1983: 197–256], 1970

[1987: 63–120], 1976; Prince 1982; Rastier

1989 [1997: 41–52, 132–50]; Todorov 1969,

1971). Narrative structures give shape and

rhythm to an extensive discourse, and

include processes strategically combined

to achieve an ultimate goal. Animate and

inanimate textual actors move in and out

of roles such as Subject and Anti-subject

(cf. protagonist and antagonist), Sender

(cf. addresser, benefactor, authority), and

Receiver (addressee, beneﬁciary, subordinate), pursuing their ends, forging alliances, and engaging enemies. Textual

actors desire or fear objects and other

subjects, and are united with or separated

from them through acquisition or loss, gift,

or theft. Coming up against rivals’ efforts,

actors develop simulacra of these counterprograms and elaborate strategies that

include struggle and deception in order to
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vanquish or circumvent adversaries. The

triadic ‘test’ represents a common action

sequence, consisting of confrontation, conﬂict, and resolution in an agonistic mode,

and comprising contract, transmission, and

consequence in a collaborative mode. On

the cognitive dimension, a similar string

progresses from question to assumption,

then interpretation.

Studying myths, folktales, and action

movies, text theory has identiﬁed a popular

narrative schema comprising four major

stages which together present the ‘meaning of life’ as a quest (Greimas 1966 [1983:

233–43]; Greimas and Courtés 1993 [1982:

‘Narrative Schema’]; Fontanille 1999 [2006:

73–5]; Rastier 1989 [1997: 132–50]; cf. Propp

1928). In a ﬁrst segment, in order to remedy a dire predicament brought about by

the enemy, an authority ﬁgure appeals to

a (often unlikely) hero, who in a second

sequence successfully negotiates an initial

set of adventures, thereby obtaining the

means to redress the calamity. In a third

moment, the champion journeys to face the

adversary and in a determining struggle

achieves victory or meets defeat. In a ﬁnal

sequence, the arbiters of right and wrong

mete out reward and punishment to the

authors of the central deeds and misdeeds.

The initial and ﬁnal segments entail cognitive interactions that frame and give sense

to the central sequences focused on action. The stages reveal a common internal

formal articulation, progress through a

canonical spatial cycle (e.g., here → there →

elsewhere → here), and carry forward global thematic transformations that allow the

text to reafﬁrm the existing social order or

to contest the status quo and propose new

existential and collective values. Alongside

the quest schema, other narrative forms

privilege surprise, unpredictability, risk, or

vacuousness (Fontanille 1999 [2006: 76–80];

Zilberberg 1993). Landowski argues that

genuine becoming takes place not through

‘programmed’ action but rather through

the subject’s ‘availability’ and openness to

‘adventure’ and the ‘largely accidental path

of discovery’ (2004: 67–9).
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Parallel to the study of narrative action, the analysis of enunciation examines

discourse as a communicative process

engaging speaking subjects situated in

an environment at a particular time (Eco

1990; Fontanille 1998 [2006: 57–8]; Greimas

and Courtés 1993 [1982: ‘Enunciation,’

‘Disengagement,’ ‘Engagement’]; Groupe

Mu 1970; Johansen 1993, 2002; Rastier 1989

[1997: 58–61]). Emphasizing that the text is

realized as a dialogue between author and

reader, Eco argues that text theory must

analyse both systems of signiﬁcation and of

communication (1976). Even an individual

subject produces a polyglot discourse by

rhetorically shaping utterances in order to

obtain a desired effect in the addressee(s).

Many texts construct internal, linguistic

representations of author and reader, attributing particular strategies and dispositions

to each, and painting distinctive pictures of

their give and take throughout the unfolding of discourse (Eco 1979). Stories also

elaborate successive enunciative frames

which conjure up ‘paper’ speakers and

listeners within the text, inserting remarks

or letters from other subjects, generating

a play within a play or stories within a

story. Genette (1972) systematically lays out

the extensive plotting resources temporal

mechanisms offer, and compares different strategies for positioning the narrator

within or without the nested layers of stories and conversations that make up ﬁction.

He analyses modes of quoting, reporting,

or summarizing a speaker within the text

and speciﬁes their relevance for deﬁning

genres (cf. Hamburger 1957). Rastier’s ‘dialogics’ classiﬁes modal expressions which

colour utterances through such lenses as

obligation, (im)possibility, and desire, and

which set up differentiated but interrelated

‘universes of discourse’ or linguistic possible worlds within a text (1989 [1997: 54–8],

cf. Fauconnier 1985). Oswald Ducrot has

studied the mechanisms of argumentation

in everyday language (Ducrot and Zagar

1996), while Catherine Kerbrat-Orrecchioni

analyses the structure, pragmatics, and

cultural context of conversation (1990, 1992,
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1994). A published poet and celebrated

novelist, Eco emphasizes that textuality

involves a cooperation between writer and

reader and not just a solipsistic erotic reader, thus pointing to a dialogic hermeneutic

ethics. Labelling deconstructionism a ‘dangerous critical heresy,’ he has consistently

objected to post-structuralism’s ‘aberrant

decoding’ and its ‘cancer of uncontrolled

interpretation’ (1968, 1990, 1992).

Initially focused on action-oriented popular stories, text theory developed more

elaborate methods to study cognitive and

emotional phenomena when it turned its

attention to complex literary and scientiﬁc

works (Barthes 1970; Coquet 1985–6; Fontanille 1999; Greimas 1976, 1990: 11–138).

Theorists have explored how texts restrict

the distribution of knowledge in calculated

fashion, posing enigmas which can be

deepened and shared before being solved,

setting up secrets, disguises, and ruses,

staging mistaken identities and misinterpretations, deploying misunderstandings

and cognitive dissonances. The basis of

murder mysteries, psychological thrillers,

baroque drama, and theatrical recognition

scenes, the mechanisms generate narrative

tension, suspense, and surprises, propelling the plot forward toward revelations

and resolutions. They also help lay out the

text’s key belief systems, position the actors among those options, and resolve the

central conﬂicts of the work, dynamics particularly evident in the Bildungsroman, the

drama of ideas, and the thesis novel (Suleiman 1983: 80–118). Discursive subjects’

performances presuppose cognitive competences: key modalities such as wanting,

being able, knowing, and believing govern

their doing and being. The acquisition and

loss of such modal values trace the development of a discursive actor’s competence,

while the coexistence of conﬂicting modalizations such as having-to-do and not-beingable-to-do can engender critical tensions in

the actor and in the text. These modalities

also deﬁne fundamental levels of argumentation in essays, including scientiﬁc and

political discourse, and delineate basic clas-



siﬁcations of cultural objects. Jean-Claude

Coquet formulates a sophisticated typology

of modal conﬁgurations that identify such

discursive agents as the non-subject, the

subject according to law, and the subject according to will (1985–6, cf. Fontanille 1999

[2006: 111–12, 120–2]). Greimas and Fontanille (1991) outline a method for studying

the discursive semantics of emotions using

modal values and also aspectual categories

such as perfective-imperfective and inchoative-terminative.

Whereas linguists from Saussure to

Chomsky mainly use the dictionary as their

model for word meaning, foregrounding

existing signs with established meanings,

text theorists frame their investigation

within global and contextual frameworks

and show how discourse forges new cognitive constructs such as ideas, actions, and

characters, and how speakers transform

familiar words to give them new senses

speciﬁc to a given text. While Chomsky

and other recent American linguists have

concentrated on developing a complex and

powerful sentence syntax, text theorists

work from a set toward meaning and seek

approaches that integrate linguistic and

textual analysis. Theorists focus on devising relatively simple semantic representations of grammar that can point to how

sentence structures contribute to elaborating text-whole narrative and communicative dynamics, to shaping the content,

connotations, and cohesion of words in

context at the lexical, micro-semantic level.

Grammatical classes such as noun and verb

can thus be compared to the narrative concepts of actor and action, as sentence-level

case grammar categories such as subject

and patient can be related to plot roles such

as protagonist and antagonist. Sentences

are interpreted as semantic propositions of

action and predication which cumulatively

construct global textual actors, objects, and

processes, and which articulate collective

identities, formulate social values, and

communicate, sustain, or challenge stereotypes (Galatanu 1994, 2000).

For analysing theme and connotations,
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and for studying words and their relation

to the sentence and to longer strings, text

theory deﬁnes semantic units such as the

word in context (sememe), the dictionary

word (lexeme), and differential semantic

features (semes) (Greimas 1966; Hébert

2001; Pottier 1974, 1992; Rastier 1987, 1989

[1997: 33–40, 75–83]). Obtained by componential analyses somewhat comparable

to phonological methods, the semes or

semantic features comprise basic qualities

of the cultural world, perceptual traits, and

grammatical categories. Common pairs

such as nature-culture and life-death often

play a key role in organizing texts. Other

traits correspond to dictionary classiﬁers

that locate expressions within semantic

ﬁelds deﬁned by social practices, such as

‘culinary,’ ‘maritime,’ and ‘botany.’

The recurrence of semantic features and

their compounds along the spoken or written chain deﬁnes isotopy, a central concept

that opens onto analyses of theme and

topic, cohesion and coherence in discourse.

Introduced by A.J. Greimas and developed

by a host of continental scholars, the notion

of isotopy plays a central role in Rastier’s

methodology (1987, 1989 [1997: 33–40, 101–

31, 150–63, 168–84]; cf. Eco 1986: 189–201).

Text theory investigates how to identify

isotopies in short and in extensive discourses, how to deﬁne the relations among

multiple isotopies in a work, and how to

specify the interaction between isotopies

and individual words in context. By identifying links among successive sentences

and connections among units in different

sentences, isotopic analysis helps account

for discursive cohesion, one of the main

concerns of ‘text linguistics’ (Adam 2005;

Petöﬁ ed. 1979; Petöﬁ and Reiser eds. 1972;

Schmidt 1976). Eco emphasizes that texts

such as literary works possess sufﬁcient

complexity to allow for multiple isotopies

and interpretations by different readers and

analysts (1968).

Alongside studies of literature and popular culture, text theorists have applied and

developed their methodologies in analyses of scientiﬁc discourse, exploring the
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linguistic and rhetorical procedures used

to report experiments carried out, to characterize their results, to evoke or contest

evidence, and to assess rival explanations

(Bastide 2001; Greimas and Landowski eds.

1979; Greimas 1990: 11–91). Theorists investigate the mechanisms used to marshal

critical passages of other scholars’ publications within one’s own argument and to

integrate past research into a coherent narrative that launches a new inquiry. Descriptive studies show how scientiﬁc discourse

expresses, combines, and at times suppresses modalities (e.g., certainty, uncertainty, necessity) in assessing the credibility

of earlier conclusions and in formulating

fresh hypotheses. Constructing themselves

as anthropologists, Bruno Latour and Steve

Woolgar examine a biochemical research

lab, delineating the spatial design and

movement entailed in its collective enunciations, establishing its division of labour

and its technical support, and deﬁning the

key temporal variables and rhythms of the

lab’s activities (1986). The analysis reveals

that each of the group’s discursive venues

(lab, article, textbook) privileges modalizations of a characteristic ‘level,’ producing

statement types ranging from highly modalized hypotheses (lab), to qualiﬁed suppositions (article), and to fact (textbook, cf.

Latour 1999).

While most scientiﬁc text theory has

analysed verbal and non-verbal representations of communication, action, ideas, and

emotions as rational processes engaging

stabilized forms, since the 1980s research

has also investigated phenomena that precede or elude such mechanisms, exploring

descriptions of momentary breaks with

familiar signs and routines, scrutinizing

intuitions of novel emergent forms and signiﬁcations. Studies examine the perceptual

dynamics entailed in processing artefacts as

novel or familiar signs and signifying schemata. Often returning to the philosophical

phenomenology that undergirded some

of the earliest text-theoretic research (e.g.,

Greimas 1966; cf. Holenstein 1975; Husserl

1936; Merleau-Ponty 1945), the new explo-
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rations dovetail with text-theoretic work in

non-verbal media, especially music, visual

images, and industrial design objects. In

these media, sensible forms appear less

closely tied to conventional meanings, even

as they remain salient and elicit signiﬁcant

emotional responses. Research also engages

and at times incorporates elements of contemporaneous cognitive linguistics that

emphasizes embodied cognition, grounds

discursive activity in perceptual and motor

processes, and works closely with experimental psychology (e.g., Lakoff 1987; Lakoff and Johnson 1980; Langacker 1987–91;

cf. Gibbs 2006). Emphasizing the new and

widened perspectives, text theorists analyse aesthetics and the dynamics of the sensible, exploring the relations between the

aesthetic and the ethical, between the sensible and the intelligible – and not only the

relations between stable signs and signifying schemata representable as signiﬁer and

signiﬁed, as expression and content planes.

Like Maurice Merleau-Ponty (1945) and

James J. Gibson (1966, 1979), text theorists

often emphasize the fusion of the senses

in experience rather than their separation

into distinct sense channels, foregrounding the rhythms and relations that combine

and transcend data from the component

‘modes’ or ‘modalities.’

Alongside earlier models of discrete,

discontinuous states and their transformations, newer studies elaborate models of

continuous and gradual phenomena and

processes of becoming (e.g., Coquet 1997;

Fontanille ed. 1995; Fontanille and Zilberberg 1998). Whereas earlier text theory

often referenced logico-mathematical concepts and methods in the early twentiethcentury tradition of Nicolas Bourbaki and

David Hilbert, newer research highlights

spatial and temporal schemata and the

point of view of the observer (e.g., Fontanille 1999; Petitot 2004). While many earlier

studies concentrate on deﬁning textual dynamics as architectural mechanisms, identifying constituent units and specifying their

relation to other components, some recent

studies endeavour to describe experience,

to depict the qualities that give impressions



their ‘lived’ effect (e.g., Landowski 2004).

Whereas most earlier text theory adopts a

retrospective vantage which crisply maps

out all possibilities within a ﬁnite framework, the new research privileges an ‘in

act’ perspective that espouses the unfolding

outlook of the subject who with limited,

uncertain knowledge negotiates situations

whose outcomes remain unknown or unforeseeable (Fontanille and Zilberberg 1998;

Fontanille 1999; Landowski 2004: 66–9; cf.

Bremond 1973).

The new topics examined do not fundamentally alter the core methodological

steps that have always characterized texttheoretic approaches. For a given topic, researchers still gather an appropriate corpus,

analyse it looking for appropriate models,

check the hypotheses and schemata devised, deﬁne new concepts and procedures

in relation to the existing theory, and organize and present ﬁndings according to didactic strategies. The resultant product still

frequently takes the form of a close description invoking systematic schemata – but

may also entail a more philosophical style.

Exploring aesthetic experience, A.J. Greimas’s De l’imperfection( ‘On Imperfection’)

focuses on exceptional, intense experiences

that stand out against the backdrop of

habitual sensations. The essay pays special attention to temporal and aspectual

features of the phenomena and highlights

synaesthesia and syncretism of different

senses. Greimas (1987) proposes to investigate such moments of ‘aesthesia’ by attending ﬁrst to those in which the most-studied

sensory channel, vision, dominates, then

forging into lesser-known senses including

touch and hearing (cf. Landowski, Dorra,

and de Oliveira eds. 1999). Landowski

and Fiorin eds. (1997) develop Greimas’s

aesthetic concepts in wide-ranging explorations of ‘good taste’ and bad. A number

of studies examine verbal renditions of

gustatory experiences found in literature,

journalism, historical essays, and dictionaries, such as drinking coffee and smoking

Havana cigars, tasting wine and tippling

beer. A gourmet’s account of savouring

freshly fried food highlights the anticipa-
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tion that occupies the subject’s entire body

and mind and describes the simultaneous,

synaesthetic bursts of ﬂavour and aroma,

of audible crackling and tactile crunchiness.

The essays analyse the component perceptions and the overall sense impressions

they compose, chart temporal dynamics

such as successive unfolding in stages and

isolated instants of sensation, and investigate the socialization and ritualization of

gastronomic, oenological, and other hedonistic practices.

Non-Verbal Media

In the 1970s, text-theoretic semiotics began to develop methods for exploring

non-verbal phenomena, beginning with

architecture and visual images (in Floch

1990, 1995; Renier ed. 1984; Uspenskii 1971;

Saint-Martin 1980, 1990; Thürlemann 1982;

Zeitoun ed. 1979). Musical semiotics pursues postwar musicologists’ efforts to go

beyond purely formal analyses, to reclaim

values associated with structures, and to

delineate systematic relations between the

two orders (Hatten 1998; cf. Meyer 1956).

Drawing from both continental and North

American semiotics, Eero Tarasti (1994) effects systematic transpositions of Greimas’s

generative model and of Peirce’s sign typology that reinterpret each component in

a profoundly musical sense. Tarasti applies

his complex and ﬂexible method in descriptive studies of works by Beethoven, Chopin, Debussy, and others (cf. 2002). Robert

Hatten (1994, 2004) develops the concept

of markedness or asymmetrical oppositions (Roman Jakobson, Michael Shapiro)

to describe the connections between formal

and expressive structures. Allusions to recognizable cultural and affective style types

engender a complex texture, the juxtapositions and sequences forging each piece as

a unique and unpredictable emergent synthesis. Close investigations of compositions

in the Viennese classical tradition (Mozart,

Shubert, and Beethoven) illustrate and

elaborate the theory (cf. also Karbusicky

1986; Lerdahl and Jackendoff 1983; Monelle

2000; Nattiez 1975).
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To date, however, the visual image, ﬁlm,

and design have emerged as the most vigorous arenas for non-verbal text theory and

semiotics. Analyses of individual advertisements, photographs, and company logos

examine the sensible qualities and organization of the image and their relation to its

thematics. Jean-Marie Floch’s studies investigate the socio-historical signiﬁcations of

representational and stylistic components

and illustrate strategies for deﬁning the

‘visual identity’ of a product or group

(1990, 1995). His ‘plastic semiotics’ shows

how such images as magazine advertisements and art photographs often select and

correlate a limited number of perceptual

and semantic categories in order to develop

a characterized look and a clear message

(e.g., 1990 [2001: 79–90]). The visual categories include contrasts of colour and tone,

of topological axes and types of lines, and

contrasts between eidetic types, especially

abstract geometric forms. Fernande SaintMartin’s theoretical essays and close descriptions of paintings develop a ‘toplogical

semiology’ inspired by gestalt psychology’s

work on vision, studying the role perceptually salient axes and points play in an image (1990). Groupe Mu has elaborated and

illustrated a contemporary ‘rhetoric of the

image’ that integrates research in the psychology and physics of perception. Their

1992 manual provides an introduction to

issues and methods in early text-theoretic

visual studies, while Göran Sonesson critically surveys foundational works in pictorial semiotics, including those of Floch,

Groupe Mu, and Saint-Martin (1989).

Visual research inspired by these ﬁrst

steps has represented a particularly dynamic arena within text theory over the last

three decades. The studies of photographs,

modern and contemporary paintings,

graphic conventions, and public spaces

identify salient sensible contrasts in an

image, construct broader systems of perceptual categories, describe the thematic

and narrative content and its relation to the

plastic dimension, and explore the visual

rhetoric which the enunciative strategies

elaborate. Parallel to the semantic concept
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of isotopy, Omar Calabrese (1985) proposes

and illustrates visual isography, the integration of the image’s sensible components,

including visual and tactile. The essay

studies the relations among several isographies in an image (‘pluri-isography’) and

salient sensible rhythms set in relief against

a dominant pattern (‘allography’). Lucia

Corrain and Mario Valenti (1991) analyse

the plastic schemata of light and shadow

found in early seventeenth-century paintings of nocturnal scenes and explores the

unique relation the intimate religious or

secular situations establish with the viewer.

Articles in Dondero and Novello-Paglianti

eds. (2006) examine the role syncretism

among the senses plays in perceiving gardens and similar spaces (159–318), and explore the relation between image and text

in alphabets and other forms of writing, in

monogrammatic signatures, in painting,

and in public gardens (9–158). Studying

the contemporary stained glass windows

that Pierre Soualges created for the twelfthcentury Romanesque church in Conques,

France, Marie Renoue (2001) analyses light

as intensity, diffusion, and colour, and proposes classiﬁcations of types of lines and of

surfaces in relief. Recent research analyses

the resources, tactics, and values that condition speciﬁc kinds of photography today.

Fontanille (2006) shows that the presentation techniques employed by a gourmet

French chef serve as a visual rhetoric that

communicates gustatory and tactile contrasts and suggests how each dish is to be

eaten – occasionally venturing to amuse

or even trick the client (in Beyaert-Geslin

and Novello-Paglianti eds. 2005: 195–216).

Inversely, in the case of print news photos

studied by Beyaert-Geslin (2009), issues of

truth and representation trump aesthetics: photojournalist, editor, and viewer are

called above all to negotiate the proper distance between elucidation and discretion

and to respect competing and complementary frameworks for evaluating the veracity

of the image, which variously foreground

the didactic, the contingent, or the unusual.

Similarly, didactics generally takes precedence over aesthetics in the scientiﬁc uses



of photographic images examined by Dondero and Fontanille (2012). The book compares how researchers employ the visuals

in their lab experiments, in their articles

and conference papers (in conjunction with

mathematics), and in textbooks. At times,

photographs play a critical constitutive

role in constructing the very object under

investigation. Ethics and aesthetics come

together in Dondero (2007), which analyses

in detail work by a half dozen contemporary photographers who mobilize religious

imagery. After sketching a theoretical

deﬁnition of sacred photograhy, the study

shows how certain artists use and transform iconographic traditions in the plastic

arts, while others focus on developing new

visual strategies to evoke fundamental

human themes such as dignity, destiny,

sickness, and death. Basso Fossali and Dondero (2006) retrace the evolution of texttheoretical approaches to visual images and

outline novel proposals for employing C.S.

Peirce’s semiotics to explore photography.

Sebeok and Umiker-Sebeok eds. (1995)

and Lanigan ed. (2001) offer worldwide

panoramas of related visual research, while

Nöth ed. (1997) collects studies on the media, including graphic design and pictorial

art, ﬁlm, television and video, and computers. Corrain ed. (1999), Corrain and Valenti

eds. (1991), Corrain ed. (2004), Hénault and

Beyaert eds. (2004), and Parouty-David and

Zilberberg eds. (2003) provide samples of

(post-)Greimassian visual research, as do

issues of the journals Signata, Visio, and Visible (Beyaert-Geslin and Novello-Paglianti

eds. 2005; Dondero and Novello-Paglianti

eds. 2006; Badir and Roelens eds. 2008; Gigante ed. 2008; cf. Carani 1994).

Casetti (1986) and Casetti and Di Chio

(1997) outline methods for analysing ﬁlm

and television that combine text theory

with the study of social context, technology, and the entertainment industry. Casetti (1986) identiﬁes four fundamental

cinematic points of view that can operate

in a ﬁlm: (1) objective camera, (2) unreal

objective camera, and (3) subjective camera,

which position the spectator respectively as

witness, as movie camera, and as character.
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The fourth point of view, interpellation,

functions in the mode of an aside, directly

addressing the audience (1986: 77–84, cf.

51–3). Outlining a multi-layered text-theoretic model that incorporates a signiﬁcant

pragmatic component, Roger Odin (2000)

shows how cultural signifying practices deﬁne different types of ﬁlms, and examines

social factors that impinge on cinematic

production (cf. Chateau 1986). Michel Colin

(1992) and Warren Buckland (2000) propose

to renovate cinematic text theory by bringing it into the cognitive paradigm, adapting

Noam Chomsky’s generative model and

founding their models of comprehension in

experimental psychology. Furthering new

research on perception, Laura Marks (2000)

analyses the effects generated by ‘haptic

visuality,’ or tactile impressions conveyed

by images, found in experimental ‘intercultural’ cinema made by exile and minority ﬁlmmakers who straddle at least two

cultures. Desiderio Blanco (2003) illustrates

and develops seven key recent Paris semiotic concepts by using each one to analyse a

particular ﬁlm, investigating such problematics as the phenomenology of presence,

the veri-dictional contract that links the

cinematic addresser and addressee, affective dynamics, aesthetic perception, and

enunciative mechanisms. Paolo Peverini

(2004) studies rhythm and editing strategies that construct the body and identity

in that prime youth-culture medium, the

music video, including the David Bowie

production Outside. In a tour de force,

Basso Fossali (2008a) studies the entire

corpus of David Lynch’s features, shorts,

and television series in chronological order.

Two visual strategies recur throughout the

works: Lynch fragments the images into

multiple parallel domains, each possessing

its own autonomous set of representations

and themes, and he uses the enunciative

contract between cameraman and viewer

to formulate metaﬁlmic commentaries that

take the onscreen images as their object.

Jean-Marie Floch’s research derived from

his work as a consultant has given impetus

to text-theoretic studies in marketing and

design (1990, 1995). Applying the methods
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he developed for visual images as well as

a panoply of text-theoretic concepts, Floch

and fellow theorists have established applied semiotic studies as an alternative to

established multivariate methods. Focused

on pronounced contrasts, the semiotic

method has proven particularly effective

in new or particularly complex markets

lacking well-deﬁned architectures, whereas

the multivariate approach produces richer,

more nuanced results useful for established

contexts (Martial Pasquier, in Fontanille

and Barrier eds. 1999: 107–14). Whereas

multivariate analyses process from quantiﬁable verbal responses to a large volume

of questionnaires, the qualitative semiotic

study can analyse a multi-media corpus,

examining actual products, open-ended

interviews with users, on-site observations,

verbal and visual advertisements, promotional materials, and logos. Requiring

less time, cost, and personnel hours, the

text-theoretic approach can also be used as

a preliminary tactic, followed up by a multivariate study where appropriate.

Floch employs his plastic semiotics and

the socio-historical interpretation of cultural forms to deﬁne the visual identity

of a product or service (1990, 1995). Coco

Chanel’s pre-war daytime fashions for

women thus counterpoise classical control,

stability, and duration to baroque freedom,

movement, and ﬂash: sober, practical

designs executed in natural colours and

time-honoured cuts are enlivened by multicoloured embroidery, gaudy jewellery,

and glittering chains (1995 [2000: 85–115]).

By borrowing styles from labourers’ uniforms and menswear, Chanel composed

an image of the modern afﬂuent female as

an active woman who works, plays sports,

and gets involved in public life. Comparative studies map a product or company

vis-à-vis its rivals: Floch thus contrasts the

strategies of rival European home-products

companies Habitat and Ikea, and speciﬁes

material, mythical, and economic differences between the French Opinel penknife and the Swiss Army knife. Studies

emphasize how the physical, spatial conﬁguration of products, stores, and other
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sites favour or hinder various behaviours:

ofﬁce furniture conﬁgures intersubjective

relations among workers, communicating

relations of hierarchy and equality, facilitating or limiting collaborations. Essays

on the Paris subway and on hypermarkets

describe and categorize users based on

how they interact with the layout and

what they are looking for: some subjects

go on autopilot, aiming to attain their goal

with minimal output; others almost turn

the outing into a game, staying attentive

to every opportunity to be more effective;

still others prefer a richer experience and

remain open to distractions, surprises, and

new discoveries.

Floch proposes a general ‘grid of consumption values’ that identiﬁes key principles guiding subjects’ aspirations and

purchases. The schema transforms the fundamental design opposition between utility

and aesthetics (e.g., Baudrillard 1968) into

a four-point sequence and array. Use-oriented functionality subdivides into critical

values, which highlight the subjects’ strategic thinking, and practical values, which

emphasize properties of the object itself,

both axiologies focusing on usefulness and

de-emphasizing higher-order desiderata.

The contrasting aesthetic attitude subdivides into ludic values that entail acting on

impulse, catering to a whim, or seeking out

products with speciﬁc sensible qualities,

while utopian values express a subject’s

ideal self-image. In a temporal mode,

Floch’s grid traces a household’s successful

progression throughout the years, while in

a classiﬁcatory mode, it can categorize such

images as the types of car ads that air on

TV (Floch 1990 [2001: 108–37], 1995 [2000:

116–25]).

Studies by Jean-Marie Floch and others

(e.g., Umiker-Sebeok ed. 1987) have inspired considerable text-theoretic work in

marketing, which also draws from research

in visual images, space and architecture,

the natural world, social discourse, and

everyday practices (Basso Fossali 2008b;

Ceriani 1997; Ceriani ed. 1998; Deni ed.

2002; Fontanille and Barrier eds. 1999;

Fontanille and Zinna eds. 2005; Landowski



and Marrone eds. 2001; Semprini ed. 1990).

Rather than limiting their role to that of the

critic positioned outside of and after the

creative process, contemporary studies follow Floch in emphasizing the contribution

that text theorists can play in developing,

presenting, and distributing products. Andrea Semprini (1993) uses Floch’s quaternary schema of consumer values to explore

how marketing strategies can construct,

protect, dilute, and transform commercial

brand names. Pezzini and Cervelli eds.

(2006) investigate the interaction between

subjects and two main sites, retail outlets

and museums, focusing on practices performed, qualitative experience, and cultural context. Attentive to social perspectives,

Nicolas Couégnas and Erik Bertin eds.

(2005) study packaging, strategic planning,

and other marketing issues in an endeavour to further Floch’s ‘concrete semiotics’

that aims to rejuvenate theoretical perspectives through descriptive case studies.

Marc Monjou (2007) examines a recently

inaugurated municipal swimming pool

in Bordeaux, France, identifying dysfunctional design aspects, confusing layout,

and poor communication and signage. Fabienne Plegat-Soutjis emphasizes that each

series in a publishing house must deﬁne an

identity at once visual and thematic, then

establish the necessary communicative

structures so that the various services that

select, produce, and promote the books

work together, yielding harmonious graphic and verbal content and style throughout

the series’ books and in all the material put

out by the commercial, advertising, and

press divisions (in Fontanille and Barrier

eds. 1999: 115–22). Basso Fossali (2008b)

outlines theses for the study of cultural

practices and communication, then develops the ideas in studying contemporary

consumer habits, brand strategies, packaging designs, lifestyles and their relation to

product identity, and print, television, and

radio advertising.

Denis Bertrand analyses the biochemical

paradigm that has played such a prominent

role in advertisements for food, dietary

supplements, and personal care products
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since the early 1990s (in Couégnas and Bertin eds. 2005: 37–48). In addition to liberally

sprinkling its images and discourse with

the statistics and terminology of organic

chemistry, the new framework displaces

the focus from the external world to the individual’s internal body, from the relation

between self and others to that between the

self and itself. Fragmenting both product

and user, the new rhetoric personiﬁes the

commodity, which speaks and acts independently, and metonymically transforms

corporeal part into whole: ﬁnger nails and

hair must eat well in order to grow strong

and healthy. The global, enveloping body

becomes transparent, revealing its inner

components as autonomous sensing and

deciding agents.

The semiotics of design studies decorative or instrumental industrial objects

mass-produced as commodities but incorporating aesthetic reﬁnements that position them in between engineering and art.

A particular designer’s distinctive touch

imparts a look that raises the object above

the level of simple use and exchange value.

Text-theoretic design research concentrates on communication issues, on the

customer’s overall experience, and on the

user’s interaction with the object, rather

than on its physics, technology, electronics, or manufacturing. Recent studies make

use of André Leroi-Gourhan’s work on

how tools guide and constrain their use

by humans, and employ James Gibson’s

concept of affordance as applied to everyday

objects by Donald Norman (Leroi-Gourhan

1943–5; Gibson 1966, 1979; Norman 1988,

2002). Integrating cultural theory, Andrea

Semprini (1995) shows that far from functioning as an inert passive substance, the

quotidian object of material culture exerts

its agency as an implement that transforms

other products in characterized ways, that

conﬁgures spaces and interactions, and

that contributes to deﬁning the practices

of daily life. Gianfranco Marrone (1999)

describes the communicative processes and

intersubjective experience that the traditional corded telephone constructs for its

users. Alessandro Zinna (2004) examines
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perceptual and communicative dynamics

speciﬁc to new electronic media, investigating the Mac interface as a perceptual and

symbolic interaction between human and

machine. Michela Deni (2002) deﬁnes the

effectiveness and the user-friendliness of

contemporary commodities as a relation

between their operational and communicative functionality. The shape and the contrastive materials and colours used in new

ergonomic toothbrushes represent cognitive enhancements that help convey to the

user where they are to be grasped and how

they should be used, while recent swivelhead razors function in a more purely

‘factitive’ manner, since even without such

a preliminary perceptual ‘apprenticeship,’

their mobility renders them more effective.

Such design issues are all the more fundamentally semiotic in that whatever the reality, the item’s appearance must convince

potential buyers of its usability, judged

according to the parameters commonly applied to its particular commodity category

(cf. Beyaert-Geslin 2012).

New theoretical perspectives prepare,

complement, and take account of the research in visuality, marketing, and design.

Methods initially focused on action and

interaction have reversed their perspectives

to highlight perception and the object. Just

as intersubjectivity refers to associations

and interactions among subjects, ‘interobjectivity’ designates connections and interdependencies among objects: paradigmatic

interobjective relations include classiﬁcations, hierarchies, circulation within narratives, and transformations and cycles of an

object, while syntagmatic relations include

arrangements, combinations, and interplay

of objects co-present within a concrete or

virtual space-time continuum (Deni 2002;

Landowski and Marrone eds. 2002). JeanFrançois Bordron (1991, 2011) draws from

phenomenology and semiotics to deﬁne the

object from an eidetic perspective, considering it as a possible object of perception

(cf. Ouellet 1992). Focusing on the categories of part-whole, genus-species, and rank,

the essay identiﬁes twelve types of ‘wholes’

deﬁned by the kinds of parts each compris-
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es, its relation between parts and whole,

and the relations among parts, which results in distinctions between composition,

conﬁguration, architecture, agglomeration,

chain, fusion, ﬁgure, aggregate, atom,

and extension. Jean Petitot follows René

Thom (1975) in using catastrophe theory to

renovate the concept of organic morphology developed by Goethe and Cuvier. His

analyses of Proust’s and Stendhal’s ﬁction

demonstrate how simple topological forms

generate more complex narrative schemata

and discursive conﬁgurations (2004). Exemplifying structured neo-connectionist

research, Petitot’s approach incorporates

simulations of dynamical systems and

higher-order symbolic schemata to model

neural activity as a continuous process of

forming and breaking interconnected patterns and forms (Petitot ed. 1994; Petitot

and Barbaras 2002).

As Petitot (2004) revises the classic

generative semiotic model, other recent

research also integrates the new theories of

perception, visuality, and the object within

established continental theories of signiﬁcation, narrative, and the subject. Jacques

Fontanille demonstrates how models of

thinking, feeling, and interacting can be

used to study cultural practices central to

design and marketing: his essay on luxury

sketches its distinctive anthropological

structures of exchange, identiﬁes its characteristic emotional dynamics, and traces

the deﬁning interactions of its constituent

agent roles (in Couégnas and Berin eds.

2005: 103–27). In addition to the ‘transformational actants’ engaged in narrative

action, Fontanille identiﬁes ‘positional

actants’ that model subjects’ perception

and enunciation (cf. 1999 [2006: 103–10]).

Elsewhere, Fontanille proposes that alongside the content models that text theory

has deﬁned, such as narrative, modal, and

enunciative schemata, the sensible world is

articulated at the successively more comprehensive levels of sign, text, object, situation, and ‘form of life’ (in Fontanille and

Zinna eds. 2005: 193–203). Fontanille (2012)

and Coquet (1997, 2007) outline complementary theoretical frameworks that found



text theory in phenomenology. Conjoining

an attention to social practices and a phenomenological perspective, Eric Landowski

argues that subjects do not experience

fashion trends as constraints imposed from

without so much as opportunities to attune themselves to the ever-novel present,

to adhere more fully to the becoming in

which they ﬁnd themselves engaged (1997:

115–16). From the vantage of a ‘cultural

semiotics,’ François Rastier (2004) analyses

money as a social object at the intersection

of ethics and economics, deﬁning it in a typology of things, in action sequences (e.g.,

bodies → objects → waste), and in interpretative paths that construct tools and signs

(e.g., works, myths, rituals). Objects such as

money are constituted differently in three

successively wider zones of perception:

subjective, intersubjective, and impersonal

(I, ‘identitary’; thou, ‘proximate’; he and

she, ‘distal’).

Critical French Text Theory

Roland Barthes, Jacques Derrida, Michel

Foucault, Julia Kristeva, and other critical

French theorists investigate convergences

of language and power, animadvert upon

the erosion of communication, promote

experimental cultural productions, and

advocate alternative social practices.

Foucault turns against central features of

the linguistic and semiotic paradigm that

informed his ﬁrst books when he envisages a renovated Enlightenment project in

which ‘criticism is no longer going to be

practiced in the search for formal structures

with universal value … it is not seeking to

make possible a metaphysics that has ﬁnally become a science; it is seeking to give

new impetus, as far and wide as possible,

to the undeﬁned work of freedom’ (1984:

45–6). In this pursuit, historiography must

model itself not on signiﬁcation or communication but on conﬂict: ‘The history which

bears and determines us has the form of

a war rather than that of a language: relations of power, not relations of meaning’

(Foucault 1977, in 1984: 56). Emphasizing

the historical character of cultural beliefs,
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the North American theorist Joan Wallach

Scott (1988) asserts that the malleability of a

social category like gender can encourage

a committed, idealist scholar to endeavour

to ‘make a difference’ and not just study

one: ‘It is precisely by exposing the illusion

of the permanence or enduring truth of

any particular knowledge of sexual difference that feminism necessarily historicizes

history and politics and opens the way for

change’ (1988: 10–11). A number of text

theorists emphasize that the critical stance

must extend to the researcher’s own subject

position, methodology, and ﬁndings. Kristeva deﬁnes the semiotics she proposes as

‘a constant critique that refers back to itself,

that is, that critiques itself … Thus any

semiotics can only be practiced as a critique

of semiotics’ (1969: 30–1; cf. Scott 1988: 8).

Accepting the heritage of the existentialist

problematic of the Other (subject), critical

text theory questions the hierarchical relation that has traditionally positioned the

analyst on a plane above the analysand, the

(typically Western) anthropologist over the

(usually non-Western) indigenous subject

studied (Deleuze and Guattari 1972; Geertz

1975; cf. De Beauvoir 1949).

Contesting the binarism they see prevalent in culture and enshrined in cybernetics, linguistics, and structuralism, critical

text theorists search for alternatives in

at times a utopian spirit. Derrida thus

refuses ‘the binary difference that governs

the decorum of all codes,’ the ‘implacable

destiny which immures everything for life

in the ﬁgure 2’ (1982 [1991: 455]). His deconstructionism contends that the essays

that found modern philosophy and science

set up core dichotomies of mind vs matter,

form vs substance, and speech vs writing,

such that they privilege the ﬁrst term over

the second in each instance, purporting to

retain and promote the ﬁrst while rejecting

the second. Derrida’s readings show that

instead, at key junctures in the foundational essays, the paired terms substitute

for each other, exchange values, or become

inextricably linked. In the deconstructionist view, far from pointing up mere foibles

in the writers’ prose or formal aporias in
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language, the works thereby illustrate key

mechanisms of Western thought and society: pervasive and ultimately repressive

‘logocentrism’ idealizes speech and reason,

erroneously presenting material and symbolic procedures as purely mental, spiritual

processes. The authors purvey the view

that philosophical, social-scientiﬁc, and

moral issues can be worked out with the

rigour and universality of algebra or geometry that transcend metaphor and neutralize the idiosyncrasies of particular cultures

and languages. Derrida began applying his

approach to explore questions in tune with

topical issues in the 1980s, speaking and

writing in support of then-imprisoned Nelson Mandela, and investigating key principles at stake in debates on immigration,

such as fraternity, hospitality, and democracy (Derrida and Mandela 1986; Derrida

1994; Derrida and Dufourmantelle 1997).

For Joan Wallach Scott, the forces of social change wield a deconstructionist logic:

‘Contests about meaning involve the introduction of new oppositions, the reversal of

hierarchies, the attempt to expose repressed

terms, to challenge the natural status of

seemingly dichotomous pairs, and to expose their interdependence and their internal instability’ (1988: 7, cf. 41). The feminist

scholar armed with text-theoretic concepts

is no longer relegated to circumscribed

empirical research that incrementally adds

new information about women’s condition

at a given place and time, but can critically

examine the changing overall framework of

a society’s conceptions about gender (Scott

1988: 2–5).

Rejecting exclusionist ‘either-or’ logics as

well as linear and narrative triadic dialectics

(Hegel, Marx), critical text theorists privilege instead ‘neither-nor’ (circumvention),

‘both-and’ (neutralization), in-between logics (gradualism), and dispersed multiplicities (decentralization) that elude dichotomies and fracture totalities. Barthes thus

argues that literature given over to negating

art in its current vitiated state only leads to

irrelevance or recuperation, whereas the

‘pleasurable text’ succeeds by a ‘subtle subversion’ through which it ‘evades the para-
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digm, and seeks some other term: a third

term, which is not, however, a synthesizing

term but an eccentric, extraordinary term’

(1973 [1975: 55]). Sceptical of teleological

narratives and their overly ambitious syntheses, Foucault opposes efforts to import

‘the categories of cultural totalities (whether

world-views, ideal types, the particular

spirit of an age)’ (1969 [1995: 15, cf. 16]). He

gives prominence instead to methods that

emphasize the complexity and heterogeneity of societies and the coexistence of parallel, superimposed processes that operate on

different chronological scales (e.g., Fernand

Braudel’s three durations) to trace the

‘space of a dispersion’ rather than a single

movement, whole, or crystalline structure

(Foucault 1969 [1995: 10, 15–16]). Against

the injunction to desire either men or women, Hélène Cixous calls for a bisexuality that

embraces instances of both genders within

each individual (1975 [1986: 85]). Similarly,

for Derrida, the response to the question

‘What is poetry?’ ‘is lost in anonymity, between city and nature, an imparted secret, at

once public and private, absolutely one and

the other, absolved from within and from

without, neither one nor the other’ (1991:

223). Viewing the elementary building

blocks of language such as sentence structure and vocabulary as ideological frameworks, feminist text theorists formulate key

terms such as ‘woman’ as critical notions

that necessarily defy positive deﬁnitions.

Kristeva asserts: ‘In “woman” I see something that cannot be represented, something

that is not said, something above and beyond nomenclatures and ideologies’ (1974,

in Marks and de Courtivron eds. 1980: 137).

Such strategies for escaping binary injunctions while circumventing the totalizing

schemata of productive negation and dialectics develop Lévi-Strauss’ critique of Sartre’s Marxist theory of praxis (Lévi-Strauss

1962 [1966: 245–69]; Sartre 1960).

Critiquing the model of the ‘branching

tree diagram’ in which roots and limbs

sprout from a main trunk in orderly fashion, a schema widely used in historical

linguistics, in continental structuralism,

and in Chomsky’s grammar, Gilles Deleuze



and Félix Guattari propose the alternative

of the rhizome: ‘In contrast to centered

(even polycentric) systems with hierarchical modes of communication and preestablished paths, the rhizome is an acentered,

nonhierarchical, nonsignifying system

without a General and without an organizing memory or central automaton, deﬁned

solely by a circulation of states’ (Deleuze

and Guattari 1980, in Deleuze 1993: 36).

Whereas for Derrida, Deleuze, and Lacan,

the centred subject largely represents an

illusion, an interested or delusional ﬁction, Foucault and Fredric Jameson at

times argue that contemporary society has

transformed the genuinely centred subject

of modernity into a decentred, fragmented

postmodern subject deprived of agency

and bereft of aesthetic intensity. JeanFrançois Lyotard deﬁnes the late twentiethcentury postmodern era as ‘incredulity

toward metanarratives,’ as a disbelief in

the unifying religious and political, artistic

and philosophical frameworks from which

industrial societies drew their values and

judged events (1979 [1984: 31–7]). In the absence of such grand, transcendent schemes,

contemporary populations deploy ‘little

narratives,’ or multifarious local, occasional, and circumstantial strategies that inform

their planning and decision making (1979

[1984: 37–49]).

Paul Ricoeur notes that ‘the parallelism

between text theory, action theory, and the

theory of history is immediately suggested

by the narrative genre of discourse’ (1977

[1986: 183]). Exploring the ‘“content of the

form” of narrative discourse in historical thought,’ the historian Hayden White

(1973) uses text theory to show that ‘narrative, far from being merely a form of

discourse that can be ﬁlled with different

contents, real or imaginary as the case may

be, already possesses a content prior to

any actualization of it in speech or writing’

(1987: xi). White notes that in the most radical text-theoretic formulations, narrative

structures themselves represent ‘semiological apparatuses that produce meanings’

that can function as social myths affording

subjects ‘imaginary relations to their real
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conditions of existence’ and advancing the

political ends of particular groups (1987:

x). The Middle-Eastern historian Edward

Said argues that Western discourse has

constructed myths of the ‘Orient’ which

enjoy the social force of reality: Europeans’

and North Americans’ travel logs, exotic

novels, and pictorial art, as well as their

scholarship, curricula, and institutes devoted to training colonial administrators

cumulatively generate an image of the

East as an inverted, partly wished-for and

partly feared picture of the West (1978).

Similarly, Benedict Anderson demonstrates

how nineteenth-century Latin American

nationalist discourse, institutions, and state

practices developed ‘imagined communities’ possessing very real, substantive effect

(1991).

Arguing that Western societies’ attitudes toward their signs have changed

fundamentally over time, text theorists

have proposed macro-chronologies that

identify successive eras or ‘epistemes,’

including medieval, classical, modernist,

and postmodernist, deﬁning each epoch

by its semiotic economy (Baudrillard

1983; Foucault 1966: 11–16; Kristeva 1969:

116–19). Jean Baudrillard thus describes

the classical period as characterized by a

metaphysics of depth in which the signiﬁer

is tied to a signiﬁed grounded in a univocal, ﬁxed referent. This transcendent regime

contrasts with that of the modern industrial

age transformed by democratization in

which the relation between signiﬁer and

signiﬁed becomes indirect. In the ensuing

contemporary postmodern era, depth and

reference disappear altogether, leaving signiﬁers to evoke signiﬁeds freely in a play

of mere surfaces (Baudrillard 1983: 7–9).

Efrat Tseëlon (1992) illustrates Baudrillard’s

corresponding three ‘orders of simulacra’

in the domain of clothing: classical dress

functions in the counterfeit mode, imitating

and reﬂecting the natural and divine social

order, while modernist apparel works in

a productive mode, its subtle signiﬁer nuances evoking social distinctions deﬁned

through moral values of taste and elegance.

Postmodernist styles illustrate the mode
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of simulation, in which sartorial signiﬁers

from Third World saris and jellabas to black

mourning crepe and military camouﬂage

circulate among Westerners today as purely

aesthetic forms divorced from reference to

history or external reality (Tseëlon 1992).

The attention that such ﬁgures as Michel

Foucault, Judith Butler, Edward Said, and

Joan Wallach Scott devote to discourse,

culture, and identity differentiates their

analyses from earlier critical methodologies

more focused on technology, geography,

and economics. The Nietzschean ‘genealogy’ which Foucault formulated in the early

1980s adopts the Annales and structuralist

embrace of a wealth of materials, not just

archival but also literary, architectural,

artistic, and corporeal – even though the

method rejects the concepts of ‘total history’ and functional wholes. In one sense,

the importance that critical text theorists

attribute to discourse and the media, including advertising and the entertainment

business, updates Marxism, complementing the latter’s socio-economic analysis of

the industrial West with a cultural critique

of post-industrial consumerism.

Critical Literary Theory

After 1968, Roland Barthes distanced

himself from the approaches informed

by linguistics and the social sciences that

had inspired his research on semiology,

literature, fashion, ﬁlm, and advertising

for nearly two decades. Giving freer rein to

more subjective, intuitive, and Nietzschean

perspectives, S/Z (1970) and more decisively still The Pleasure of the Text (1973) value

the reader’s private pleasure over objective

truth or scientiﬁc knowledge, highlight indeﬁnable and ineffable qualities rather than

concepts, terminology, and methodology,

and celebrate unlimited polysemy over

ﬁnite ambiguities and prioritized levels

of interpretation. Whereas the critiques of

petit-bourgeois culture in his earlier Writing Degree Zero and Mythologies evince the

committed, pro–working class perspectives

of Bertolt Brecht’s theatre project and of

Jean-Paul Sartre’s existential Marxism, The
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Pleasure of the Text adds signiﬁcant aristocratic, sybaritic notes in evoking a reﬁned

experience of individual jubilation and ecstasy inaccessible to hoi polloi and to mass

media: ‘No signiﬁcance (no bliss) can occur,

I am convinced, in a mass culture … for the

model of this culture is middle-class … The

asocial character of bliss: it is the abrupt

loss of sociality’ (1973 [1975: 38–9]).

Mindful of philosophical, psychoanalytical, and symbolic interpretations as much

as of linguistic deﬁnitions, Barthes’s later

work presents the order of the signiﬁed as

static, closed, conventional, and intolerant, promoting the signiﬁer as the sphere

of movement, openness, and plurality. His

Text is the realm of ‘the signiﬁer’s inﬁnite’

(1971: 72), of the ‘unpredictable ﬂashes of

language’s inﬁnites’ (1973 [1994: 1685]).

Asserting ludic and artistic values, the later

Barthes declares that ‘textual analysis refuses the idea of a ﬁnal signiﬁed: the work

doesn’t stop, doesn’t close itself off; it is less

a question of explaining or even of describing, than of entering into the play of signiﬁers … textual analysis is pluralistic’ (1973

[1994: 1688]). For Barthes, the commonality

of the linguistic signiﬁer-signiﬁed circuit

that deﬁnes communication and founds

language as a collective process inevitably

ties meaning to orthodoxy (Saussure 1916

[1959: 11–15]). He foregrounds an organic

and innocent ‘letter’ tied to the imaginary

(cf. Lacan 1966) at the expense of shared

semantic structures instituted by social

law and prohibition. Privileging the kinetic

corporeality of the signiﬁer, the sensuous

texture of the ‘writerly’ text resembles

cinematic dialogues when we hear ‘their

materiality, their sensuality, the breath, the

gutturals, the ﬂeshiness of the lips, a whole

presence of the human muzzle’ (1973 [1975:

67]). Barthes’s visceral distaste for commercial and institutional control over art and

ideas leads him to proclaim hermeneutic

anarchy: ‘As the Order of the signiﬁer, the

Text participates in its fashion in a social

utopia … it is the space in which no way of

speaking has an edge over another’ (1971:

77). Systematically contesting methodologies that use their scientiﬁc bases to limit



or deny the individual reader’s agency and

subjectivity, Barthes invites reading a work

through the lens of literature with which

the reader but not the writer is familiar, and

welcomes interpretations that run counter

to a work’s original socio-historical context

and to its author’s intention (1971).

Barthes’s post-1968 work describes the

ideal artistic experience as ‘erotic,’ thereby

designating not only the sensual pleasure it can stir, but also more speciﬁcally a

subjective dynamic common to aesthetic

and sexual experience: ‘Text theory … is

a science of bliss, for every “textual” text

(implicated in the ﬁeld of signiﬁcance) ultimately tends to induce or to experience

the loss of consciousness (the nulliﬁcation)

which the subject fully assumes in erotic

bliss’ (1973 [1994: 1689]). The supreme textual encounter deﬁnes the contemporary

historical subject as a ‘living contradiction,’

a tension between the constitution and the

dissolution of the self, a ‘split subject, who

simultaneously enjoys, through the text,

the consistency of his selfhood and its collapse, its fall’ (1973 [1975: 21]).

Julia Kristeva analyses modernistic and

avant-garde literature as radically different from the everyday communication

described by mainstream contemporary

linguistics such as Chomsky’s generative grammar. The patterned violations

of norms found in the artistic texts are attributed to traumas in the writer’s youth or

later experience and to social disruptions

tied to historical crises. Kristeva terms the

text perceived as a phenomenon in the form

of published material, familiar grammatical

structures, and known phonetic or graphic

articulations the ‘pheno-text’; she labels the

processes that generate the experimental

effects the ‘geno-text’ (1969: 278–89). Like

Deleuze and Guattari’s rhizome – and

Jacques-Alain Miller’s Lacanian mechanism of suture – Kristeva’s geno-text comprises a purely differential, indexical, and

materialist ‘logic of the signiﬁer’ which,

conjoined to historical, ideological forces

as well as to grammar, occupies the place

of pride which Greimas’s generative model

reserves for deep, universal semantic struc-
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tures (Kristeva 1969: 287; Miller 1966; cf.

Greimas and Courtés 1993 [1982: ‘Generative Trajectory’]). Emphasizing the psychoanalytic component of her approach,

Kristeva distinguishes two parallel fundamental signifying modes whose interactions deﬁne corresponding types of textual

practices (1974: 17–30). ‘Semiotic’ processes

linked to early childhood when the infant

lives in a dyadic relation with the mother

manifest themselves as rhythmic impulses

and expressive sounds; they redirect the

individual’s energy and drives through

condensation and displacement. ‘Symbolic’

processes associated with later, post-Oedipal developments structure the subject’s

action on the world, govern communicative interaction with others, and inform

the transformations these dynamics bring

about in the person and in history. Selective

research in expressive phonetics, speech

pathologies, psychoanalytic treatments,

poetics, and aesthetics investigates semiotic phenomena; while semantics, modal

logic, pragmatics, speech act theory, and

the linguistics of the enunciation analyse

symbolic processes. Kristeva has concentrated on exploring the interface between

the two signifying orders and on deﬁning

the characterized types of productions their

conjunctions engender.

The text theory inspired by Barthes and

Kristeva evinces a preference for literature

that cultivates multiple meanings, connotations, and intertextual resonances, for artistic writing that features striking cadences

and sonorities, for works that overwhelm,

defy, or subvert generic boundaries, common interpretative conventions, and

middle-class standards of taste. Tzvetan

Todorov emphasizes that for Kristeva, ‘the

text has always functioned as a transgressive

ﬁeld with regard to the system according

to which our perception, our grammar,

our metaphysics, and even our scientiﬁc

knowledge are organized’ (1966: 357). Receiving special attention are authors largely

ignored or marginalized in their time but

retrospectively considered precursors of

modernism and postmodernism, such as

François Rabelais, Laurence Sterne, the
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marquis de Sade, the comte de Lautréamont, and Franz Kafka. Also enjoying particular consideration are writers whose difﬁcult language denied them a widespread

readership in their day, like Stéphane

Mallarmé, the later James Joyce, and practitioners of such postwar experimental

narrative currents as the nouveau roman in

France, the Nuevo Narrativo and novel of

the ‘boom’ in Latin America, and the Spanish neo-baroque. At the same time, Barthes

famously found rich ‘textual’ phenomena

in works by the most canonical of authors,

from the duc de La Rochefoulcauld and

Montesquieu to Chateaubriand and that

paragon of Realism, Honoré de Balzac (e.g.,

Barthes 1970).

Critical Film Theory

Roland Barthes’s rhetoric of the image inspired Christian Metz to investigate how

text-theoretical concepts can effectively

explore ‘the cinematic apparatus’ (1968–73,

1970, 1977, 1991). Metz’s theoretical essays

and his analyses of ﬁlms by Sergei Eisenstein, Alfred Hitchcock, Jean-Luc Godard,

and other directors emphasize that cinema

differs greatly from language (and also

from the ﬁxed image) (1968 [1974: 108–16,

cf. 60–91]). Live-action movies typically

display representations more than signs:

the relation between cinematic signiﬁer

and signiﬁed is largely motivated rather

than primarily arbitrary, the ﬁlmic images

are not doubly articulated as are linguistic

signs, nor are they systematically organized by any schema comparable to sentence

structure, phonology, or morphology.

Furthermore, unlike speech, a ﬁlm functions more as (one-way) expression than as

(two-way) communication. Yet within speciﬁc cinematic traditions and genres, Metz

identiﬁes units and combinatorial patterns

which depend on techniques that function

as conventional codes, including aspects of

framing, depth of ﬁeld, camera movement,

and shot combinations. His seminal study

of the ‘large syntagmatic category’ thus deﬁnes the immediate visual constituents of

the ﬁctional narrative ﬁlm as a paradigm of
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eight terms, each one deﬁned by its distinctive syntagmatic organization of images,

especially shots, such as chronological or

achronological, simultaneous vs consecutive, alternating (i.e., ABABAB …) vs linear

(AAAA …), and continuous vs discontinuous (1968 [1974: 119–37, 145–6]). Chase

scenes typically align alternating shots,

switching back and forth from pursuer to

pursued, whereas the most straightforward

narratives adopt a linear arrangement, for

example. Metz and Michèle Lacoste illustrate, reﬁne, and extend the model in analyses of Jacques Rozier’s 1962 ﬁlm Adieu

Philippine (in Metz 1968 [1974: 149–82]).

Beginning in the early 1970s, a number of

theorists following Metz or striking out in

new directions have developed an array of

approaches to ﬁlm inspired by text theory

(Andrew 1984; Bellour 1979; Dusi 2003;

Ivanov, Lotman, Zholkovsky 1981; Kälberer

2000–5; Lotman 1973; Miller and Stam eds.

1999: 45–63, 84–104, 123-145; Möller-Nass

1986; Silverman 1983; Simon and Vernet

eds. 1983; Zizek 2001).

On the enunciative plane, as personal

pronouns and other shifters explicitly

insert subjects into verbal discourse, the

viewing subject is ‘sutured’ into ﬁlm

through such devices as the shot-reverseangle-shot sequence commonly used to

shoot face-to-face conversations: a shot of

character A implicitly situates the spectator as a second, off-screen character B

looking at the ﬁrst character on-screen,

while the next image, shot from the reverse angle, shows the second character

B from the vantage of the ﬁrst character A

now off-screen, and so forth, thus ‘stitching’ the viewer and her off-screen site into

the cinematic space (Oudart 1969; Heath

1977–8; cf. Hayward 2000: 382–5). A ﬁlm

can orchestrate such techniques in order to

construct a particular subject position from

which the work becomes intelligible – a

tactic which can advance the goal of enticing the viewer to enter into and reproduce

the industry’s ideology. Drawing on Lacan,

Metz argues that the spectator identiﬁes

with the addressee thus constructed: the

viewer fetishizes the ﬁlm images, entertain-



ing a partial ‘suspension of disbelief’ even

while recognizing their illusory status (1975

in Hollows, Hutchings, and Jancovich,

eds. 2000: 213–18, cf. 194–5). The entertainment industry can attempt to utilize such

subject-position devices as part of an effort

to encourage spectators to consume ﬁlmic

fantasies – enjoyed, like dreams, in the dark

– which promise happy endings to every

conﬂict. More generally, cinematic devices

suture together in an apparently seamless

whole the viewer’s infantile pleasurable

identiﬁcation with eye candy and action

stars, on the one hand, and his critical observations of techniques and codes, on the

other. Metz’s last book examines enunciation, studying traces or representations of

the movie’s productive process, including

shots of equipment and crew, ‘camera-look’

shots, the device of the ﬁlm within the ﬁlm,

certain types of off-screen voices, cinematic

point of view, and distinctive directorial

styles (1991, cf. Casetti 1986).

Other ﬁlm theorists have developed

Metz’s work by placing it in dialogue with

parallel contemporary approaches. Led

by the journal Camera Obscura, British and

North American theorists have confronted

the textual perspective with feminist

projects (e.g., De Lauretis 1987; Silverman

1983). Laura Mulvey (in Penley ed. 1988:

57–68) argues that the ways commercial

movies conjugate the eyes of camera, spectator, and actors cater to male viewers by

objectifying and devaluing female characters, and by using fetishism, voyeurism,

and sadism to defuse the threat posed by

strong women in ﬁlms. Critics have subsequently argued that spectators ﬂuidly

espouse an array or sequence of different

perspectives within a single ﬁlm, including

masculine and feminine personas (Hollows

et al. eds. 2000: 229–32).

Text Theory and English-Language

Approaches

Initiated and led today by continental ﬁgures, text theory can be compared to certain

English-language approaches, including

currents in sociolinguistics and sociology,
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discourse analysis and critical linguistics,

literary criticism informed by linguistics

and by philosophy, and qualitative marketing research attuned to communication

and cultural symbolisms. Text theorists’

fundamental choices also resonate with recent work in cultural anthropology and in

postmodern studies. Indeed, viewed from

a North American vantage, text theory’s

overall project resembles an anthropology

that develops its models of behaviour and

belief systems not through data gathered

in ﬁeld research but through an analysis

of lived experience as constructed in discourse and other cultural productions. The

continental approach rejoins more empirical Anglo-American sensibilities through

its emphasis on textual description and on

methodology, on the close analysis of artefacts using explicitly-deﬁned procedures

and terms.

Text theory has afﬁnities with Erving

Goffman’s research on the ritualization of

social behaviour and interaction, including

discourse, non-verbal communication, and

visual advertising (1967, 1979). It evinces

parallels with John Gumperz’s interactional

sociolinguistics focused on intercultural

communication and on the crucial role

social context and power relations play in

determining linguistic variation and conversational interpretations and inferences

(1981). Greimas’s and Rastier’s linguistic

analyses of ‘isotopy’ can be compared to

anglophone research on cohesion in discourse beyond the limits of the sentence

(Brown and Yule 1983; Stubbs 1983; van

Dijk and Kintsch 1983; van Dijk ed. 1997).

In literary studies, the continental approaches resemble English-language theory

and criticism oriented toward formal, structural, and stylistic analysis and away from

traditional historical perspectives, such as

the new rhetorics aimed at textual analysis

developed by Kenneth Burke (1945) and

Wayne Booth (1961), and the poetics of the

Chicago School and the New Criticism.

A double cultural and cognitive turn has

drawn research akin to continental narratology away from a concern for universals

and typologies and toward realism in both
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the outer social and natural world and in

the inner, psychological sphere. The result

includes a variegated patchwork of local

narratologies focused on a speciﬁc region,

gender, ethnicity, or political practice, informed by poetics, rhetoric, phenomenology, and empirical psychological research

(e.g., Fludernik 1996; Genette 2004; Grünzweig and Solbach eds. 1999; Herman ed.

1999, 2002, 2003).

Continental textual and discursive semantics (e.g., Greimas 1966; Groupe Mu

1970; Rastier 1987, 1989) shares signiﬁcant

features with the contemporary cognitive linguistics and poetics developed by

such scholars as Gilles Fauconnier, Mark

Johnson, George Lakoff, and Mark Turner

(Fauconnier and Turner 2002; Johnson

1987; Lakoff and Johnson 1980; Lakoff 1987;

Turner 1996). Turning against the formal,

asemantic syntax deﬁned by Chomsky’s

standard theory, today’s cognitive grammar reclaims the continental structuralist

model of the sign as a signiﬁer-signiﬁed

dyad, the schema which runs throughout

text theory: Ronald Langacker thus deﬁnes

linguistic expressions and constructions as

comprising a ‘phonological pole’ and a ‘semantic pole’ (Langacker 1987: 76–7, 93–4;

Saussure 1916 [1959: 65–70]). Greimas’s

analyses of enunciative ‘engagement’ and

‘disengagement’ (or ‘shifting-in’ and ‘shifting out’) can be compared to Gilles Fauconnier’s cognitive studies of ‘space builders,’

as Paris semiotic narrative models parallel

Leonard Talmy’s outline of a ‘Cognitive

Framework for Narrative Structure’ (Fauconnier 1985; Greimas and Courtés 1993

[1982: ‘Engagement,’ ‘Disengagement’];

Talmy 2000: vol. 2, 417–82).

Like text theory, M.A.K. Halliday’s systemic and functional linguistics analyses

discourse beyond the sentence, examines

connections between verbal interactions

and social relations and purposes (Halliday’s ‘interpersonal function’), and investigates the role ideology plays in speech

(Halliday 1978; Halliday and Hassan 1985;

Hodge and Kress 1988; Kress 1989; Martin and Rose 2003; Wodak and Chilton

eds. 2005; Young and Harrison eds. 2004).
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Halliday-inspired ‘critical linguistics’ has

studied narrative ﬁction, exploring point

of view and its implications for modals

and truth conditions in discourse (Simpson

1993; cf. Thibault 1991). Like text theorists, practitioners of the approach have

extended its purview to visual communication, including television (Hodge and Tripp

1986; Kress and Van Leeuwen 1996).

Text theorists view each of their separate

studies as part of an evolving project to

develop an overall theory of language in

relation to cognition and to society. This

objective remains less common in the more

practical world of the language sciences in

English. However, Jerome Bruner (1986,

1990), Noam Chomsky (1966, 1968, 1988),

Jerry Fodor (1983), George Lakoff (1987),

and Kenneth Pike (1967) have proposed

similarly ambitious, wide-reaching theories

that attempt to specify in some detail the

architecture of language and its interconnections to thought, the human organism,

and society.

In the ﬁeld of marketing, text-theoretical

approaches are akin to research on lifestyles, which complements basic socio-demographic data by devising more detailed

and nuanced proﬁles of consumer types

that highlight their personality and mood

(e.g., Mitchell 1983). Similarly, research by

Jean-Marie Floch and fellow continental

theorists rejoin essential features of qualitative North American marketing research

that highlights the symbolic dimension

and aims to analyse and shape consumers’

experience with products and services (e.g.,

Mick 1995).

Like many critical text theorists such as

Barthes and Kristeva, Clifford Geertz’s cultural anthropology argues for cultural pluralism and questions universalism, draws

attention to the interpretative activity

integral to research, and analyses the effect

that the scientist has on the milieu studied

and on the data generated (Geertz 1975).

Like text theory, postmodern studies foregrounds language and other social codes,

decentres the subject, critiques claims to

objective knowledge, and makes use of



the language arts to analyse new cultural

forms (e.g., Charles Jencks’s double-coding;

Bertens and Natoli 2002). English-language

theorists inﬂuential in deﬁning postmodern

studies have drawn liberally from essays

by Barthes and Kristeva, and experimental

writers privileged by the latter two ﬁgure

prominently in the pantheon of postmodern world literature.

Critiques and Further Reading

Although this venue cannot do them justice, the critics of text theory are as numerous, as varied, and as signiﬁcant as its proponents. Vladimir Propp (1966 [1984]) has

censured the abstract appropriation and

alteration to which French theorists have

subjected his narrative model of Russian

fairy tales. Fredric Jameson argues that concepts formulated to analyse the modern era

and its dichotomy between appearances

and underlying being no longer hold in the

emerging postmodern age: text-theoretic

oppositions between signiﬁer and signiﬁed

and between surface and deep structures

dissolve in today’s uniform ﬂat play of

simulacra, as do comparable hermeneutic

contrasts like Marxist reality vs ideology,

Freudian latent vs manifest content, and

existentialist authenticity vs bad faith

(Jameson 1991: 12). Carroll (1988), Bordwell

and Carroll eds. (1996), and Branigan (2006)

criticize psychoanalytic ﬁlm theory and

its portrayal of viewer as victim, instead

promoting empirical and cognitive psychology and other methods for exploring

the subject’s perception and interpretation

of moving pictures. Antoine Compagnon

(1998) claims that features of text-theoretic

literary criticism defy common sense, while

Thomas Pavel (2001) objects to the generalized extension of concepts developed in

linguistics to literature and other cultural

productions (cf. Reiss 1988). Reafﬁrming

traditional humanism and the Enlightenment project, Jules Ferry and Alain Renaut

(1985) denounce the entire enterprise of

decentring the subject as a facet of 1960s

waywardness.
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Further explorations of text theory in

English could begin with the appropriate

sections of handbooks and anthologies of

theory (Leitch ed. 2001; Richter ed. 1998) or

ﬁlm theory (Hollows, Hutchings, and Jancovich eds. 2000; Mast, Cohen, and Baudry

eds. 1992). Succinct introductions to major

text theorists can be found in Bertens and

Natoli eds. (2002) and Groden and Kreiswirth (1994), and one-volume selected

readings from each of the major continental

ﬁgures and currents are available. Englishlanguage dictionaries and concise encyclopedias of specialized terms include Taylor

and Winquist (2001), Ducrot and Todorov

(1972 [1979]), and Greimas and Courtés

(1993 [1982]), as well as Martin and Ringham (2005), Sebeok ed. (1994), and, for ﬁlm

studies, Hayward (2000). Dosse (1994) and

Pavel (1989) recount the unfolding of structuralist text theory, while Silverman (1983)

surveys developments in ﬁlm studies. The

English translations of Rastier (1989) and

Fontanille (1998) together outline central

directions in contemporary text theory,

while Floch (1990, 1995) and Perron (1996,

2003) offer good illustrations. Ablali and

Ducard eds. (2009, in French) provide good

introductions and a glossary of key terms

for both classical and recent Romancelanguage text theory.

Thomas F. Broden
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THRILLERS

[See also: Adventure Stories; Crime Genre; Horror

Fiction; Science Fiction; Spy Fiction]



Thriller is the term used to refer to ﬁction

that has an exciting, thrilling, spine-tingling

plot involving crime, espionage, the supernatural, or some other suspense-creating
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aspect. The thriller genre traces its origins

to the pulp ‘cliffhanger’ serials of the 1920s

and 1930s. These kept readers and movie

audiences in suspense because an episode

would end when the hero or heroine would

get entangled in some dangerous situation,

such as being trapped in a room that was

on ﬁre with seemingly no escape route. The

audience would come back eagerly to the

movie theatre the week after, or buy the

next issue of the magazine, to ﬁnd out how

the situation would be resolved. Thrillers

often overlap with crime or mystery stories. The difference lies in the fact that the

hero of a thriller must thwart the villain’s

plans, rather than uncover the perpetrator

of a crime. In a thriller we know who the

criminal is; in a whodunit we do not usually know until the end.

Among the various thriller subgenres,

the following are the most popular:

• The action thriller, which features a

protagonist in a race against time to

save someone or to stop a villain from

destroying the world or killing a group

of people. There is plenty of action and

the focus is on the physical prowess of

the hero or heroine, who is typically an

expert in the martial arts or weaponry.

Examples include the James Bond, Jason

Bourne, and Transporter ﬁlms.

• The conspiracy thriller, which revolves

around a protagonist facing some conspiracy and thus struggling to expose the

people behind it. Examples include: The

Da Vinci Code, The Chancellor Manuscript,

JFK, and Three Days of the Condor.

• The crime thriller, which involves a crime

ﬁghter going after an evil villain, or the

police chasing members of gangs or

organized crime syndicates. The story

revolves around killings, chases, shootouts, and betrayals. Examples include:

The Godfather, Seven, Reservoir Dogs, and

The Asphalt Jungle.

• The disaster thriller, which features some

sort of disaster, human-made or natural,

such as a ﬂood, an earthquake, a volcano

eruption, a contagious viral outbreak,
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a nuclear power plant explosion, or a

breakdown in computer networks. Examples include Earthquake, the Poseidon

Adventure, and Mars Trilogy.

The erotic thriller, in which a dangerous

erotic situation leads to a thrilling resolution or outcome. Examples include: Basic

Instinct, Dressed to Kill, Fatal Attraction,

and In the Cut.

The horror thriller, where villains evoke

suspense or a feeling of fear or unease.

The classic example is Hitchcock’s Psycho, which not only keeps us in suspense

to the end but also evokes fear. Other

examples include the Hannibal Lecter,

Hostel, Orphan, and Saw ﬁlms.

The legal thriller, involving lawyers as

protagonists who are often in danger of

losing both their legal cases and their

lives. Examples include the John Grisham stories and the Perry Mason novels

and TV programs.

The political and/or spy thriller, in which

the protagonist must ﬁght against terrorists or assassins who are trying to

bring down the government for which

he or she works, and thus the stability of

the world. Examples include: the James

Bond and Jason Bourne movies, Seven

Days in May, The Day of the Jackal, The

Manchurian Candidate, Agency.

The psychological thriller, which features a

conﬂict between the main protagonist(s)

and/or within the minds of the characters. The master of this genre was Alfred

Hitchcock with movies such as Psycho

and Suspicion and Shadow of a Doubt

(these can be categorized in other subgenres as well). Other examples include:

Blue Velvet, The Talented Mr Ripley, and

The Sixth Sense.

The supernatural thriller, which combines

features of all thrillers (adventure, conﬂict, chases, etc.) with elements of the

occult and the supernatural. Examples

include Carrie and Unbreakable.

The techno thriller, which features the

usual ingredients of thrillers in the context of technology, which is described

or illustrated dramatically so that the



Twitter

audience can understand the plot. Blade

Runner and The Hunt for Red October are

classic examples of this genre.

Marcel Danesi
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system can convert it into sound waves.

In sum, analogue refers to any device or

signal that has continuously varying qualities, such as voltage or audio; digital refers

to the transfer of information encoded as a

series of bits (binary digits) rather than as

a ﬂuctuating signal in a communications

channel. The terms have also been used

by extension in ﬁelds such as psychology

and linguistics. An analogue message, for

example, is one that has various interpretations assigned to it; a digital one is limited

to its literal meaning.

Marcel Danesi
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TRANSMISSION MODES

[See also: Analogue Media; Communication; Digital

Media]



There are two main modes in which messages, images, and other forms can be

transmitted – digital and analogue.

Digital modes involve electronic equipment that uses information in the form

of the digital numerical binary code – the

code consisting of 0 and 1. Devices that

are based on digital information include

personal computers, calculators, trafﬁc

light controllers, compact and video disc

players, cellular telephones, text-messaging

devices, communications satellites, and

high-deﬁnition television sets. Unlike digital coding, analogue coding is variable

and subject to an inﬁnite number of values.

They are electronic systems that have a

constantly variable signal. Today, the two

modes can be converted into each other.

For example, the sound stored on a compact disc (CD) as digital information can be

broken down into over 65,000 levels. A CD

player then translates this information back

into analogue information so that a sound



TWITTER

[See also: Facebook; MySpace; Social Networking

Sites]



Twitter is a social networking site that has

become highly popular throughout the

world since it was launched in 2006 by

Jack Dorsey. The messages on Twitter are

known as tweets – a terminology that is

intended to suggest the sounds made by

birds and thus, by association, the role of

aviary communication both in terms of its

perceived ‘gentleness’ and its previous role

in human communication (carrier pigeons).

Tweets are inserted on a user’s proﬁle page

and delivered to subscribers known as followers – suggesting a kind of ‘bird-pet’ relation between people. Twitter is essentially

an SMS (short message service) service on

the Internet, since it allows for text messaging to take place without text-messaging

devices. As the site claims, Twitter sees itself more as an ‘information network’ than

a social networking site, although it incorporates both functions.
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The term tweeting suggests, as the company itself admits, the feeling of buzzing

a friend, similar to the way a bird chirps

or tweets to capture attention. Twitter became broadly popular after the 2007 South

by Southwest Festival, during which over

60,000 tweets were exchanged by the participants daily on plasma screens in the

hallways of the conference. In this way,

the conference-goers were able to keep in

touch constantly throughout the event. The

enthusiasm of the conference-goers soon

spread across cyberspace, leading to the

emergence of Twitter as a major internet

site and tweeting as a common communicative activity. Like all other such sites,

Twitter is now delivered on mobile devices

and is now largely ﬁnanced by advertising.

Most tweets are purely conversational

– exchanges between friends, associates,

colleagues, and acquaintances. Despite

what the company says, information is not

the main attraction of Twitter – indeed,

only around 10 per cent of its contents can

be considered to be purely informational.

It is psychological and social. Some have

designated such sites as venues for ‘social

grooming,’ that is, for presenting oneself in

a favourable way to others in order to gain

attention and to gather ‘followers.’ Institutions of various kinds, from NASA to universities, now use tweeting as a source of

contact with clients and colleagues.

Some critics claim that the ‘twitterization’ of culture has changed how we think

and react to information, as well as how we

perceive interpersonal relations. It is suggested that the limited length of each tweet,

the desire for followers, and the constant

ﬂow of tweets are all leading to a withdrawal from reﬂective communication and

to an engagement in superﬁcial exchanges.

While this may be true, the critics may be

missing the historical point that informal

daily interaction has probably always been

this way. Twitter has simply made it possible for people to enlarge the range of the

informal communication, not introduce it

into social life.

Marcel Danesi
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TWO-STEP FLOW OF

COMMUNICATION

[See also: Hypodermic Needle Theory; Lazarsfeld,

Paul; Media Effects]



What information do people use to make

decisions? How strong is the inﬂuence of

the mass media on the formation of public

opinion? These were pressing questions in

the ﬁrst half of the twentieth century and

continue to be of great relevance today in

the information society, where we have

seen a massive expansion of information

sources and forms of diffusing information through digital networks. The formation of public opinion and individuals’

decision-making processes are complex

phenomena that have been examined from

a wide range of scientiﬁc approaches. The

two-step ﬂow model of communication

represents a scientiﬁc breakthrough in the

ﬁeld and a departure from previous work

in the area. The model was ﬁrst proposed

and further developed by researchers at the

Bureau for Applied Social Research (BASR)

at Columbia University in New York who

were conducting a series of studies to better

understand how public opinion is formed

in speciﬁc social situations, for example,

voting during an electoral campaign.

Historical Background

To understand the importance of the twostep ﬂow of communication model, the historical context in which it was developed

has to be reviewed ﬁrst. Most research

on public opinion preceding the model



Two-Step Flow of Communication

focused on the impact of mass media and

postulated that mass media had a strong

and direct effect on how people made decisions. This view was often summarized

under ‘magic bullet theories’ or ‘hypodermic needle theories’ because they emphasized the media’s targeted ability to incite

particular thoughts or reactions. These

theories on media effects assumed that audiences consisted of atomized, homogeneous individuals who reacted in prescribed

forms to the messages conveyed in the

media without being able to reﬂect on their

behaviour. Researchers probably gave mass

media – e.g., ﬁlm and television – such a

prominent role because they were relatively new at the time. Moreover, researchers were often inﬂuenced by behaviourist

theories that were prevalent in psychology

at the time. In this historical context, the

researchers at the Bureau for Applied Social

Research demonstrated through a series of

studies that interpersonal relationships are

a central factor in determining changes in

public opinion and that mass media play

a secondary role. These results led to the

development of a new framework, one

where interpersonal relations need to be examined in more detail to understand how

information diffuses within social systems

and inﬂuences public opinion.

The Key Assumptions of the Two-Step

Flow of Communication Model

Paul F. Lazarsfeld, Bernard Berelson, and

Hazel Gaudet documented in their book

The People’s Choice (1968) the results and

conclusions of their study of the inﬂuence

of mass media on political behaviour during the 1940 U.S. election campaign. This

was the ﬁrst panel study to investigate

how and why people decide for whom to

vote in an election and the changes that occur in their attitudes over time. The study

took place in Erie County, Ohio, located on

Lake Erie between Cleveland and Toledo.

To trace how individuals’ voting decisions changed over time and what factors

affected these changes, participants were

surveyed over a seven-month period about
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once a month. The most striking ﬁnding

from their panel was the low impact of the

mass media in comparison to the impact

of personal inﬂuence on an individual’s

decision-making process. Two reasons were

identiﬁed for the strong inﬂuence of personal relationships. First, personal relationships reach a greater number of individuals

than do the mass media as many people

were not exposed to either radio or print.

People reported being engaged in discussions with others about who they were

going to vote for and why, much more than

exposure to radio or print. The ﬁndings

suggest that political debate with friends

and family was an important component in

the decision-making process. In particular,

personal inﬂuence was of relevance for

those who had not made a decision about

which candidate they would vote for and

for those who changed their vote during

the campaign. Second, individuals who

were less interested in political matters

were more likely to discuss the electoral

campaign with personal ties than obtain

information from formal sources, such as

newspapers or the radio.

Furthermore, Lazarsfeld, Berelson, and

Gaudet found that information did not

ﬂow equally through the social network.

They identiﬁed certain key individuals,

whom they termed ‘opinion leaders,’ as

playing an important role in how information diffuses. Opinion leaders differed

from non-leaders in that they reported that

formal sources of information were more

effective than personal relationships as

sources of inﬂuence. In addition, opinion

leaders were more likely to engage in political debate than non-leaders. Based on

these ﬁndings, the authors postulated the

two-step ﬂow of communication hypothesis, which stated that information often

ﬂows from the mass media to opinion

leaders and from them to the non-leaders.

These ﬁndings led the authors to revise the

assumptions previously made about the

mass audience and its relationship to the

mass media. No longer could the notion

prevail of an isolated, homogeneous mass

audience solely inﬂuenced by the mass
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media. What emerged, however, was the

image of a connected audience embedded

in a complex social system, through which

information ﬂows in a ﬂexible and dynamic

manner. Moreover, the study pointed

toward complex forms of information diffusion through people’s connections, often

with key individuals in the centre of the

information ﬂow. This study represented a

turning point in terms of how mass media

and information ﬂow were conceptualized.

Limitations in the Conceptualization of

the Two-Step Flow of Communication

Model

Despite the importance of the two-step

ﬂow of communication model for understanding how information diffuses in

society and what the role of mass media

is, the model also has some limitations.

One problem is that the conceptualization

of opinion leaders is based primarily on

respondents’ self-reported data. Nevertheless, this is not a sufﬁcient source of data

to identify opinion leaders because people

may be biased in terms of their inﬂuence

on others’ opinions and their role in the

social system. Another problem is that

follow-up studies found that opinion leaders were not exposed randomly to any type

of information, but to information that was

related to the area in which they exerted

their inﬂuence. The patterns of information

seeking thus seem to be determined by the

area of interest of the opinion leader. At the

same time, opinion leadership will only

occur in this area, making the phenomenon

speciﬁc to subjects or domains of opinion

leadership.

Further Developments of the Two-Step

Flow of Communication Model

Intensive debate followed the publication

of The People’s Choice in the ﬁeld of public

opinion, social theory, and communication.

Two key developments resulting from the

two-step ﬂow of communication hypothesis were the reﬁnement of the model itself



and the introduction of formal methods

to study the inﬂuence of social relationships on information ﬂow. In terms of the

reﬁnement of the model, in a study on

how medical innovations diffuse, James S.

Coleman, Elihu Katz, and Herbert Menzel

(1966) found that inﬂuential doctors, in

comparison to non-inﬂuential ones, not

only show higher readership of medical

journals, but also have the tendency to

more frequently attend out-of-town meetings. Opinion leaders’ outward orientation

was described as cosmopolitanism, an interest in happenings outside of the immediate

environment. Similarly, Merton’s study of

inﬂuentials examined those individuals

who are at the centre of their advice-giving

network and their patterns of media use.

To identify inﬂuentials in a small town,

Merton interviewed eighty-six informants

in Rovere and asked them whom they

would turn to for help or advice. Merton

realized that the distinction between inﬂuentials and non-inﬂuentials did not fully

explain different patterns of media use. He

therefore introduced a second dimension,

namely inﬂuentials’ foci of attention, that

distinguishes between two types of inﬂuentials. The locals focused on local issues,

while the cosmopolitans focused on issues

of importance that lay outside the town.

This distinction turned out to be fruitful in

terms of understanding patterns of media

use. Cosmopolitans read more, but, more

important, they read other types of information sources. Locals were more inclined

to read tabloids because these informed

them about local developments and gossip.

Similarly, the two types of inﬂuentials also

showed different patterns of socializing.

Cosmopolitans had friends who shared

similar interests and were concerned with

culture and politics, while locals tended to

know many people. Thus, distinctive patterns and functions of information sources

and socializing could be observed for distinctive social roles.

In terms of the methodology, better

approaches have been proposed to the

measurement of opinion leaders and how
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information ﬂows to them and from them.

For example, social network analysis (SNA)

developed as an interdisciplinary area of

study that focuses on the theory and methodology of how individuals in society are

connected and how information and other

resources ﬂow through these connections

or ties. SNA is a compilation of concepts

and methods that can be used to analyse

the relational aspects of social structure. It

focuses on observable interactions between

individual persons and patterns of relationships among groups of individuals. In addition, the foundation of the International

Network for Social Network Analysis

(INSNA) in 1978 by Professor Barry Wellman has increased the popularity of SNA.

The association unites researchers from

many countries, publishes Connections, a

bi-annual bulletin featuring news, scholarly

articles, abstracts, and book reviews, and

also maintains a website. Lastly, it sponsors

the annual International Social Networks

conference and leads a discussion forum

called SOCNET.

Anabel Quan-Haase

Online Resource

INSNA (International Network for Social Network Analysis): http://www.insna.org/.

INSNA is an association that brings together

parties interested in methods and theory of

social network analysis. The website contains

a wide range of resources for scholars.
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USES AND GRATIFICATIONS

[See also: Hypodermic Needle Theory; Katz, Elihu;

Media Effects]



One of the more enduring theoretical

frameworks from which to examine questions of ‘how’ and ‘why’ individuals make

use of a diverse array of media has been

the uses and gratiﬁcations theory to media

behaviour. Uses and gratiﬁcations theory

and its particular methodological approach

have provoked rigorous academic debate

regarding its strengths, weaknesses, and,

most important, its continued relevance

to new media technologies. The personal

computer, the internet, mobile phones, and

the wide range of applications available

online have all necessitated changes to, and

new applications of, the uses and gratiﬁcations paradigm. Throughout the various

shifts and updates to the theoretical paradigm that have taken place, however, there

has remained a consistent list of overarching research questions that have guided

scholars, including: Why do people use one

type of medium or technology instead of

another? Are the gratiﬁcations individuals obtain through the use of one medium

rather than another an accurate predictor of

repeated use?

The Role of the Audience

One of the central presuppositions of uses

and gratiﬁcations theory is that the audi-



ence is not passive, inert, or submissively

duped by the messages originating from

media sources. Early theories on mass

communication conceived of the audience

as homogeneous and proposed that individual audience members would express

identical reactions to media communications regardless of their individual differences. In uses and gratiﬁcations theory, the

audience is characterized as active, discerning, and motivated in their media use. The

goal-directedness of the mass audience is

what distinguishes uses and gratiﬁcations

theory from previous approaches in communication theory, such as the hypodermic

needle model. In this model, the link between the media and the audience is seen

as unidirectional, with the media injecting

a passive audience member with a message

that is uncritically accepted by the individual. In opposition to this model, Elihu

Katz, a pioneer of uses and gratiﬁcations

research, argues that more attention needs

to be devoted to what people do with the

media rather than the inﬂuence or impact

of the media on the individual. According

to Katz, people’s individual values, interests, social roles, and life circumstances

are important factors in shaping how and

which media are consumed. Moreover,

people make sense of the messages originating from the media based on these idiosyncratic factors, and therefore media use

needs to be understood as an individual

choice instead of being examined from the

perspective of media inﬂuence or impact.



Uses and Gratiﬁcations

When we conceive of the audience as

actively choosing and using media in

response to speciﬁc needs or goals, the

foundations for examining the identiﬁable gratiﬁcations that the media provide

are in place. When an audience has a need

for escape, for instance, there are speciﬁc

media that may gratify this need in a more

satisfactory manner than others. If audience members are unsatisﬁed with the level

of gratiﬁcation provided by one medium,

they will look to a different medium to

obtain the gratiﬁcations initially sought

yet withheld. In the uses and gratiﬁcations

paradigm, repeated use of a particular medium indicates that the individual is gratifying an identiﬁable need in a satisfactory

fashion. Therefore, identifying the particular needs or goals of the individual in his or

her use of a particular medium is the ﬁrst

step in identifying the reciprocal gratiﬁcations obtained through speciﬁc media use.

Understanding Needs

In a deﬁning article entitled ‘On the Use

of Mass Media for Important Things,’

Elihu Katz, Michael Gurevitch, and Hadassah Haas (1973) identiﬁed ﬁve categories

that conceptually grouped an audience

member’s needs. The ﬁrst category is

cognitive need. These needs are related

to strengthening the individual’s knowledge and understanding of current and

past events as they are portrayed in the

media. The second category is affective

needs. These needs are related to creating

aesthetic, pleasurable, and emotional experiences that result from exposure to the

various media. The third category is integrative needs. With integrative needs the

individual’s desire to augment his or her

credibility, conﬁdence, stability, and status

through the ownership and use of media

is identiﬁed. The fourth category is needs

related to strengthening contact with family, friends, and the social world in general.

These needs can also sometimes perform

an integrative function. Finally, needs

related to escape or tension release are de-
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ﬁned in terms of distancing oneself from

one’s traditional or habitual social roles.

Katz, Gurevitch, and Haas drew up these

ﬁve categories to serve as general umbrella

groupings that encompass the speciﬁc

needs that could potentially be satisﬁed by

various media.

Media Gratiﬁcations

In addition to examining the types of needs

that motivate individual audience members, it is equally important to examine in

more detail the actual gratiﬁcations that

media use provides. For Elihu Katz, Jay

G. Blumler, and Michael Gurevitch (1974),

the source of these gratiﬁcations originates

in three central attributes and/or situations of media use: (1) gratiﬁcations can

be obtained through the particular content

to which the individual is exposed by the

various media; (2) gratiﬁcations can be

obtained through simply being exposed

to the media; and (3) gratiﬁcations can be

obtained from the social context in which

media consumption takes place. Further

analysing the sources of gratiﬁcations that

audience members obtain from the media,

Katz, Blumler, and Gurevitch argue that

each medium offers a unique blend of characteristics that distinguish its gratiﬁcations

from other media. In terms of content, each

medium will provide content that is characteristic of its format. Additionally, media

diverge in the kinds of attributes they naturally embody. For instance, some media

provide only printed text, while other media provide only sound. And still other media offer a multiplicity of blended formats.

Finally, each medium provides different

settings where exposure to the media takes

place, which also affect the gratiﬁcations

obtained. Television is usually watched

in the privacy of the home, whereas movies are often seen in public theatres. There

exists a wide range of media, and the different characteristics of each will lead to

different types and levels of gratiﬁcations.

With all of these variances taken into consideration, there are nonetheless gratiﬁca-
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tions received from the media that can

generally be classiﬁed into four different

categories, as will be discussed next.

Media theorists Denis McQuail, Jay

G. Blumler, and J.R. Brown (1972) have

divided gratiﬁcations into four distinct

categories. Diversion is the ﬁrst gratiﬁcation and refers to the pleasure of escaping

from the constraints of routine and the

problems associated with everyday life.

Media also serve as places of emotional

release enabling the individual to overcome

stress, dysphoria, and other negative affect. The second gratiﬁcation is linked to

personal relationships and shows the role of

the media as a venue for socialization with

friends and family. It also sees the media

as a potential substitute for companionship when people feel isolated. The third

gratiﬁcation consists of personal identity

and describes how media allow individuals to explore reality from different perspectives that reinforce or challenge their

social norms, mores, and values. Finally,

the media offer a form of gratiﬁcation that

has been called a surveillance or a watchdog

function. The media provide members of

society with information on socio-political

and cultural events of personal and/or social importance. In this way, gratiﬁcations

are obtained by ‘keeping an eye on’ current

news and allowing citizens to be informed.

The four types of gratiﬁcations proposed

by McQuail, Blumler, and Brown have

been inﬂuential in understanding what

motivates people to use different media.

Research has demonstrated that other types

of gratiﬁcations are also possible, and a

number of disparate typologies have been

developed that account for the speciﬁcs of

different media and the various social situations in which they are consumed.

In uses and gratiﬁcations theory a key

distinction is made between gratiﬁcations

obtained and gratiﬁcations sought. Gratiﬁcations obtained refer to those gratiﬁcations

that audience members actually experience

through their use of the media. In contrast,

gratiﬁcations sought refer to those gratiﬁcations that audience members expect to



obtain from a medium before they have

actually come into contact with it. What is

central is that gratiﬁcations obtained may

dovetail or differ in a signiﬁcant fashion

from the gratiﬁcations sought, and the resulting gap can predict the level of satisfaction/dissatisfaction that individual audience members have with a particular medium. When a medium provides or surpasses

the expected gratiﬁcations initially sought,

this leads to recurrent use of the medium

and ultimately to predictable consumption habits. In cases where a medium does

not fulﬁl the sought-after gratiﬁcations,

audience members will be disappointed

and will predictably no longer continue

utilizing the speciﬁc medium. This will

lead audience members to seek out a different medium that can provide the kinds of

gratiﬁcations they are seeking. Therefore,

understanding the gap between gratiﬁcations obtained and gratiﬁcations sought

is important for analysing how different

audience members utilize various kinds of

media, the expectations that they bring to

their media habits, and the gratiﬁcations

they actually obtain from their exposure

to a diverse array of media products. This

kind of analysis also helps to explain the

development of media habits and the role

of media in the individual audience member’s everyday life.

Limitations of Uses and Gratiﬁcations

Theory

Despite being highly inﬂuential in the ﬁeld

of communications, the uses and gratiﬁcations theory has also been pointedly criticized for being simplistically functional

and lacking sophistication and nuance.

Thomas E. Ruggiero (2000), in an article entitled ‘Uses and Gratiﬁcations Theory in the

21st Century,’ lists a number of arguments

that summarize much of the historical criticism of uses and gratiﬁcations theory. The

ﬁrst criticism is that uses and gratiﬁcations

theory is too focused on the individual

and does not consider in enough detail the

social context of media use. This narrow
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focus on individuals and their use of media

makes it difﬁcult to examine the broader

societal implications of media use. Second,

core conceptual categories, such as motives,

needs, uses, and gratiﬁcations, have been

ill-deﬁned and used inconsistently across

a number of studies. This has created a

climate of confusion regarding the precise

meaning and deﬁnition of these core concepts, which has led to inconsistent use and

opaque theorizing when clarity and precision are required. Third, individual studies, such as Robert Abelman’s (1987), have

focused on distinct media or genres within

a medium and have identiﬁed a wide range

of uses and gratiﬁcations unique to the various media and/or genres. This has led to

excessively narrow typological distinctions,

making it difﬁcult to compare results across

media and/or genres and resulting in a

lack of internal theoretical coherence. Finally, the foundational presupposition of an

active audience that autonomously controls

the choices made regarding their patterns

of media consumption, and just as signiﬁcantly an audience that is able to accurately

report on their personal motivations for using a particular medium after the fact, has

been called into question because it may be

simplistic, naive, or simply incorrect. Overall, the approach focuses on an individual’s

use of media and the gratiﬁcations accrued

without examining macro-level phenomena linked to the role of ownership and

control in mass media and the social, political, and economic consequences of media

consumption. Thereby it has a rather limited scope and is only applicable to a limited number of phenomena and research

questions. While it is important to be aware

of these limitations, uses and gratiﬁcations

theory has made an important contribution

to answering questions about how media

use changes over time, how an individual’s

choices are inﬂuenced by the degree of

gratiﬁcation obtained through use, the inﬂuence of the contexts in which media are

consumed, and what role audience choice

plays in the individuated uses of media.

The approach continues to have relevance
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to the ﬁeld of communication theory today

due in part to its applicability across a wide

range of media products and genres.

Uses and Gratiﬁcations Theory in New

Media

New media, such as videogames, instant

messaging (IM), and blogging, are in many

ways fundamentally distinct from old media, such as newspapers, radio, and television. One of the distinguishing features of

new media is interactivity, which describes

the potential of users to provide content as

a response to a source or communication

partner. Moreover, in new media, the distinction between consumer and producer

tends to blur, which has led to the introduction of the term ‘prosumer’ to describe how

users can take control over the production

and distribution of content. Interactivity

becomes central in the uses and gratiﬁcations theory because it directly addresses

the notion of the active audience member

who has control over the communication

process and makes choices about media

use. The internet through digitization provides users great ﬂexibility. They can store,

duplicate, or print texts and images, or diffuse information through websites, blogs,

online communities, and different types of

computer-mediated communication. This

provides audience members with more

control over content, its distribution, and

use than traditional media.

The uses and gratiﬁcations theory has

provided some insight into what gratiﬁcations interactive media are providing. Louisa Ha and E. Lincoln James in their article

‘Interactivity Re-examined’ (1998) suggest

that four user types exist on the internet,

each of them fulﬁlling different kinds of

needs online. For ‘self-indulgers’ and ‘Web

surfers,’ the playfulness of interactive media fulﬁls a need for entertainment. For this

group, interactive media also allow them

to make choices, giving them more control over their communication experience.

By contrast, for task-oriented users, the

internet provides a wide array of sources
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allowing them to be well-informed. For

expressive users, computer-mediated communication allows for exchanges around

the globe in real time with people who

share common interests. A series of studies has also emerged around the uses and

gratiﬁcations of speciﬁc types of new media. For example, studies looking at the use

of instant messaging and the gratiﬁcations

obtained from users found that IM is used

primarily for social entertainment purposes

followed by social attention, task accomplishment, and meeting new people. Some

differences have been found in motivations between males and females, with the

former indicating use of IM primarily for

reasons of sociability and the latter for entertainment and relaxation. Taken together,

IM users see it as a key catalyst for forming and maintaining social relationships,

providing entertainment, and diversion.

Important new research from the uses and

gratiﬁcations theory is emerging in the area

of new media and shedding light on what

motivates individuals, in particular young

people, to switch from traditional media to

new media and what kinds of gratiﬁcations

new media are providing to its users.

Anabel Quan-Haase and Brian A. Brown
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VAUDEVILLE

[See also: Radio; Television, History of]



Vaudeville is a form of theatrical presentation that developed in late nineteenthcentury America. The main element of the

form was variety; rather than attempting

large-scale, uniﬁed artistic works, vaudeville houses presented a series of short

pieces by different performers in a range of

styles. These could include operatic arias,

Shakespearean monologues, scientiﬁc lecture-demonstrations, animal acts, slapstick

comedy, and ‘song and dance numbers.’

Vaudeville was innovative in its accessibility. Many urban vaudeville houses were

open from morning until night; after paying their entry fees to a ‘continuous vaudeville,’ patrons could stay, if they liked, until

the house closed. Small-town vaudeville,

presented by travelling companies, made

cultural highlights accessible to many rural

people.

High-risk new commissioned works,

and long, expensive rehearsals are part

of traditional theatre, opera, and ballet.

Vaudeville’s simpler form meant these

could be made available broadly. These

lower overhead costs meant lower ticket

prices, which put vaudeville shows within

the means of a broad public. Low costs and

popular pricing made vaudeville a commercially successful form.

Vaudeville producers often ﬁrmly

guided the tone of their productions, giv-



ing strict guidelines to performers about

acceptable material, and hiring ushers

who could double as bouncers if necessary.

Some vaudevilles were closely related to

the ﬂamboyant burlesque shows, while

others avoided ‘the use of a single word,

expression or situation that will offend the

intelligent, reﬁned and cultured classes’

(1902 ad for ‘Polite Vaudeville’).

With their crowd-pleasing, commercial

emphasis, vaudevilles were often criticized

as debased by lovers of the arts. However,

for famous performing artists, a season in

vaudeville could mean a well-paying contract and recognition from wider audiences.

Many notable actors, singers, and dancers

of the era chose to perform with vaudeville

and sometimes returned to their traditional

venues with new audiences, thanks to their

vaudeville exposure.

Between these famous acts, other

performers would present the lighter,

folksier fare for which vaudeville is most

remembered. The ﬂexible variety format

meant that ‘small-time’ producers could

sometimes risk presenting unknown acts

to ﬁll out a program. If the unknowns were

booed off the stage, they could be ﬁred immediately; if they were entertaining, they

could perhaps rise to fame and the ‘big

time.’

Vaudeville shows had no set format, but

certain positions were considered the ‘best

in the bill.’ Acts that did not require sound,

such as acrobats or mimes, were often used

as ‘warm-up acts’ to quiet down new audi-
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ences, and deliberately terrible acts were

used as ‘chasers’ to empty the house.

After decades of popularity, vaudeville

was eventually superseded by ﬁlm. Although there were attempts to combine

vaudeville and cinema, mixing short ﬁlms

and live performance, ﬁlm soon replaced

vaudeville as popular, cheap entertainment. The vaudevillians most remembered

today are those who, like Charlie Chaplin,

the Marx Brothers, Mae West, and W.C.

Fields, successfully translated their vaudeville acts into this new medium.

Tricia Postle
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ized through the Music Television (MTV)

network in the 1980s. While MTV is now

known as a youth network, its music videos strongly inﬂuenced and continue to

inﬂuence popular culture as well as advertising in their style and general texture.

With the advent of the music video, a video

jockey (VJ) who introduces and comments

on the videos has also become common.

In 2005, the video website YouTube was

introduced, deﬁning the form, content, and

aesthetic patterns that make up the contemporary video scene. YouTube was one of

the ﬁrst websites that allowed for the easy

uploading of videos. With video recorders

found on simple handheld devices, one can

quickly upload a video that has the potential to be viewed by millions.

Mariana Bockarova
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VIDEO

[See also: Cinema, History of; Photography; Video

Games; Video Games, History of]



The term video refers to any system of

recording or broadcasting visual images

electronically. Originating from Latin for ‘I

see,’ video can refer to a movie recorded on

videotape or disk; a short movie made by a

musical group to accompany a song; or any

visual text that contains some artistic or

narrative form. Today, with the efﬁciency,

practicality, and affordability of digital

cameras, it is possible for amateurs to make

videos and to distribute them broadly via

the internet with appropriate software.

Digital recording devices installed in cellular telephones or digital photo cameras

are extremely portable, making it easy to

record and transmit video almost instantly.

In a sense, we now live in a ‘video-verse’

(‘video universe’).

Videos have had an immense impact

on modern soceity. The music video, a

performance of a song accompanied by a

dramatic or narrative text, became popular-
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VIDEO GAMES

[See also: Video; Video Games, Effects of; Virtual

Reality]



The terms video game, computer game,

and digital game have increasingly become

conﬂated. What have traditionally been

called video games – that is, games played

via a monitor and controller through a

console with interchangeable games (e.g.,

XBox, Playstation2, Nintendo, Atari) – are

included with games designed for play on

personal computers (CD-ROM games, massively multiplayer online games [MMOGS],



Video Games

simple Flash-based games), handheld game

machines (e.g., GameBoy, GameGear, Playstation Portable, NintendoDS), and, more

recently, mobile phones and personal data

assistants. While this plethora of platforms

is of academic interest, for the sake of speciﬁcity the issues discussed here will focus

on console-based video games, which make

up 57 per cent of the software sales market

(Kerr 2006).

History of Video Games

There is some debate as to what the ‘ﬁrst’

video game was. Candidates range from a

cathode ray tube game developed in 1947

by Thomas T. Goldsmith Jr and Estle Ray

Mann, to a tic-tac-toe game created by

Alexander Douglas in 1952, to the more

oft-cited 1958 tennis simulation created by

William Higginbotham. It was not until

1972 that the Magnavox Odyssey became

the ﬁrst commercially sold home video

gaming system. That same year Atari

produced Pong, one of the most widely

recognized early video games. The Atari

2600, which came out in 1977, proved much

more popular than the Odyssey, becoming

the ﬁrst console to achieve wide commercial success. This success, however, did not

last long. The video game ‘crash’ of 1983

marked a point of decline in the U.S. video

game industry and the rise of the Japanese

gaming industry. Nintendo released its Entertainment System (NES) in 1983, followed

by SEGA with its Master System (1985) and

Genesis (1989). Both companies’ success

was highly related to their use of character branding: the Mario Brothers (Ocean

Software, 1987) for Nintendo and Sonic the

Hedgehog (SEGA, 1991) for SEGA.

Video game history following this early

period becomes a story of one-upmanship.

In 1991, Nintendo responded to SEGA’s

presence with the SuperNES. Atari attempted, and failed, to re-enter the market

with the 64-bit Jaguar console in 1993. Sony

entered the console wars in 1994, with its

PlayStation. The introduction of the PlayStation limited the impact of SEGA’s Saturn
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(1995), the ﬁrst system to allow internet

access. The Nintendo64, released in 1996,

was also unsuccessful in comparison to

the Playstation, but still a highly marketed

and reasonably successful system. The 1998

SEGA Dreamcast struggled due to a lack

of games that made use of its online gaming capabilities, as well as a lack of overall

investment on the part of game developers.

This marked the end of SEGA’s participation in the console wars as they shifted

their focus from hardware to game software from that point on. The new millennium was deﬁned by the struggles between

three consoles: Sony’s Playstation2, Nintendo’s GameCube, and relative newcomer

Microsoft’s Xbox. The modern console war

is deﬁned by these systems’ successors:

Sony’s Playstation3, Nintendo’s Wii, and

Microsoft’s Xbox360.

Genres of Games

There are many different types of video

games (Kerr 2006). The most noted genres

include the following (though these categories are not mutually exclusive):

• Platform: Characters in these games

climb up and down or jump to and from

platforms while progressing through obstacles and achieving game goals (Mario

Brothers, Donkey Kong).

• Adventure: These games involve puzzlesolving, exploration, and interaction

with non-player characters (NPCs), and

are narratively focused (Myst and The

Secret of Monkey Island).

• Roleplaying (RPGs): These games allow

for the development of characters and

teams via use of statistics, available

characteristics, and success in the game.

These games often have quests aside

from the main game objective that allow

for character development and nonlinear game play (the Final Fantasy series

and Fallout: Brotherhood of Steal).

• Sports: These games simulate various

traditional sports (football, basketball,

hockey) and are consistently among the
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top-selling games. More often than not,

these games are produced under licensing agreements with professional sports

organizations, but some are also fantasybased (the Madden series of NFL games

and Backyard Football).

Racing: As with sports games above,

these are also simulation games. These

games involve racing a variety of vehicles around tracks of varying complexity and character (Live for Speed and the

NASCAR Racing series).

Action: These are typically marked by

the presence of violence as the main feature. They rarely have deep narratives or

character interaction and rely on ‘twitch’

(or fast reaction) game play (Mortal Kombat and Street Fighter).

First Person Shooters (FPS): These are a

subgenre of action games that are exempliﬁed by a point of view allowing players to see what is in front of their avatar

and their hand/gun. Other characteristics of play are the increasing deadliness

of weapons available as one progresses

through the game and an emphasis on

‘twitch’ play (Doom and Duke Nukem).

Puzzle: These are among the more addictive types of games, as they are

characterized by short rounds and easy

accessibility. Players rely on logic, pattern recognition, and strategy (Tetris and

Lemmings).

Simulation: Simulations encompass a

wide variety of games ranging from

ﬂight simulators to city planning games.

The main characteristic of this genre

is the emphasis on realistic situations,

though in some cases this is a very simpliﬁed version of reality (The Sims and

Nintendogs).

Strategy: These games are broadly described as ones in which the player’s

decisions have high signiﬁcance in determining game outcomes. They require

logical thinking, often occur in real time

(or speeded up real time), and have more

abstract forms of success than other

game genres (Civilization and Age of

Empires).



Demographics

In 2005, video games made $6.1 billion in

sales (Entertainment Software Association 2006). A major concern for both the

video game industry and academic game

research is who plays these games. According to the latest market data, 69 per cent of

American heads of household played video

games in 2005 (ibid.). Forty-four per cent of

video game players are between eighteen

and forty-nine years of age with the average age of video game purchasers around

forty. Twenty-ﬁve per cent of gamers were

over the age of ﬁfty in 2005; 38 per cent of

gamers were female. Although there are

no market demographics that analyse the

racial/ethnic breakdown of gamers speciﬁcally, one article notes a study by the Kaiser

Family Foundation that found African

Americans between eight and eighteen

years old are more dedicated gamers, in

terms of time and monetary investment,

than their white counterparts (Wilburn

2005).

Themes in the Literature

Since their inception, video games have

been the target of academic scrutiny. Four

main themes are found in the game studies

literature: the effects of violent game content on the audience, the social effects of

game play, the impact of group representation in games (gender, race, and so on), and

the relationship between video games and

learning.

Violence

Video game violence, particularly in the

aftermath of the Columbine High School

shootings of 1999, has been the source of

much concern for academics, legislators,

and parents. Many studies have attempted

to quantify the amount of violence in

video games, but differences in numbers

arise when different deﬁnitions of violence

are used. One study, analysing the top 78

games in 1999, found that 25 per cent in-



Video Games

cluded extreme violence and 30 per cent

had some violence (Walsh 1999). A 2001

review of the top seventy video games

determined that 89 per cent contained violence of some kind; 49 per cent had serious

violence; 40 per cent comic violence; 41 per

cent required violence to complete game

goals; and 17 per cent used violence as the

main focus of the game (Glaubke and Children Now 2002).

Several authors have argued that because video games require active engagement by the audience they are actually

more harmful and likely to induce players

to violence when compared with traditional media (Anderson and Bushman

2002; Dill and Dill 1998; Grossman and

DeGaetano 1999). Research on the matter

is uncertain as survey data cannot prove

causation; experimental data cannot prove

long-term effects; violence and aggression

are often deﬁned in very different manners;

sample sizes are small; and the relationship between experimental and everyday

settings is questionable. Bryce and Rutter’s

(2006) review of the video game violence

literature concludes that due to the above

methodological problems ‘the proposed

consequences of exposure to game violence

[are] inconclusive and often contradictory.’

However, Anderson (2003) has argued that

the wealth of studies across these various

methodologies does support a link between

violent video game play and aggression.

Further, Gentile and Anderson (2006) propose that the effects of violent video game

content can be mitigated or enhanced by

various child-speciﬁc factors, including

possessing a hostile attribution bias (risk is

higher), being a boy (risk is higher), having

parents involved in media-related decisions

(risk is lower), or a prior history of ﬁghting

(risk is higher).

Social Impact

Since the earliest days of video game play

concerns have been raised about the socially isolating qualities of gaming. Most

research has found, however, that video
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game play is much more socially active

than it is socially secluding. Much of the

literature studying this topic has focused

on computer-based MMOG playing and

not on console play. Generally speaking,

industry statistics claim that 51 per cent of

gamers play ‘in-person with other players at least one hour a week’ and a quarter

‘play games with others online for at least

an hour per week’ (ESA 2006). With the

presence of online play capabilities in all of

the next-generation consoles, this number

will probably rise.

Representation

Most of the video game representation literature has focused on the representation

of women in games; however, racial representations and, to a lesser extent, sexual

minority representations are beginning to

receive attention (Barton 2004; Huntemann

and Media Education Foundation 2002;

Delp 1997; Glaubke and Children Now

2002; Cassell and Jenkins 2000; Leonard

2006; Beasley and Collins Standley 2002).

There are two separate types of concerns

regarding in-game representation. The ﬁrst

is the impact of negative or stereotypical

portrayals of minority groups on perceptions of that group. The second is the impact of ‘symbolic annihilation’ (discussed

in Tuchman 1978; Gerbner and Gross 1976)

of minority groups on members of those

groups becoming gamers. For instance,

Cassell and Jenkins (2000) note that the

oversexualized and objectiﬁed representations of women in games make gaming

an unwelcoming environment for female

gamers.

Learning

A large body of research suggests that

video games as a medium are well suited

for learning. Some researchers believe that

games can encourage problem-solving

skills and logical thinking (Inkpen et al.

1995; Higgins 2000; Whitebread 1997).

Kirriemuir and McFarlane (2004) point out
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that much of this research has been based

primarily on extrapolating from psychological theory rather than empirical research:

‘Recent studies at NESTA Futurelab have

raised some questions as to whether children are in fact able to move from intuitive

problem solving in the game to an understanding of effective processes for identifying problems and generating hypotheses

and solutions in other context.’

Along similar lines, a review of literature

by Sandford and Williamson (2005) states

that ‘computer games are designed “to be

learned” and therefore provide models

of goods learning principles.’ Studies on

learning through games in informal settings (i.e., outside of school) ﬁnd that game

research increasingly focuses on how game

structure encourages learning, rather than

what content children are learning from

particular games. These researchers point

to the theories of Seymour Papert (1980),

Thomas Malone (1980), Steven Johnson

(2005), and James Paul Gee (2003) as evidence for the learning-supportive quality of

video and computer games. Moreover, the

social and collaborative aspects of games

(both online and off) allow opportunities

for children to teach one another how to

play games more effectively. These studies are balanced with the acknowledgment

that games used outside of school are tied

to issues of childhood obesity, are often

violent, and lack adequate representations

of women and minorities.

Video game consoles have existed for

three and a half decades. While industry

forerunners like Pong used only simple

graphics, many modern video games possess increasingly realistic (or at least highresolution) visual imagery. Early video

games relied on simple control systems,

while the newer systems rely on more complex input schemes. Some systems have

moved to motion-sensitive controllers or

even full-body movements. Not all video

games require complex movements or have

true-to-life realistic graphics. Because of

their varying quality, complexity, cost, and

reach, it is difﬁcult to make many wide-



sweeping claims about video games. What

can be said, however, is that video games

have made a signiﬁcant impact on popular

culture around the world.

Adrienne Shaw
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VIDEO GAMES, EFFECTS OF

[See also: Video Games]



Video games played on a video console

started out as arcade games as far back as

the 1920s. Although the technology has

changed, the basic idea behind their popularity has not – video games are a form of

escapism. A modern video game is really

an arcade game with expanded technical

capabilities. In the early 1970s an electronic

tennis game named Pong introduced the

video-game industry to the United States.

After this industry nearly collapsed in

the mid-1980s, Japanese companies, such

as the Nintendo Corporation, assumed

leadership, improving game technology

and introducing popular adventure games

such as Donkey Kong and the Super Mario

Brothers. Since then video game culture has

blossomed into one of the most proﬁtable

of all media ventures. As a result, concerns

over the effects of video games on behaviour have cropped up across the social

landscape.

The term video game is now used to refer

to any electronic game, whether it is played

on a computer with appropriate software,

on a console, on some portable device (such

as a cellphone), or online. There are now
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genres of video games, and various formats

in which they can be played. One of the

most signiﬁcant games is the so-called roleplaying game (RPG), which gained popularity with Dungeons and Dragons in the

1980s. Players pretend to be in a situation

or environment, such as a battle or newly

discovered place; each simulated situation

has its own rules and each participant is

expected to play a speciﬁc role or character

in the scenario. Occult and horror themes,

along with related fantasy themes, are also

common. In effect, video games are taking over many of the functions of cinema

and television in the domain of escapism.

Rather than allow ﬁlmmakers or TV producers to create the horror, fantasy, and

adventure, the video games allow users to

do so themselves. The increase in the popularity of online gaming has resulted in the

appearance of subgenres, such as multiplayer online role-playing games, which, as

L. Taylor (2006) has recently remarked, are

designed for sociability and interaction.

The question of the effects of video

games on its users is now a common one

in media effects studies. First, there is the

question of socialization. Are video games

changing how people socialize? The game

structure of RPGs is fully multi-user. Participants create a character, known as an

avatar, by inputting descriptions of appearance and behaviour into an online space for

the game. Other characters have no way of

knowing if the avatar’s appearance is the

real physical appearance of the player or

not. In this way reality and fantasy overlap.

As Gary Fine (1983: 4) observed in the early

1980s, for many players such games constitute their main reality. For the game to

work as an aesthetic experience, the ‘players must be willing to bracket their natural

selves and enact a fantasy self.’ Thus, video

games provide ‘a structure for making

friends and ﬁnding a sense of community’

(59). When players enter into the RPG

world they assume a fantasy identity, abandoning their real-life one. It allows players

to ‘endow themselves with attributes that

in reality they do not possess: strength, so-



cial poise, rugged good looks, wisdom, and

chivalric skills’ (60).

For many, the video game is replacing

the traditional media and genres – adventure, spy, war, sports – making the escapism more powerful by taking the make-believe element from the author and putting

it directly into the hands of the player. In

RPGs, the player is the scriptwriter, actor,

and director at once. It is virtual cinema

that now has its own culture, with attendant websites, blogs, and magazines. Video

games give players the feeling of being

immersed in a simulated world that resembles the real world. Games such Nintendo

3 and Wii also record and send the speech

and movements of the participant to the

simulation program. As Taylor (2006) has

argued, however, video games do not

alienate gamers, as many critics of video

game culture contend. On the contrary,

they actually serve a socializing function.

He also points out that while video games

may have started out as the solitary pursuit of male teenagers, they have morphed

into a degendered form of social activity.

Similarly, the studies collected by Adams

and Smith (2008) show that gaming culture

is really a digital village culture, providing numerous possibilities for people who

share common interests and fantasies to

engage in them collectively, as if they were

in ‘electronic tribes.’

Video games have been the target of opposition and censorship, especially those

that involve macabre themes, sex, or violence. This comes as no surprise, for these

are the elements that have always created

moral panic in different eras. The research

in this domain and in others continues to

be ambiguous. Recent surveys have shown,

moreover, that video games are attracting

more diversiﬁed groups than the typical

male teenager, including almost as many

female players as males and older individuals, especially for casual online and

mobile phone games.

Perhaps the question that comes up

most frequently is whether video games

affect intelligence. Some say that it does
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(Kutner and Olson 2009). Others, such as

Steven Johnson (2005), argue video games

may actually be producing powerful new

forms of consciousness and intelligence,

since they provide a channel for the same

kind of rigorous mental workout that

mathematical theorems and puzzles do.

As a consequence, they can improve the

problem-solving skills of players. The complex plots and intricacies of video games

are making people sharper today because

of a ‘Sleeper curve’ – Johnson took the term

from Woody Allen’s 1973 movie Sleeper, in

which a granola-eating New Yorker falls

asleep and wakes up in the future, where

junk foods actually prolong life, rather than

shorten it. According to Johnson, the most

apparently debasing forms of mass culture,

such as video games, are turning out to be

‘nutritional’ after all.

This may or may not be true. Will our

next scientists, artists, and geniuses be addicted video game players? It is quite a

stretch of the imagination to say that video

games enhance problem-solving skills and

that these are helping our species evolve.

At present, there exists no solid evidence to

suggest that video games affect intelligence

any more or less than, say, watching television or reading an adventure narrative.

Marcel Danesi

Bibliography

Adams, Tyrone L., and Stephen A. Smith, eds.

Electronic Tribes: The Virtual Worlds of Geeks,

Gamers, Shamans, and Scammers. Austin: University of Texas Press, 2008.

Bissell, Tom. Extra Lives: Why Video Games Matter.

New York: Pantheon, 2010.

Fine, Gary Alan. Shared Fantasy: Role-Playing

Games as Social Worlds. Chicago: University of

Chicago Press, 1983.

Gelder, Ken. Subcultures: Cultural Histories and

Social Practice. London: Routledge, 2007.

Johnson, Steven. Everything Bad Is Good for You:

How Today’s Popular Culture Is Actually Making

Us Smarter. New York: Riverside, 2005.

Kane, Michael. Game Boys: Professional Videogam-



701



ing’s Rise from the Basement to the Big Time.

London: Penguin, 2008.

Kutner, Lawrence, and Cheryl K. Olson. Grand

Theft Childhood: The Surprising Truth about

Violent Video Games. New York: Simon and

Schuster, 2009.

Taylor, T.L. Play between Worlds: Exploring Online

Culture. Cambridge, MA: MIT Press, 2006.



VIRTUAL REALITY

[See also: Simulacrum Theory, Video]



Virtual reality (VR) – a term coined in

the late 1980s by artist and scientist Jaron

Lanier – is a computer-simulated, threedimensional environment designed to

appear and feel like a real environment.

Although the term ‘virtual environment’ is

similarly used, the two terms share deﬁnitions and are used interchangeably.

In a virtual environment, one typically

experiences a sense of immersion. The

user’s ability to explore this environment

and to change perspectives within it creates

a ‘simulacrum’ of reality. The term simulacrum is generally traced to the ideas of

the late philosopher Jean Baudrillard (for

example, Baudrillard 1983). Latency, referring to the time a user moves his eyes to

the change of view, can also deeply affect

the sense of immersion – if the latency period lasts too long, one may become aware

of the simulated environment, thus losing

the overall VR effect. There are two components of immersion: depth of information

refers to the quality and amount of data a

user receives; breadth of information refers

to the number of senses simulated. While

most virtual environments concentrate

on visual and audio components, touch

simulation in virtual environments is expanding.

One’s interaction within the virtual environment is crucial to experiencing the

simulacrum effect. A successful interaction

is dependent on a user’s navigation within

the environment, which relies on speed

(the rate one’s actions are incorporated in
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reality), range (the results from a user’s

actions), and mapping (natural responses

which make sense to respond to the user’s

actions).

VR began in the mid-1950s. The cinematographer Morton Heilig wanted to stimulate all senses in order to enrich the overall

movie experience, eventually building

the ‘Sensorama’ machine in 1960 – a chair

which was able to tilt, allowing the viewer

to stare at a wide-angle television which

showed three-dimensional ﬁlms accompanied by sound, fans, and odour emitters.

Although Heilig was unable to obtain

funding for the Sensorama, his work stimulated further research into creating VR in

the subsequent digital age. In 1961, the

Philco Corporation developed the ‘Headsight’ – a head mount with a video screen

and tracking system, linked to cameras,

allowing an adjusted camera angle when a

user turned his or her head.

By 1965, Ivan Sutherland, a computer

scientist, began using a graphics accelerator instead of a camera for his ‘Ultimate

Display’ device, through which users could

look into environments that appeared as

real as physical reality. The device was connected to a computer, which provided all

the graphics displayed and allowed head

movements to change the view. By 1979,

the United States military quickly adopted

similar strategies for ﬂight simulation, as it

was much cheaper and safer than training

in the air. With better technologies in the

1980s, pilots were able to navigate through

highly detailed virtual worlds. In 1989, the

sensory glove was invented to explore the

different possibilities of real hand movements, whereby one movement of a ﬁnger

would signal an action.

While vast technological changes were

being implemented in the military, the

entertainment industry began to produce

movies using computer graphic technology

used in virtual environments, such as Star

Wars, Terminator, and Jurassic Park. Video

games, a direct spin-off of VR used by the

military, gained popularity in the 1980s in

large part because of the incorporation of



VR techniques and formats. For example,

expanding on the technologies of the sensory glove, the toy company Mattel produced

a mitt for children to help them confront

challenges in a popular Nintendo game.

VR has now branched out into other

domains, such as architecture, where virtual models of building plans are made so

that potential residents can walk through

a structure before it is even built, allowing

clients to suggest alterations. The automobile industry now also uses VR technology

to build prototypes, allowing designers to

make alterations. In effect, VR technologies have been changing not only the way

we interact with computers, but also the

way we experience reality. Nintendo’s Wii

is the latest example of VR research that is

changing how people experience simulations and, thus, where the entertainment

industry may ultimately be evolving. While

the ability to track in devices with a minimal latency period is rare in previous VR

technologies, the Wii controller is able to

accomplish this successfully. Wii has thus

made it possible for individuals with limited motion abilities to play golf or tennis, or

to engage in boxing. With further research

and innovation, VR systems will surely

become cheaper and more accessible,

allowing more people to beneﬁt from

them.

Mariana Bockarova
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VISUAL COMMUNICATION

[See also: Semiotics; Sensory Communication]



The study of visual communication is a major branch of anthropology, art theory, psychology, and semiotics. It became a major

ﬁeld after the publication of two inﬂuential

books: Rudolf Arnheim’s Visual Thinking

(1969) and Jonathan Berger’s Ways of Seeing

(1972). Visual communication is deﬁned as

the use of visual forms (drawings, shapes,

pictures) to construct and transmit some

message.

Psychological studies have shown that

images vary along cultural lines. When

asked to visualize a triangle, for example,

people living in Western cultures will come

up with the equilateral triangle as the primary image or form, seeing other kinds

of triangles as subtypes of this form. The

equilateral triangle is called a ‘cultural prototype’ (Rosch, 1973, 1975, 1981; Rosch and

Mervis 1975; Taylor 1995). It is the triangle

that is perceived to be exemplary or representative of all triangles. Obtuse-angled,

right-angled, and acute-angled triangles

are perceived to be ‘deviations’ from this

‘triangle mean.’

Ferdinand de Saussure (1857–1913), one

of the modern-day founders of linguistics

and semiotics, used the word image in two

senses (Saussure 1916: 16). He deﬁned a

signiﬁer (such as a word) as a ‘sound image’ and its signiﬁed (meaning) as the

‘conceptual image’ that the signiﬁer calls to

mind. Recent work on conceptual imagery

has shown that Saussurean images are

‘schematic’ in form (Lakoff and Johnson

1980, 1999; Lakoff 1987; Johnson 1987).



703



This has led to the emergence of image

schema theory within linguistics and other

disciplines. The image schema is deﬁned

as an unconscious mental outline of recurrent shapes, actions, dimensions, orientations, and objects that underlie common

concepts. For example, an impediment is

anything, such as a wall, a boulder, another person, that blocks forward movement. Experience informs us that we can

go around the impediment, over it, under it,

through it, or else remove it and continue on.

On the other hand, the impediment could

impede us, so that we would have to stop

and turn back. All of these actions can be

easily visualized in the mind. Lakoff and

Johnson argue that this very same image

schema is the psychological reason why

we say such things as: ‘They got through

that difﬁcult time’; ‘He felt better after he

got over his cold’; ‘You want to steer clear of

ﬁnancial debt’; ‘With the bulk of the work

out of the way, I was able to call it a day’;

‘The rain stopped us from enjoying our outing; ‘You cannot go any further with that

proposal; you’ll just have to turn back.’ Image schemata are crucial in abstract concept

formation, linking bodily and perceptual

experiences.

Drawing pictures, making charts, sketching diagrams, and the like are part of visual

representation. These result from the use of

elemental signiﬁers (forms) such as points,

lines, and shapes combined in various ways

to represent ﬁgures (Dondis 1986). Consider what ﬁgures can be made with three

straight lines. Among other things, they can

be joined up to represent by resemblance

a triangle, the letter ‘H,’ or a picnic table.

If chevrons or arrowheads are adjoined to

lines, they can be used as signiﬁers to represent movement and direction. Shapes are

visual signiﬁers that can be used to represent the outline of something. For example,

to show the shape of the sun, one could

draw a circle; to represent the surface of a

table one can draw a rectangle.

Other visual elements include value,

colour, and texture. Value refers to the darkness or lightness of a line or shape. It rep-
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resents dark and light contrasts, especially

in conveying mood changes. Colour also

conveys mood and feeling in a visual text

such as a painting. This is why we refer to

colours as ‘warm,’ ‘soft,’ ‘cold,’ or ‘harsh.’

Colour has culture-speciﬁc meanings: e.g.,

in American culture yellow connotes cowardice; in China it means royalty. Texture

refers to the phenomenon that some visual

forms (lines, shapes, and so on) evoke

tactile and other sensory modalities. Wavy

lines, for example, tend to produce a much

more pleasant sensation than angular ones.

By increasing the number of edges on angular lines, the unpleasant sensation tends

to increase. The term that is used to characterize this phenomenon is synesthesia.

Today, elemental visual forms have

found a new medium – the digital one

(Horn 1998; Darley 2000). Digital visual

signs, such as the computer icon and the

emoticon (an icon that conveys emotional

information) are part of digital communications. Emoticons are strings of text characters that, when viewed sideways, form

a face expressing a particular emotion.

Common emoticons include the smiley

:-) or :) (meaning ‘I’m smiling at the joke

here’), the winkey ;-) (meaning ‘I’m winking and grinning at the joke here’), :-( (‘I’m

sad about this’), :-7 (‘I’m speaking with

tongue in cheek’), :D or :-D (big smile; ‘I’m

overjoyed’), and :-O (either a yawn of boredom or a mouth open in amazement). In an

email message or other digital text, a letter,

word, or phrase that is encased in angle

brackets indicates the attitude the writer

takes toward what he or she has written.

This is called an emotag. Often emotags

have opening and closing tags, similar to

HTML tags, that enclose a phrase or one

or more sentences. For example: <joke>

‘You didn’t think I was telling the truth, did

you?’ </joke>.

Although now considered a separate

ﬁeld of its own, both within semiotics and

linguistics, writing is also often included

under the visual communication rubric.

The ancient Egyptians called their writing

system hieroglyphic because they used it to



record hymns and prayers, to register the

names and titles of individuals and deities,

and to record various community activities

(Goldwasser 1995). In their origins most

scripts were deemed to have sacred or mystical function – for example, the Sumerians

attributed the origin of writing to Nabu

and the Greeks to Hermes.

The earliest form of writing was pictographic, consisting of pictures to represent

objects. For example, a circle can be used

as a pictograph of the sun and a wavy line

of a river. The ﬁgures designating male and

female on washrooms and the no-smoking

signs found in public buildings are modern-day pictographs. One of the ﬁrst civilizations to use pictographic writing was

ancient China, which may date as far back

as the ﬁfteenth century bce. Another fully

developed pictographic system was used

by the Sumerian-Babylonian society nearly

ﬁve thousand years ago. The Sumerians

recorded their pictographic representations

on clay tablets with wedge-shaped forms.

This is why such writing is called cuneiform.

Cuneiform writing was very expensive

and impractical and, thus, was developed,

learned, and used primarily by rulers and

clerics. In Egypt, hieroglyphic pictography

emerged around 2,700 to 2,500 bce. The

Egyptians inscribed hieroglyphs on walls

and tablets, but also used papyrus to record

their writings, making it more practicable

for many more classes of people.

Abstract or complex forms of pictographs are called ideographs. Common symbols for such things as public telephones

or washrooms are all ideographic. Ideographs represent things such as actions.

For example, an ideograph of a student

may show a young person reading a book.

More abstract ideographs are known as

logographs. A logographic system combines

pictography and ideography. For example,

the Chinese pictographs for sun and tree are

combined to represent the Chinese spoken

word for east. The ﬁrst syllabaries – systems

of visual characters standing for syllables – developed from such amalgamated

systems. To facilitate the speed of writing,
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the Sumerians and the Egyptians eventually streamlined their pictographs, transforming them into symbols for the actual

sounds of speech. This is called phonographic writing. A complete phonographic system for representing single sounds is called

alphabetic. The ﬁrst such system emerged in

the Middle East around 1,000 bce and was

transported by the Phoenicians to Greece. It

contained signs for consonant sounds only.

In Greece, signs for vowel sounds were

added to it, making the Greek system the

ﬁrst complete alphabetic system.

There is no culture without visual communication. Today, it is said that we live in

a visual culture, where the image is much

more predominant than the spoken word.

But this is an oversimpliﬁcation. Human

cultural life has always involved visual representation, to larger and greater degrees.

Marcel Danesi
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WEBCASTING

[See also: Broadcasting; Podcasting]



Webcasting refers to broadcasting online.

A webcast may be live or on demand. The

largest webcasters are radio and TV stations who use webcasting technology to simulcast their programs. Webcasting is also

used in various other ways – for instance,

for commercial purposes (video presentations of corporations), for e-Learning (to

transmit lectures and seminars), by private

individuals to create their own videos. The

fact that webcasting technology is cheap

and broadly accessible has led to the rise of

independent media as signiﬁcant players in

the current ‘mediaverse.’

The University of North Carolina radio station WXYC was the ﬁrst station to

broadcast over the internet, becoming, in

effect, the ﬁrst one to use webcasting in

place of traditional broadcasting. Now,

virtually all the major media outlets use

webcasts in tandem with regular broadcasts. Webcasts have allowed events, such

as local sports events, to gain a broad international audience. In the past, amateur

sports would hardly ever be showcased

on the broadcast media. Webcasting has

allowed these events to garner a relatively

large audience. The same pattern has

emerged for such things as poker matches,

chess games, and other recreational activities. Some have become so popular

online that they have crossed over to the



traditional media. The popularity of poker

competitions is a case in point. Without

webcasting, it is unlikely that poker would

have become so popular in the traditional

television medium.

Webcasting is evidence that the new

technologies have been eroding the power

held by previous media institutions. With

the spread of webcams and other similar

devices (cellphones, iPods, etc.) people

throughout the globe can become producers and directors at once, using their own

devices as cameras and their homes as studios. Their actors can be taken from real life

and webcast with or without their knowledge. A growing number of people ﬁnd the

world of independently made webcasts

more exciting than traditional broadcasts,

since these are seen as more representative

of real life. The boundaries between the

private and the public, between fact and

ﬁction, have thus become blurred. Webcasting technologies are creating the new celebrities, many of whom cross over (or back)

to the traditional media.

Marcel Danesi
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WEBSITES

[See also: Internet; World Wide Web]



A website is an interconnected set of web

pages – computer ﬁles displayed as pages

on a computer screen, which are accessible through the World Wide Web (WWW)

by means of a web browser. The ﬁrst web

page, created by Tim Berners-Lee, went

online in 1991, turning the WWW into a

cyberspace of information, with all kinds of

documents, sounds, and videos stored on

multiple computers that are connected by

hypertext links.

The best way to describe how a website

works is by an example. When someone

types a web address on a computer that is

connected to the internet the request goes

to a server computer, which will respond

by sending the requested document in an

HTML (hypertext markup language) language format (which is the programming

language of the WWW). When the computer receives the HTML document, the

browser translates it to web pages. As mentioned, a website is a series of web pages

that are accessible through the WWW, and

speciﬁcally through the homepage, which

is also called the ‘index page’ or ‘universal

root’ (URL). Different pages of the website

are connected to each other by links, which

are usually underlined or have a different

colour from that of the remainder of the

text.

In the late 1980s, the internet was still

very cumbersome, due to the numerical

addresses that had to be remembered and

used in order to reach websites. Moreover,

every computer that was connected to the

internet had its own unique password,

and therefore users had to keep track of

the password along with the list of websites. Berners-Lee wrote the ﬁrst hypertext
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transfer protocol (HTTP), a programming

language that connects web pages across

the internet. He also developed the universal resource identiﬁer (URL), which assigns

a unique address to each website, and

HTML, which formats the pages that contain hypertext links. By the winter of 1990

the program for the World Wide Web, with

a point-and-click browser, was ﬁnished by

Berners-Lee. The ﬁrst web server installed

outside Europe was the one by Paul Kunz

in December 1991 at the Stanford Accelerator Center. By 1993 there were 130 sites on

the Web. The proliferation of such sites began shortly thereafter. Today, the number of

websites is literally countless and continues

to grow.

Websites are formatted in two different

styles – static and dynamic. The former

has the same content every time the page

is loaded unless a change is made by the

web developer and the new version of that

website is loaded onto the server. Dynamic

websites can change themselves or can be

changed by a user, for example, when he or

she clicks on a link. Examples of dynamic

websites are database-driven ones such as

online banking sites.

The main types of websites are: commercial, personal, organizational, educational,

entertainment, news, blog, and hybrid.

Commercial websites are designed to sell

products and services. A commercial website will allow a customer to shop online,

verify credit card numbers, and process

orders. Personal websites are used by individuals or small groups of people. They

contain information about those individuals and groups. Organizational websites

are intended to advocate the point of view

of a group of people or for group members

to communicate with each other through

message boards or chatrooms. Educational

websites provide information about educational institutions. Entertainment websites

offer entertainment news items, while news

websites provide news and commentary.

Blogs (which may include chatrooms) enable users to post their viewpoints and

commentaries online. Hybrid websites
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are designed eclectically – for example, a

business website might provide additional

documents or news for their visitors so as

to attract more customers.
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WESTERNS

[See also: Adventure Stories, Pulp Fiction]



Westerns are narratives about the American

West and its powerful mythology in the

foundations of general American culture.

The West, with its rugged topography and

dangers for settlement, brought about a

cowboy culture that was imprinted into

communal memory by writers and ﬁlmmakers, making the cowboys the new

heroes of America, strong men who challenged wild, rampant crime and sought to

impose order on the West. Many of the early stories portrayed conﬂicts between cowboys, the U.S. cavalry, pioneers, and Native

Americans. Writers such as Zane Grey (Riders of the Purple Sage, 1912), A.B. Guthrie, Jr

(The Big Sky, 1947), Louis L’Amour (Hondo,

1953), and Larry McMurtry (Lonesome Dove,

1985) are especially known for their westerns as metaphors for the American psyche

– a psyche that stresses individuality, freedom, open spaces, and a desire to conquer

the wild.

The western was one of the most popular genres in pulp ﬁction and early movie



serials, producing some of America’s ﬁrst

ﬁctional heroes, including Roy Rogers, The

Lone Ranger, Hopalong Cassidy, and Kit

Carson, among others. The plot formula of

the genre consisted of a conﬂict between

outlaws and defenders of law and order

(sheriffs, marshals, rangers, cowboys, etc.),

which would get resolved with the hero

cowboy defeating the villain in a gun duel.

A horse was typically the hero’s partner.

Sometimes it was a sidekick. The Lone

Ranger had both – the horse Silver and the

sidekick Tonto. The hero also branded a

gun and was an expert marksman. Along

with a gun and holster, the cowboy hero’s

attire included a Stetson hat, boots with

spurs, and sometimes a bandana. A woman

would faithfully fall in love and follow

her hero, providing him with emotional

solace. The settings included the deserts of

the west (such as those in New Mexico and

Arizona) and the various small isolated

towns that dotted the landscape.

The ﬁrst important silent motion picture

in the United States was a western – The

Great Train Robbery (1903). From the 1920s

through the 1950s, hundreds of western

movies were produced by Hollywood,

especially in serial form. The cowboy heroes of these movies, such as Gene Autry

and Tom Mix, became household names.

A more serious treatment of westerns and

of Native Americans started to appear

in the 1950s with movies such as High

Noon (1952) and Shane (1953) and much

later with Unforgiven (1992) and Dances

with Wolves (1990). Radio and television

also contributed to the popularity of the

western, adapting the pulp ﬁction and cinematic narratives to their speciﬁc media.

Popular western programs included The

Lone Ranger, Roy Rogers, Hopalong Cassidy,

Gunsmoke, Maverick, Have Gun Will Travel,

Wagon Train, Bonanza, and The Wild Wild

West.

The various subgenres of the western

include the following:

• The classic western features strong, hand-
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•



•



•



•



some cowboy heroes ﬁghting injustice

wherever it occurs; these include the

early movies with Roy Rogers, Hopalong

Cassidy, and The Lone Ranger.

The spaghetti western, a low-budget ﬁlm

made by an Italian ﬁlm company, became a popular genre during the 1960s

and 1970s through movies such as The

Good, the Bad, and the Ugly starring Clint

Eastwood and directed by Sergio Leone.

These took place in barren landscapes in

Italy that resembled similar landscapes

in the American West and typically featured the high-noon gun duel, but did

not feature conﬂicts with Native Americans.

The ostern, as Eastern European westerns

produced at about the same time were

called, portrayed Native Americans

much more favourably than the classic

westerns.

The revisionist western shows a greater

sensitivity to the Native American plight

than did the classic western, gives women a more substantive role to play, and

deals with psychological issues more

realistically. These include movies such

as Dances with Wolves, Hud, and Lonestar.

The science ﬁction western combines elements of science ﬁction in a western

setting; examples include The Wild Wild

West, Serenity, Westworld, and Bravestar.



The western genre has lost much of its

popularity today, although some of its residue excitement can now be found in video

games and in online sites. Its demise as a

mainstream genre is undoubtedly due to

the fact that the ‘wild wild west’ has little

signiﬁcance today. It is no longer an arid

landscape to be conquered, geographically

or psychically.

Marcel Danesi
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WIENER, NORBERT (1894–1964)

[See also: Communication; Cybernetics; Cyberspace;

Feedback]



Norbert Wiener was an American mathematician who developed techniques that

were used to analyse data transmitted by

radio – techniques that had the capacity to

sift useful information from undesired interferences known technically as noise. He

extended his investigative orientation to

the study of similarities shared by the human nervous system and machines, such as

computers. This led to the founding of the

science of cybernetics.

Wiener was born in Columbia, Missouri,

receiving a PhD from Harvard University

at the age of eighteen. He went on to teach

at the Massachusetts Institute of Technology from 1919 to 1960.

Wiener observed that people and machines carried out their functions in purposeful and orderly ways, seeking stability

in the enactment of these methods. One of

the most important characteristics shared

by humans and machines was feedback,

which involves the circling back of information to a control device (such as the human brain) to adjust behaviour or functioning. For instance, when a human being’s

body temperature is too high or too low,

the body feeds this information back to the

brain. The brain then reacts to correct the

temperature or to suggest ways to seek a

solution. A household thermostat functions

in much the same way, using feedback to

adjust the operation of a furnace to maintain a ﬁxed temperature. Cybernetics has

led to attempts to build machines that simulate human behaviour, including decision

making and analysis of data. It has led to

post-humanism and cyborg theories of human evolution. Some argue that cybernet-
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ics started a second revolution, called the

information society, a revolution that has

displaced the previous industrial age. Since

the 1940s, cybernetics has inﬂuenced work

in biochemistry, computer science, psychology, and communication science.

Marcel Danesi
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WIKIPEDIA

[See also: Books, History of; World Wide Web]



The term wiki is the name given to a website that allows visitors to edit and change

its content, sometimes without the need for

registration. The ﬁrst software to be called

a wiki was WikiWikiWeb, named by its

maker, computer programmer Ward Cunningham. He apparently took it from the

name of a Hawaiian airport shuttle.

Wikipedia (a blend of wiki and encyclopedia) is arguably the most popular of all the

wikis. It is a free multilingual online encyclopedia that was launched on 15 January

2002 by Larry Sanger and Ben Kovitz. At

ﬁrst, they wanted to create an English-language encyclopedia project called Nupedia,

to be written by qualiﬁed contributors, in

line with a previous attempt to develop

an internet-based encyclopedia project

called the Interpedia (launched in 1993). The

rapid growth of Nupedia soon led to the

formation of Wikipedia, written and edited

collaboratively by volunteers and visitors

to the site. For this reason there has been

controversy over Wikipedia’s accuracy and

overall validity, since it is susceptible to

vandalism and to subjectivity. The encyclopedia has taken steps to remedy this situ-



ation, but it still remains a ‘marketplace’

reference source, where knowledge, like

commercial products, can be negotiated,

tailored, and discarded as the values of that

marketplace change. The main idea behind

Wikipedia is to bring the domain of knowledge within everyone’s reach.

Wikipedia’s founders describe it as ‘an

effort to create and distribute a multilingual free encyclopedia of the highest quality to every single person on the planet in

his or her own language.’ Like any online

site, it makes research efﬁcient by providing hyperlinks in each entry and other

‘cross-referencing’ tools that facilitate the

search for speciﬁc information. The articles

are now also linked to other digital forms

(such as dictionaries provided by computer programs). Another important aspect

of the Wikipedia concept is that it is not a

rigidly created site, impervious to change

without authoritative consent (as is the case

in traditional encyclopedias). The idea is to

involve all users in a continuing process of

creation, reconstruction, and collaboration

in the domain of knowledge, thus ensuring

that the knowledge source is constantly

evolving and up to date.

The Wikimedia Foundation, a not-forproﬁt organization, manages Wikipedia

and other related projects: Wiktionary

(a wiki dictionary) and Wikibooks (textbooks). The actual Wikipedia site is operated by a community of so-called Wikipedians under the supervision of Jimmy Wales.

They attempt to ensure that a neutral approach is maintained on the part of visitors.

Most of the available articles are under the

GNU Free Documentation License, which

means that they may be reproduced free of

charge. Critiques of Wikipedia are that it

is inaccurate and poorly edited. This may

be true, but the Wikipedians have started

to turn it more and more into a traditional,

quality-controlled online reference tool.

Moreover, it seems that its infelicities soon

get noticed and eliminated. Wikipedia is a

self-organizing reference system.

In 2004, Wikipedia doubled in size. The

number of articles increased from under
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500,000 to over 1 million. In 2005, Wikipedia introduced multilingual and subject

portals. In 2007, Wikipedia contained 7.5

million articles in approximately 250 different languages. In April 2008, the 10

millionth Wikipedia article was posted on

Hungarian Wikipedia. A few months later,

the English Wikipedia reached 2.5 million

articles.
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WIRELESS COMMUNICATION

[See also: Marconi, Guglielmo; Radio]



Wireless communication refers to the sending

and receiving of information through air or

space rather than through wires or cables.

Common wireless devices include walkietalkies and cellular telephones. More technically, it is transmission of information

from a single source to a single destination

by modulating a radio wave with message,

where radio wave is referred to as a part

of the electromagnetic waves, which can

be generated by alternating current in an

antenna.

Broadcasting is different from communications, because the former refers to

information transmission from a single

source to unknown multiple destinations,

whereas the latter is a transmission from a

single source to a single destination. However, both wireless communications and

wireless broadcasting are mentioned in this

article, because historically they developed

in tandem.

In 1864, J.C. Maxwell predicted the existence of electromagnetic waves, and in 1888,
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H.R. Hertz proved it. In 1896, G. Marconi

took his ‘wireless telegraph’ to England

and demonstrated his system in London. In

1901, he was successful in transmitting the

ﬁrst transoceanic wireless communication

by sending the Morse code word of ‘s (…)’

in frequency band of 850 kHz across the

Atlantic from Poldhu, Cornwall, England,

to St John’s, Newfoundland, a distance of

3,200 km. The signal was generated based

on spark-gap, so its spectrum occupied the

entire bandwidth of the frequency spectrum. Nowadays, the type of the signal is

called ‘impulse radio,’ which is known as a

kind of UWB (ultra wide-band). It is interesting to see that wireless communication

was born in the form of ‘digital’ communication, where transmitted messages were

selected from a ﬁnite set of alphabets. Wireless telegraph was used in the LF (low-frequency) band, which ranges from 30 kHz

to 300 kHz, until the 1930s and then the MF

(medium frequency), which ranges from

300 kHz to 3 MHz until the 1990s internationally for ships and aircrafts. However,

nowadays, wireless telegraph is not used as

an international communication tool except

by amateur radio enthusiasts.

R.A. Fessenden invented AM (amplitude

modulation) radio, which modulates a carrier amplitude with analogue information

such as music and voice. In 1906, he was

successful in transmitting the ﬁrst audio

radio program broadcast to ships in Brant

Rock, Massachusetts. The AM signal occupied a small portion of the frequency

spectrum, so multiple stations were able to

broadcast simultaneously by allocating a

different carrier frequency to each station

in a frequency division manner. In 1920,

the ﬁrst commercial audio radio broadcast

station started on air with carrier frequency

of 1020 kHz in Pittsburgh, Pennsylvania.

Later in 1933, E.H. Armstrong invented

FM (frequency modulation) radio, which

modulates a carrier frequency with analogue information. The FM signal required

a wider bandwidth of frequency spectrum

than the AM signal but it improved the

quality of information transmission. Nowa-
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days, AM audio broadcast services are

provided mainly in the MF, and FM audio

broadcast services are provided mainly in

the VHF (very high frequency) band, which

ranges from 30 MHz to 300 MHz. In addition, international shortwave broadcasting

uses the HF (high-frequency) band, which

ranges from 3 MHz to 30 MHz, because the

ionosphere reﬂects the HF signals well.

On the other hand, the idea of video

broadcasting, namely, television, dates back

to the 1870s, but the ﬁrst electromechanical

television system was invented in the UK

in 1925 and the ﬁrst all-electronic television

system was invented in Japan in 1926. In

1928, the ﬁrst regularly scheduled television service began with carrier frequency of

790 kHz in New York City. Today there are

several analogue colour television standards over the world: NTSC (National Television Systems Committee), PAL (Phase

Alternating Line), and SÉCAM (Séquentiel

Couleur à Mémoire). NTSC, which was

standardized in the United States in 1958,

has now been adopted in North America,

some countries in South America and Asia,

and in other countries. It transmits sound

signals as FM and video signals as AM in

a frequency bandwidth of 6 MHz. PAL,

which was developed in Germany in 1963,

is now adopted in most Western European

countries expect France, some countries in

South America, and other countries. It also

transmits sound signals as FM and video

signals as AM in frequency bandwidth of 6

MHz. SÉCAM, which is the ﬁrst European

colour television standard developed in

France in 1956, is now adopted in France,

most Eastern European countries, and in

most countries in Africa and the Middle

East. It transmits both sound and video

signals as FM in frequency bandwidth of

6 MHz. Most terrestrial video broadcasting

services are provided mainly in the VHF

band and the UHF (ultra high-frequency)

band, which ranges from 300 MHz to

3 GHz.

In addition to the analogue broadcasting

mentioned above, digital broadcasting is

now available around the world. In Eu-



rope, based on the successful results from

the DAB (digital audio broadcasting) ﬁeld

trials and measurements held between

1988 and 1992, DVB-T (terrestrial digital

video broadcasting) was standardized in

1996, and the UK put it into commercial

service in 1998. In the United States, ATSC

(Advanced Television Systems Committee)

was standardized in 1996 and was put into

commercial service in 1998. On the other

hand, in Japan, ISDB-T (terrestrial integrated services digital broadcasting) was standardized in 2000, and the commercial service

was put in service in 2003. DVB-T is similar

to ISDB-T in the sense that both standards

use OFDM (orthogonal frequency division multiplexing) as modulation scheme,

but the difference between them is that

the former supports only stationary reception whereas the latter supports not only

stationary but also mobile receptions. In

2004, DVB-H (handheld), also with the use

of OFDM, was standardized for batterypowered handheld receivers.

Besides the terrestrial analogue/digital

audio and video broadcasting, satellite

has been playing an essential role in intercontinental delivery of video signals. For

instance, Telstar 1, which was launched

by the United States in 1962, was the ﬁrst

satellite which was equipped with transmitter and receiver onboard, where the

frequencies were 6.390 GHz uplink (from

earth station to satellite) and 4.170 GHz

downlink (from satellite to earth station).

With Telstar 1, the ﬁrst trans-Atlantic delivery of television pictures between the

United States and UK/France was successful in 1962. Then with Relay 1, which was a

non-geostationary satellite, the ﬁrst transPaciﬁc delivery of television pictures was

successful between the United States and

Japan in 1963 with shocking news of the

assassination of President John F. Kennedy.

Today, geo-stationary satellites, which were

proposed by A.C. Clarke as ideal telecommunications relays in 1945, are providing

direct broadcast services in many countries

with frequency of C (4–8 GHz) and Ku

(10–18 GHz) bands.
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After Marconi’s successful demonstration of the transoceanic wireless telegraph,

mobile radio communication systems

were mainly based on Morse code until

the 1910s. In the early 1920s, the ﬁrst land

mobile radio telephone system based on

AM was developed for police cars in Detroit, Michigan, which was a kind of radio

broadcast from an operator to policemen

in cars. After the invention of FM in 1935,

almost all police systems were converted to

FM from AM by the 1940s.

The United States was the ﬁrst country to introduce a land mobile telephone

system, but it was restricted to police and

emergency use until the 1940s. For instance, the FCC (Federal Communications

Commission) was created in 1934, but it

never opened the radio spectrum for private radio telephone channels until the Second World War. In 1946, the ﬁrst American

commercial mobile radio telephone service,

called MTS (mobile telephone system), was

introduced for private customers in St Louis, Missouri, which was connected to wired

PSTN (public switched telephone network).

It was a simplex manual system where only

one-way communication was allowed at a

time and mobile units called in to operators

who manually placed the calls. The modulation type was analogue narrow-band FM

operating on six channels in the 150 MHz

band (VHF) with 60 kHz channel spacing,

and the coverage radius of one base station

was 20–30 km. In 1964, a new service called

IMTS (improved mobile telephone service)

was introduced, in which calls were automatically placed. The modulation type was

still analogue narrow-band FM in the 150

MHz band (VHF), and a single base station

covered a whole city.

The concept of cellular phones was invented for police car systems in the late

1940s, but the ﬁrst analogue portable cellular phone was developed in 1973. Analogue

cellular phone systems are called ‘ﬁrstgeneration (1G) mobile communication

systems.’ The NTT (Nippon Telegraph and

Telephone) system was introduced in Japan

in 1979 as the ﬁrst commercial 1G mobile
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communication system. Then, NMT (Nordic Mobile Telecommunication System) was

introduced into Saudi Arabia and Nordic

countries in 1981, and AMPS (Advanced

Mobile Phone System) was introduced into

the United States in the same year. All the

1G systems were based on FDD (frequency

division duplex), where different carrier

frequencies are assigned to down (forward)

link (from base station to mobile) and up

(reverse) link (from mobile to base station),

respectively, FDMA (frequency division

multiple access) where a different frequency channel is assigned to each mobile user,

and narrow-band FM. The 1G cellular mobile phone services were provided mainly

in the 800 MHz, 900 MHz, and 450 MHz

(UHF) bands.

In the early 1990s, digital cellular phone

systems, called the second generation (2G)

mobile communication systems, were developed. GSM (Global System for Mobile

Communications, original acronym of

Groupe Spécial Mobile) was introduced

into Germany in 1991 as the ﬁrst commercial 2G mobile communication system.

PDC (personal digital cellular) and DAMPS (digital-AMPS, also known as IS-54)

were introduced into Japan and the United

States in 1993, respectively. The 2G systems

were based on FDD and TDMA (time division multiple access), in which a different

time slot is assigned to each mobile user.

GSM and its variants today are really de

facto standards, which are providing over

2 billion mobile connections in over two

hundred countries in Europe, Asia (except

Japan and Korea), North and Latin Americas, Africa, Oceania, and so on.

On the other hand, the CDMA (code

division multiple access)-based 2G mobile

communication system was developed as

IS-95 in the United States and was introduced into Korea as the ﬁrst commercial

system in 1996. Unlike FDMA and TDMA,

which assigned different frequency and

time resources to mobile users, CDMA assigns spreading codes which occupy the

same wider-frequency bandwidth but give

much less interference to each other.
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The 2G cellular phone services were and

have been provided mainly in the UHF

band. The data transmission rates supported are less than several tens of kilobits

per seconds, which are high enough not

for multimedia transmission but for low

data transmission such as short message

service. The 2G systems are supported with

circuit-switched backbone network, and a

2G system supported with mixed circuitand packet-switched backbone network is

referred to as 2.5G system, such as GPRS

(general packet radio services).

With remarkable advances in wireless

communication, and battery and signal

processing technologies, wireless communication networks among computers

and devices which are not directly manipulated by humans have drawn much

attention since the 1990s. One example is

WPAN (wireless personal area network),

which connects computer peripherals such

as mouse, keyword, display, printer, USB

memory, and so on by wireless with typical transmittable range of less than 10 m.

For instance, Bluetooth was released as an

industrial speciﬁcation in 1999, with maximal data transmission rates of around 700

kbits/sec in the ISM band. It was approved

as IEEE 802.15.1 in 2002 and its data transmission rate has been enhanced up to 3.0

Mbits/sec. In 2006, Wibree was also developed, which is similar to Bluetooth but has

much less energy consumption.

Another example is WSN (wireless

sensor network), which connects sensor

devices by wireless. Replacement of batteries is difﬁcult and often prohibitive in

wireless sensor communication nodes, so

energy saving is one of the most important

issues in WSN as well as enhancement of

throughput and latency. Because of the

energy saving, high data transmission rate

is not targeted in WSN. Besides the WPAN

and WSN, a SG (Study Group) on WBAN

(wireless body area network), which connects devices on the human body for entertainment and health care purposes, was

established in the IEEE 802.15 working

group in November 2006. It also supports



wireless communications from, to, and

between implanted devices. Much care is

given to address health concerns from electromagnetic radiation from such devices, so

not only transmission power but also SAR

(speciﬁc absorption ratio) will be speciﬁed

in the standard.

Shinsuke Hara
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WORLD WIDE WEB

[See also: Berners-Lee, Tim; Internet]



World Wide Web is deﬁned as a system

of computer ﬁles linked together on the

internet. Tim Berners-Lee, an English computer scientist at the European Organiza-
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tion for Nuclear Research (CERN) physics

laboratory near Geneva, Switzerland, is

the individual who created the ﬁrst Web

software in 1990, which became part of the

internet in 1991 and made the internet easy

to use. The World Wide Web (WWW) is the

term used to refer to the sum of all the web

pages on the internet, encoded in speciﬁc

languages (for example, HTML, or HyperText Markup Language).

The Invention of the WWW

The World Wide Web was invented, as

mentioned, by Tim Berners-Lee and his

staff at CERN. Actually, Berners-Lee invented the Web in 1989 and implemented

it in 1990, making the ﬁrst successful Web

communication between a server and a client. Berners-Lee is currently the director of

the World Wide Web Consortium (W3C),

the most important standard organization

for the WWW, which aims at developing

‘interoperable technologies (speciﬁcations,

guidelines, software, and tools) to lead the

Web to its full potential’ (www.w3c.org).

The invention of the Web was a milestone

in the development of the internet, since

it promoted its worldwide diffusion by

allowing network applications to access

the graphic level and the multimedia richness of ofﬂine computers, thus making the

world of computers and that of the internet

converge.

According to its inventor (Berners-Lee

2000: 37),

the fundamental principle behind the

Web was that once someone somewhere

made available a document, database,

graphic, sound, video, or screen at some

stage in an interactive dialogue, it should

be accessible (subject to authorization,

of course) by anyone, with any type of

computer, in any country. And it should

be possible to make a reference – a

link – to that thing, so that others could

ﬁnd it. This was a philosophical change

from the approach of previous computer

systems. People were used to going to
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ﬁnd information, but they rarely made

references to other computers, and when

they did they typically had to quote a

long and complex series of instructions

to get it.

Conceptually, the invention of the WWW

consisted in putting together hypertext

and computer networks. Hypertexts are

particular kinds of texts that allow different paths to fruition; basically, digital hypertexts are texts composed of nodes and

links.

Nodes are the content units; since they

can be made not only of texts, but also of

images, graphics, video, and audio, some

authors prefer to use the term ‘hypermedia’

(Nielsen 1995; Cantoni and Paolini 2001).

Depending on how nodes are designed and

produced, different kinds of hypertexts can

be identiﬁed: in static hypertexts designers

deﬁne the content of each and every node.

In dynamic hypertexts, nodes (and links)

are automatically produced starting from

a database: in these cases designers deﬁne

the rules for arranging the content of a hypertext, but this may change all the time;

dynamic hypertexts are very commonly

used in big websites that need to be updated very frequently, such as news websites

or portals. A speciﬁc kind of hypertext is

called adaptive, which tries to adapt its contents to the user’s needs, taking into consideration, for instance, the user’s proﬁle,

his or her previous interactions with the

hypertext, the behaviour of other users in

the hypertext, and so on; adaptive hypertexts are useful where the need for a highly

tailored communication is strong, as, for

instance, in e-commerce websites, where

the system, recognizing the client, can offer

him or her a more customized content.

Links are connections between nodes,

that is, references ‘from one document to

another (external link) or from one location

in the same document to another (internal

link), that can be followed efﬁciently using a computer’ (Berners-Lee 2000: 235).

Links have a starting point (anchor), which

is usually a piece of text or an image, and a
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destination point, which can be any kind of

medium (a text, an image, a video, an animation, a sound); in hypermedia, anchors

can be usually recognized because the

mouse cursor changes its appearance when

it passes over them, and, if the anchor is

a piece of text, this is often different from

normal text (e.g., it is coloured in blue and

underlined). Links are not to be considered

only as references to other parts of the

hypertext; they are something more, since

they show the possibility of interacting

with the hypertext: links can be seen as actions which can be performed when reading a hypertext, from very basic actions

(e.g., going to another hypertext node) to

more complex ones (e.g., buying or selling

a product, sending a message, subscribing

to a service).

Websites and Search Engines

The most signiﬁcant and diffused application of hypertexts are websites. A website is

a ‘site (location) on the World Wide Web.

Each Web site contains a home page, which

is the ﬁrst document users see when they

enter the site. The site might also contain

additional documents and ﬁles. Each site

is owned and managed by an individual,

company or organization’ (http://www.

webopedia.com/TERM/w/Web_site.

html).

Websites are usually made of ﬁles codiﬁed in HTML, the language most used in

the WWW. HTML is a markup language

that is able to represent connections between hypertexts and uses marking elements (tags). HTML tags have two main

functions: they qualify the type of an element, such as the title, the head, and so

on (descriptive function), and they give instructions to the browser on how elements

must be represented on the web page, for

instance in bold, italic, and so on (prescriptive function).

Browsers are software applications which

allow Web users to surf the Web and to

access web pages by interpreting HTML

ﬁles and other languages used on the Web.



The ﬁrst popular web browser was NCSA

Mosaic, whose version 1.0 was released

in September 1993 (its development was

discontinued in 1997). Very soon a socalled browser war broke out, an intense

competition to dominate the web browser

marketplace. In particular, in the late 1990s,

Internet Explorer – the browser developed

by Microsoft – and Netscape Navigator

struggled for dominance. In March 2008

the most used browsers were Internet Explorer (74.8 per cent market share), Firefox

(17.8 per cent), and Safari (5.8 per cent)

(http://marketshare.hitslink.com/report.

aspx?qprid=0).

To access a web page, surfers have to

input in the browser a URL (uniform resource locator), which is the address of

the resource (e.g., www.webopedia.com).

The URL is then translated by a service

called DNS (domain name system) into the

IP address, which is the unique number

assigned to each computer connected to

the internet (an IP address is, for instance,

195.176.176.173, which corresponds to the

URL: www.unisi.ch). Thus, through the

DNS a request is sent from the browser to

the computer with that IP number; the request is then managed on that computer by

a web server, which answers by sending to

the user’s browser the requested resource/

ﬁle (or an error message, if the request

could not be fulﬁlled).

After a ﬁrst period when websites were

mostly considered as new technological

artefacts, the importance of approaching

websites from a communicative point of

view became clear: ‘Increasingly, organizations ﬁnd that the creation of Web sites is

not merely a hobby of their Information

Systems people, but an essential part of

their internal and external communication.

Thus the website and the communication

policy it embodies becomes the responsibility of managers and communication people, as well as the creation and

maintenance of the organization’s ﬂyers,

catalogues, commercials, annual reports

or helpdesk service. Those people will approach planning and producing a Web site
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as a communication design process, rather

than a technical design process’ (van der

Geest 2001: 1).

Five dimensions have to be taken into

consideration when approaching websites

as communication events/activities:

(1) the addressers of the message, that is,

the people who publish the website and

perform all the related activities, such

as designing, developing, maintaining,

promoting, evaluating, and improving

it, as well as interacting with the concerned publics;

(2) the addressees, that is, the visitors/users of a website;

(3) the message itself, that is, the contents

and the services offered by the website:

the information it transmits, the activities it allows, such as following a link,

sending a message, making a payment,

voting, subscribing, interacting, and so

on;

(4) the channel through which the message

is sent, that is, the technical tools which

make contents and services available:

hardware, software, network connection, visual interfaces, and so on;

(5) the context in which the website is inserted, that is, its relevant market.

Fundamental components of the WWW

are search engines: these are particular Web

services which allow surfers to search and

retrieve information over the Web through

full-text searches performed on the content

of web pages. Technically, search engines

are pieces of software that perform three

main activities: (1) they fetch web pages

through special software called spiders (or

crawls, bots, etc.) and load them into their

own database; (2) they index all the web

pages gathered in the database by means of

a ranking algorithm (i.e., a set of rules according to which different resources are put

in order of relevance for given keywords);

(3) they answer to the users’ searches by

presenting them the Web resources that

best ﬁt users’ queries. Different search

engines have developed different ranking
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algorithms and criteria in order to offer

more relevant results to the users. The most

popular search engine is Google, which in

March 2008 had a market share of 77.7 per

cent, followed by Yahoo (12.1 per cent), and

MSN (3.3 per cent) (http://marketshare.

hitslink.com/report.aspx?qprid=4).

Web 2.0

The term Web 2.0 refers to the ‘second

generation of the World Wide Web that is

focused on the ability for people to collaborate and share information online.

Web 2.0 basically refers to the transition

from static HTML Web pages to a more dynamic Web’ (http://www.webopedia.com/

TERM/W/Web_2_point_0.html). The term

was proposed for the ﬁrst time in 2004 as a

provocative suggestion, and has since then

captured a great attention. The novelty

brought by Web 2.0 is not so much technical, since it does not provide completely

new technologies; the main technical

innovation in Web 2.0 is Ajax (Asynchronous JavaScript and XML), which is not

a technology itself but a new model that

consists in using existing technologies so

as to ease the way users can interact with

online applications, allowing them to work

asynchronously (that is ofﬂine) and to easily update their online spaces. Web 2.0 is

a new way of using the Web itself, whose

key component are user-generated contents

(UGC): according to Kolbitsch and Maurer (2006: 187), Web 2.0 tools ‘enable user

participation on the Web and manage to

recruit a large number of users as authors

of new content,’ thus obliterating ‘the clear

distinction between information providers and consumers.’ As a matter of fact,

Web 2.0 tools have lowered the publication

threshold, enabling people with little technical competence to publish online.

Besides expanding the group of online

publishers – hence moving from ‘passive’ /

‘read only’ competence to ‘active’ / ‘read

and write’ competence – Web 2.0 also supports a different metaphor of the Web itself,

not only conceived as an expanding library



718



World Wide Web



(where you can go and pull as much information as you like), but also as a public

place, where people go to meet other people and have shared experiences. A further

aspect of Web 2.0 worth considering is that

it fulﬁls the multimedia promise of the

Web. Thanks to a wider diffusion of large

bandwidth internet access, more rich media

contents can be published and enjoyed.

Web 2.0 includes many different applications, which have been classiﬁed in different typologies. A McKinsey research survey

(2007), for instance, proposes a classiﬁcation into nine different categories. The most

popular Web 2.0 applications are blogs,

folksonomies, social networks, and wikis.

Blogs (short for Web logs) are websites

that offer a very easy publication interface, organize contents, as in diaries, according to a temporal axis, can allow for

feedback by readers, and ‘syndicate new

items to make it easier to keep up without

constant checking back’ (Hall 2002). The

rapid spread of blogs has given rise to the

so-called blogosphere, a network of more or

less loosely interconnected blogs in which

the author of one blog can easily comment

on other blogs. Strictly related to blogs is

RSS (Really Simple Syndication or RDF Site

Syndication, where RDF stands for resource

description framework), which allows users to subscribe to automatic distribution of

news (RSS) feeds; similar in nature is podcasting, the distribution of audios or videos

over the internet, collecting them through

aggregators, and playing them on portable

devices like iPods, other MP3 players, and

so on.

Collective intelligence tools or folksonomies

are tools that collect and organize pieces of

information coming from the members of a

group in an attempt to represent the group

knowledge. A folksonomy is deﬁned by

users who assign one or more tag (a label)

to describe the web resource they want to

classify. The websites del.icio.us and Flickr

are two examples of successful folksonomies, where thousands of users store, tag

(label), and share web pages and photos.

Folksonomies are also commonly used as



an alternative to traditional search engines,

since the tags added to a web resource by a

user make the resource searchable by other

users.

Social networks are services that support

social exchanges within given groups, allowing members to share data and knowledge or ﬁnd the right people.

Wikis (from the Hawaiian word ‘wiki

wiki’: ‘quick’) are websites that support

collaborative document editing. The most

famous wiki-based web service is Wikipedia, the ‘free encyclopedia that anyone

can edit’ (http://en.wikipedia.org/wiki/

Main_Page). As observed by Kolbitsch and

Maurer (2006: 195), ‘the success of Wikipedia builds on the tight involvement of

the users, the sense of the community, and

a dedication to developing a knowledge

repository of unprecedented breadth and

depth.’

Stefano Tardini and Lorenzo Cantoni
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WRITING

[See also: Alphabets; Zipf’s Law]



Writing is linguistic communication

through the use of symbols that can be recorded in various media or materials. Writing emerges in the earliest cultures, alongside vocal language, in the form of pictures,

called pictographs. Pictographic systems still

exist, alongside alphabetic ones, in many

languages. Moreover, pictography is still

used for more general communication. The

signs standing for men and women on public washrooms are examples of modern pictographs. Writing serves many functions.

The books, magazines, and other materials

that are based on writing allow us to gain

information, derive entertainment, and so

on. Some written texts, such as sacred texts,

are the sources for the legal and ethical systems adopted by speciﬁc societies.

Pictography dates from the Neolithic era.

One of the ﬁrst civilizations to make pictography its ofﬁcial means of recording ideas,

business transactions, and transmitting
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knowledge was ancient China, dating as

far as back as the ﬁfteenth century bce. The

basic principle in early pictography is the

use of images to stand directly for something. The degree of pictorial resemblance

is higher for concrete things (tree, bird, man,

woman, child) than it is for abstract referents (evening, sleeping). A tree can be shown

with a simple drawing, whereas the twilight would have to be shown with several

pictorial elements such as a sun crossing

a horizontal line. The latter type of pictograph is called an ideograph. Ideographs

assume knowledge of the relation between

the pictorial elements and the referent. For

example, the Chinese ideograph for east is a

combination of the pictographs for sun and

tree (Billeter 1990). Increasingly abstract

pictographs are known as logographs. These

combine elements of pictography and

ideography.

A well-documented pictographic-logographic system, called cuneiform, was used

by the ancient Sumerian culture 5,000 years

ago. It consisted of wedge-shaped symbols

recorded on clay tablets. Cuneiform was

developed and used primarily by rulers

and clerics. Another well-documented

pictographic-logographic script, called

hieroglyphic, was invented in Egypt around

the same time for recording hymns and

prayers, the names of deities, and various

community activities (hieroglyphic derives

from Greek hieros ‘holy’ and glyphein ‘to

carve’). The myths of many cultures attribute the origin of writing to deities

– the Cretans to Zeus, the Sumerians to

Nabu, the Egyptians to Toth, the Greeks to

Hermes. The hieroglyphic system eventually developed sound-modelling elements

within it called phonographs. These are

signs standing for parts of words, such as

syllables or individual sounds. The ﬁrst

true phonographic-syllabic systems were

developed by the Semitic peoples of Palestine and Syria. They are still used in some

cultures. Japanese, for example, is still

written with two complete syllabaries – the

hiragana and the katakana. A phonographic

system for representing single sounds is
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called alphabetic. The ﬁrst such system, consisting of phonographic symbols for consonant sounds only, emerged in the Middle

East. It was transported by the Phoenicians

to Greece, where symbols for vowel sounds

were added to it. The Greek writing system

thus became the ﬁrst full-ﬂedged alphabetic one.

The transition from pictography to alphabets was evolutionary, not revolutionary. Every alphabet character is a stylized

version of a previous pictograph. The

letter A, for instance, was originally the

Egyptian pictograph of the head of an ox

– a pictograph that spread to other parts

of the Middle East. At some point, people

started to draw the head in its bare outline.

It was this kind of pictorial shorthand sign

that came eventually to stand for the word

for ox (aleph). Around 1,000 bce Phoenician scribes started drawing the ox sign

sideways, and the resulting symbol came

to stand for the ﬁrst sound in the word. As

such ‘abbreviated picture writing’ became

more common and letters stopped changing directions, the A assumed the upright

position it has today in Roman script. The

Greeks started the practice of naming each

symbol – alpha, beta, gamma, and so on –

which were imitations of Phoenician words

(aleph ‘ox,’ beth ‘house,’ gimel ‘camel,’ and

so on). The idea of an alphabetic order was

derived from the fact that the sequence of

letters was used to stand for the numbers

in order – alpha stood for 1, beta for 2, and

so on.

The tendency towards shorthand or

abbreviation is as strong today as it was

in the past. We commonly abbreviate the

names of friends and family members (Alex

for Alexander, Cathy for Catharine, Chris for

Christopher, Debbie for Deborah), common

phrases (TGIF for Thank God it’s Friday),

and of anything else that refers to something common or familiar (ad for advertising, asap for as soon as possible). Such writing

is efﬁcient, taking up less space, and is

tied to social processes and perceptions of

various kinds. Many institutions use abbreviations to represent themselves (AP for



Associated Pres, CIA for Central Intelligence

Agency, IBM for International Business Machines Corporation). These seem to imbue

them with a unique symbolic status. And,

indeed, abbreviations have always been

used by people of authority or positions

of social importance. These suggest a high

level of literacy. They are used in scholarly

and scientiﬁc writing (e.g., etc., QED, laser,

and so on). Not all abbreviation is tied, of

course, to high-register writing. It is often

used simply to make writing rapid and

efﬁcient. And this is why it is used in text

speak – the writing used to create messages

in text-messaging programs. To increase

the speed at which messages can be input

and read in real time, a series of shorthand

forms have emerged that are now part of

text speak: for example, 2dA (today), 2moro

(tomorrow), b4 (before), bf/gf (boyfriend/

girlfriend), brb (I’ll be right back), btw (by

the way), cm (call me), lol (laughing out

loud/lots of love), ruok (Are you OK?).

With few, if any, corrective forces at work

in cyberspace, several questions emerge: Is

text speak spreading to the ofﬂine world?

Is it changing how people will write and

even talk in the future? The use of abbreviation for communicative ease purposes

is nothing new, but it has never been as

widespread as it is in text speak. In today’s

cyber universe, not answering the many

text messages that people receive on a daily

basis is perceived negatively. Slowness

in response is sometimes even penalized

by ostracism or reprobation. Moreover, it

seems the text speak style is now becoming

more and more part of branding. Names

with the small letter ‘i’ are now common:

iCaps (eye care products), iCom (computer

software), iMac (model of Mac computer),

iMark (eye shadow), iZod (shoes), to name

a few. Such brand names resonate with

internet chic. The ‘i’ suggests ‘imagination,’

‘internet,’ ‘ingenuity,’ and ‘intelligence,’

among other things.

Spelling has also been used for symbolic reasons. By ﬂying in the face of

orthographic traditions that bespeak of

‘whiteness,’ rap artists, for example, have



Writing

used their own form of spelling in order to

signal a break from the hegemony of white

culture. The non-compliant attitude behind

how rap artists spell their names (for example, 2Pac, Jay-Z, Salt ‘N’ Pepa) exudes

linguistic empowerment. Rapper Chuck D

articulated rap’s anti-hegemonic stance in a

1992 interview with XXL magazine: ‘This

is our voice, this is the voice of our lifestyle,

this is the voice of our people. We’re not

going to take the cookie cutter they give us

let them mold us.’ However, it should be

mentioned that long before rap, a similar

style was adopted by such groups as Guns

N’ Roses, Led Zeppelin, and The Monkees.

The poet e.e. cummings (1894–1962) also

went against orthographic conventions by

writing only in lower case, adopting unusual punctuation, or eliminating spaces.

Spelling differences are also one of the features that set American English apart from

British English. Noah Webster proposed in

1828 the elimination of u in words such as

colour, harbour, favour, and odour. His proposal was received enthusiastically, since

it was perceived as a way for America to

show its break symbolically from its British past. American English was, in fact, a

language that was once considered to be

subversive by the British. In effect, there is

much more to writing than meets the eye.

Marcel Danesi
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YOUTUBE

[See also: Cyberculture; Facebook; Googling; Internet; Online Culture; Social Networking; Twitter]



YouTube is a video-sharing website,

founded in 2005 by Chad Hurley, Steve

Chen, and Jawed Karim, that features

videos posted by individuals as well as

by musicians, artists, TV networks, and

other professionals and institutions. It allows users to comment on and rate videos.

YouTube members can also start a discussion about a video, transforming YouTube

into a social networking site. They can also

email YouTube video links to others. Today,

YouTube also offers advertising, video diaries known as vlogs, ‘made-for-YouTube’

movies, and material created by professors

for use in courses. YouTube was purchased

by Google in 2006, with a consequent burgeoning of viewership, a fact that forced

television networks to use YouTube to

promote their programs. In 2007, YouTube

joined the Cable News Network (CNN) for

a series of presidential campaign debates in

which users could post videos asking candidates questions.

As Strangelove (2010) has shown, the

YouTube phenomenon cannot be easily

categorized in terms of traditional theories

of media and popular culture. One can

see an anonymous musician playing classical music in a clip that has been viewed

over 60 million times. An inebriated David

Hasselhoff attempting to eat a hamburger



also gets millions of views. A cat playing

the piano goes ‘viral.’ It is difﬁcult to say

what this tells us about viewers and users

of YouTube, other than it has opened up

the ‘performance stage’ to virtually everyone and that anything captured on video

and uploaded to YouTube will attract the

interest of someone else somewhere in the

world. Notwithstanding the typical comments by some critics that such sites are

‘peeping tom’ venues, it seems that the

YouTube phenomenon is documenting a

paradigm shift in how we view others and

engage with them in the ‘global village.’

Marcel Danesi
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ZIPF’S LAW

[See also: Language; Communication; Media; Print

Culture; Writing]



In communication studies, Zipf’s law,

named after Harvard linguist George

Kingsley Zipf, claims that there is a mathematical correlation between the frequency

of a form (such as a word or sentence)

and its size (as measured in number of

phonemes, words, and so on). Practically,

this means that there is a tendency in language towards efﬁciency and economy,

which manifests itself in compressed forms

(abbreviations of words and phrases, acronyms) in all domains of language use.

Scholars and scientists have always used

abbreviations and acronyms of various

kinds to facilitate swift and precise technical communications. Abbreviations such

as etc., et al., op. cit., and N.B., are still part

of ‘scholarspeak,’ as it may be called. Similar reductive tendencies exist in everyday

discourse and especially in internet-based

communications (emails, text messages,

and so on).

The Principle of Least Effort

Various theories have been fashioned to

explain why languages change. One of

the most interesting ones was articulated

in the 1950s by the French linguist André

Martinet, who claimed that languages

change as a result of the operation of eco-



nomic tendencies. Calling it the principle of

economic change, Martinet posited that complex language forms and structures tended

towards reduction, abbreviation, compression, levelling, or elimination over time.

For example, the opposition between short

and long vowels in Latin, which produced

a relatively large inventory of distinct

words in that language, was levelled in the

emerging sound systems of the Romance

languages and later eliminated. Latin had

ten distinct vowel sounds, equivalent approximately to the vowel phones represented by the letters a, e, i, o, u. In addition,

each vowel was pronounced as either long

or short – for example, the pronunciation

of the word spelled OS could mean either

‘mouth’ or ‘bone,’ depending on whether

the vowel was long or short (respectively).

The ten-vowel phoneme system was, to a

large extent, reduced or levelled in the Romance languages, in line with the principle

of economic change. Distinctions of meaning were preserved nonetheless (as they

are in modern Italian) but with less phonic

material.

Although the interaction between

economy and change comes under various names in the linguistic literature, it is

commonly called the principle of least effort

(PLE). The fact that such a principle may

be operative in determining the actual

constitution of linguistic systems was ﬁrst

identiﬁed in the 1930s by the Harvard linguist George Kingsley Zipf. Zipf claimed

that many phenomena in language could
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be explained as the result of an inborn tendency in the human species to make the

most of its communication resources with

the least expenditure of effort (physical,

cognitive, and social). This tendency was

independent of individual and culture. As

Van de Walle and Willems (2006: 756) write,

Zipf saw language as a ‘self-regulating

structure’ evolving ‘independently from

other social and cultural factors.’ The PLE

is, Zipf claimed, the reason why speakers

minimize articulatory effort by shortening

the length of words and utterances. At the

same time, people want to be able to interpret the meaning of words and utterances

unambiguously and with least effort. In

one of his most famous studies (1932), Zipf

demonstrated that there exists an intrinsic

interdependence between the length of a

speciﬁc word (in number of phonemes)

and its rank order in the language (its

position in order of its frequency of occurrence in texts of all kinds). The higher the

rank order of a word (the more frequent it

is in actual usage), the more it tends to be

‘shorter’ (made up with fewer phonemes).

For example, articles (a, the), conjunctions

(and, or), and other function words (to, it),

which have a high rank order in English

(and in any other language for that matter),

are typically monosyllabic, consisting of

one to three phonemes. This ‘compression’

force does not stop at the level of function

words, however, as Zipf and others subsequently found. It can be seen to manifest

itself in the tendency for phrases that come

into popular use to become abbreviated

(FYO, UNESCO, Hi, Bye, ad, photo, Mr,

Mrs, Dr, 24/7, and so on) or changed into

acronyms (aka, VCR, DNA, laser, GNP, IQ,

VIP, and so on). It can also be seen in the

creation of tables, technical and scientiﬁc

notation systems, indexes, footnotes, bibliographic traditions, and so on. In effect, the

general version of Zipf’s law proclaims that

the more frequent or necessary a form for

communicative purposes, the more likely it

is to be rendered compressed or economical

in physical structure. And the reason for

this seems to be an inherent psychobiologi-



cal tendency in the human species to expend the least effort possible in representation and communication.

The PLE involves not only abbreviation

and acronomy, but also phenomena such as

blending, or the creation of a new (shorter)

word that combines two other words. Sexpert, for instance, is a blend of sex or sexual

and expert. Similarly, electrocute is a blend

of electricity and execute, guestimate of guess

and estimate, motel of motor and hotel, and

brunch of breakfast and lunch.

To grasp the essence of Zipf’s law, all

one has to do is take all the words in a substantial corpus of text, such as an issue of

the New York Times, and count the number

of times each word in it appears. If the frequencies of the words are then plotted on

a histogram and sorted by rank, with the

most frequently appearing words (a, the,

for, by, and) ﬁrst, then the resulting curve

will be found to approach the shape of a

straight line with a slope of –1. A study of

Zipﬁan histograms has revealed certain

tendencies: (1) the magnitude of words

tends, on the whole, to stand in an inverse

relationship to the number of occurrences

(the more frequent the word the shorter it

tends to be); and (2) the number of different

words in a text seems to be ever larger as

the frequency of occurrences becomes ever

smaller.

Since the mid-1950s, Zipﬁan-inspired

research has established empirically that

there is a tendency in all aspects of language towards the compression of highfrequency forms. Zipf’s law has been found

to characterize many types of activities and

behaviours, from numeration patterns (Raimi 1969) to the distribution of city populations (Hill 1998).

The relation of word frequency (pn) to

rank order (n) was formalized by Zipf as

follows:

log pn = A – B logn (where A and B are

constants and B | 1)

For the sake of historical accuracy, it

should be mentioned that this type of out-
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come was known long before Zipf. In the

nineteenth century, it was found that if the

digits used for a task (to enumerate, classify, and so on) are not entirely random but

somehow socially or naturally based, the

distribution of the ﬁrst digit is not uniform

– 1 tends to be the ﬁrst digit in about 30

per cent of cases, 2 will come up in about

18 per cent of cases, 3 in 12 per cent, 4 in

9 per cent, 5 in 8 per cent, and so on This

was discovered in 1881 by the American

astronomer Simon Newcomb, who noticed

that the ﬁrst pages of books of logarithms

were soiled much more than the remaining pages. In 1938, mathematician Frank

Benford investigated listings of data, ﬁnding a similar pattern to that uncovered by

Newcomb in income tax and population

ﬁgures, as well as in the distribution of

street addresses of people listed in phone

books. Zipf’s main contribution was in

showing empirically that patterns of this

type manifest themselves regularly and

almost ‘blindly’ in human representational

efforts, especially in language.

Shortly after the publication of Zipf’s

law, the mathematician Benoit Mandelbrot,

who developed the modern-day branch of

mathematics known as fractal geometry,

became fascinated by it (Mandelbrot 1954),

since he detected it as being a particular

type of what is called a ‘scaling’ law in biology. As a mathematician, Mandelbrot also

made appropriate modiﬁcations to Zipf’s

original law, and, generally speaking, it

is Mandelbrot’s version of the law that is

used today to study frequency distribution

phenomena in several branches of linguistics, such as corpus linguistics, lexicostatistics, glottometrics, textlinguistics, and

quantitative linguistics generally.

Cyberlanguage

Nowhere is the operation of Zipf’s law as

apparent today as it is in the forms that are

created in cyberspace. Emails, text messages, and the like are the media through

which, and in which, such forms develop

profusely and with rapidity. To increase
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the speed at which such messages can be

input and received, a series of common abbreviations, acronyms, and other reduced

structures have become part of a common

cyberlanguage (Crystal 2001). Here are a

few common English cyberforms:

b4

bf/gf

f2f

gr8

h2cus

idk

j4f

lol

cm

2dA

wan2

ruok

2moro

g2g



=

=

=

=

=

=

=

=

=

=

=

=

=

=



before

boyfriend/girlfriend

face-to-face

great

hope to see you soon

I don’t know

just for fun

laughing out loud

call me

today

want to

Are you OK?

tomorrow

gotta go



Other economizing tendencies include

the lack of distinction between upper and

lower case, the elimination of apostrophes

(im, dont, isnt, didnt), and reduced use of

punctuation. By ignoring such stylistic

devices, the user saves time by limiting

the hand actions performed on the keyboard. Crystal (2001: 87) calls this the

‘save a keystroke principle’: ‘Most of the

Internet is not case-sensitive, which thus

motivates the random use of capitals or no

capitals at all. There is a strong tendency

to use lowercase everywhere. The “save a

keystroke” principle is widely found in

e-mails, chat groups, where whole sentences can be produced without capitals

(or punctuation).’

Formal writing takes time and effort. In

today’s cybernetic universe, both come at

a premium. Not answering the barrage of

emails or text messages that people receive

on a daily basis is perceived negatively.

Slowness in response is, at times, even penalized by social ostracism or various other

forms of reprobation. Logically, reduction

of forms helps counteract the situation by

making it possible to respond to a sender

quickly and rapidly. Various strategies of
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condensation have thus evolved within

cyberlanguage that are consistent with the

PLE. In addition to the traditional abbreviation and acronymic reductions, cyberforms

are produced through various phonic and

numeric replacements. For example, in

the cyberform How R U? (‘How are you?’)

the letters R and U are pronounced in the

same way as are the words are and you but

take less time to type. In the cyberform B4

(‘before’) the B is pronounced like the morpheme be- and 4 like the morpheme fore.

Such replacements are common, reﬂecting

an economizing strategy that allows for

rapid inputting of messages in email, chatroom, and text messaging forms of cyber

communication.

Implications

The tendency towards economy has always

been a factor in linguistic communication. Cyberspace has simply sped up the

process. Where once it took decades for a

change to penetrate the language, now it

seems to take only days. Of course, many

of the cyberforms will disappear. Only

those that gain general currency will remain. So, although the PLE suggests a kind

of ‘blind operation’ of economic forces in

language, the social aspect is still an imperative in ultimately conditioning what

forms remain and which ones will disappear. Logically, the nature of cybercommunications – their rapidity, their quantity,

and so on – has implications for change in

language. How will literacy be deﬁned in,

say, the year 2067? What form will writing

take?

There are many more questions that a

Zipﬁan analysis of communication elicits,

especially in the relation of verbal to nonverbal communication. Is there a relation

between gesture form and its utility and

frequency? Are gestures that are more

abrupt than others higher in frequency (of

usage) than those that are more elaborate?

How does one measure ‘length’ or ‘size’

in the non-verbal domain? Do non-verbal

forms that are used with verbal ones – such



as the gestures that accompany speech –

match them in Zipﬁan terms? Zipﬁan analysis has the capacity to show that humans,

in their apparent quest for economy, end

up producing new systems that produce

new ideas and serendipitous discoveries.

Just why data conform to Zipﬁan distributions can be a matter of some controversy.

The fact that Zipﬁan distributions arise in

randomly generated texts suggests that in

linguistic contexts, the law is a statistical

artefact. That is, one starts with an alphabet of N letters, one of which is a blank

space and thus acts as a word separator.

By picking letters randomly, with a uniform distribution, one generates a random

string; the string will consist of ‘words’ of

various lengths. After ranking these words,

and plotting their frequency, one obtains

precisely Zipf’s law. Thus, Zipf’s law does

not seem to shed any light on the linguistic

structure of language, but is rather an artefact of using letters to spell words.

Whatever the case, what Zipf’s law

shows, or at least suggests, is that general

conditions exist in communication systems

that determine the equilibrium of the systems in terms of their forms and meanings.

It is the speciﬁc conditions that shift with

time and place, not the general tendencies.

Marcel Danesi
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Timelines



Print Media

2400 BCE

350

600

700

1000

1234

1453

1455

1602

1620

1640

1640s

1644

1690

1721

1731

1732

1735

1751

1776

1783

1789

1790

1790

1798–1800

1821

1827



Papyrus, based on reeds, is used along the Nile River for writing

The Romans produce the codex book made with parchment pages bound together

Illuminated manuscripts are produced by scribes (primarily monks), featuring decorative designs on each page

Arab traders introduce paper to the Western world

Movable clay typesetting is invented in China

Movable metal typesetting is invented in Korea

Johannes Gutenberg transforms a wine press into a printing press, leading to the

mass production of books

The Gutenberg Bible is the ﬁrst book published with the new printing technology

The ﬁrst public lending library, called the Bodley, is established

Corantos, the ﬁrst news sheets, are published in northern Europe

The ﬁrst book published in the American colonies is The Bay Psalm Book; it is

printed in Boston

Diurnos, which are the forerunners of the ﬁrst daily newspapers, are published in

England

English poet John Milton praises and defends freedom of speech in his pamphlet

titled Aeropagitica

Boston printer Benjamin Harris publishes the ﬁrst American newspaper, Publick

Occurrences, Both Foreign and Domestick

The New England Courant begins publication

The ﬁrst popular magazine, called Gentleman’s Magazine, is published in England

Benjamin Franklin publishes his popular Poor Richard’s Almanack

Freedom of the press is debated after a jury rules in favour printer Peter John

Zenger, who had criticized the government in print and was charged with libel

The ﬁrst modern encyclopedia is put together by French scholars

The American Declaration of Independence is disseminated throughout the nation

by newspapers

The ﬁrst American daily, the Pennsylvania Evening Post and Daily Advertiser, is

published

Freedom of the press is enshrined in the American Constitution by the First

Amendment

First American copyright law is passed, as publishing houses start to proliferate

The Copyright Act is passed

The Alien and Sedition Acts attempt to curtail press criticism of the government

The Saturday Evening Post is launched, appealing directly to female readership

The ﬁrst African American newspaper, Freedom’s Journal, makes its appearance
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1828

1833

1833

1836

1846

1848

1860s



1878

1879

1880s

1883

1895

1896

1909

1914

1917

1920s

1922

1923

1936

1939

1953

1955

1960s

1969

1971

1972

1974

1980

1982

1995

1998

1998



2000s

2003

2008–



Timelines

The ﬁrst Native American newspaper, The Cherokee, makes its debut

The New York Sun is founded as the ﬁrst penny press newspaper

The penny press era is ushered in after the New York Sun is published, costing only

one cent and thus starting the trend of making newspapers affordable

Sarah Josepha Hales creates Godey’s Lady’s Book, the ﬁrst modern women’s

magazine

The rotary press is invented in the U.S. and Harper’s Weekly begins regular

publication

Six newspapers form the Associated Press, relaying news stories around the country

via telegraphy

The dime novel is established as a mass paperback book; New York Morning

reaches a circulation of 80,000, highlighting the fact that newspapers had become

an integral part of mass communications

Joseph Pulitzer starts a new journalism movement

A Postal Act lowers the postal rate for magazines, allowing them to thrive

Linotype and offset lithography are used to lower the cost of book production

Pulitzer buys the New York World, ushering in the era of yellow journalism

William Randolph Hearst enters newspaper publishing with sensationalistic

techniques

Adolph Ochs buys the New York Times, making responsible journalism its primary

objective

An important Copyright Act is passed

First Spanish-language paper in the United States, El Diario-La Prensa, is founded

in New York

The Pulitzer Prize is established at Columbia University

Newspaper chains spring up, marking a decline in the number of daily metropolitan

newspapers

Reader’s Digest is launched

Henry Luce founds Time magazine

Life magazine starts publication

Robert de Graaf establishes Pocket Books

TV Guide is launched, indicating the start of modern media convergence

The Village Voice is launched in Greenwich Village as the ﬁrst underground

newspaper

Computer-based typesetting begins

The Saturday Evening Post is among the ﬁrst magazines to succumb to specialized

competition

Borders bookstore opens up in Ann Arbor. Chain bookstores and superstores start

springing up shortly thereafter

Watergate scandal stimulates a new era of investigative journalism

People magazine starts publication

Ohio’s Columbus Dispatch is the ﬁrst newspaper to go online

USA Today is launched, the ﬁrst paper modelled after television

Amazon.com is established

The Digital Millennium Copyright Term Extension Act is passed

The Dallas Morning News is the ﬁrst newspaper to break a major story on its website

instead of its front page. Increasing use of the internet leads to the development of

blogs, discussion groups, and the like, which take on many functions of traditional

newspapers

Microsoft and Adobe start making online books (e-books) available

Thousands of newspapers offer some kind of online news service; blogs, websites,

etc. appear to take on many of the traditional functions of print media

e-Books become widespread as devices known as e-readers (tablets that can contain electronic text) are mass marketed
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Radio and Recordings

1877

1887–8

1896

1906–10



1910

1912

1916

1916–20



1922

1926

1927



1933

1934

1938

1941

1947

1948

1955

1956

1962

1970s

1971

1979

1981

1982

1987

1990s

1996

1997

1998

2000

2000s



2001

2003



Thomas Edison invents the wax cylinder phonograph

Emile Berliner manufactures the gramophone to play mass-produced discs

Guglielmo Marconi develops the ﬁrst radio transmitter

Lee De Forest invents the vacuum tube, called the Audion tube, and Reginald Fessenden broadcasts the ﬁrst radio program from the Metropolitan Opera House in

New York City

Congress passes the Wireless Ship Act requiring ships to carry wireless radio

Congress passes a Radio Act, licensing radio transmitters

David Sarnoff, of American Marconi, writes a famous memo, The Radio Box Memo,

in which he proposes to make radio a ‘household utility’

Frank Conrad founds KDKA in Pittsburgh as the ﬁrst experimental radio station in

1916. The station’s broadcast of the 1920 presidential election results on 2 November 1920 is generally considered the beginning of professional broadcasting

The ﬁrst uses of radio for commercial purposes begin with the airing of the ﬁrst advertisements by AT&T on station WEAF. This causes an uproar

The ﬁrst radio broadcasting network, NBC, is created by RCA. AT&T abandons radio

broadcasting

Congress’s Radio Act creates the Federal Radio Commission. Congress also passes the Federal Communications Act of 1934, allowing commercial interests to control

the airwaves. AM stations are allocated

FM radio is developed

The Federal Communications Commission (FCC) is created

Mercury Theater of the air broadcasts War of the Worlds, demonstrating how quickly

a mass medium can cause public panic

Chain broadcasting rules are developed

Radio starts to lose audiences to television. Magnetic audiotape is developed by

3M

33 1/3 records are introduced by Columbia Records and 45 rpm records are introduced by RCA Victor. The DJ radio era takes off

Top 40 radio becomes the most popular type of radio format

Stereo recordings are invented and mass-produced

Cassette tapes are introduced

FM radio stations gain popularity, introducing narrowcasting

National Public Radio starts broadcasting with All Things Considered

Sony engineer Akio Morita invents the portable Walkman

Music Television (MTV) is born, becoming an arm of the recording industry

Compact discs are introduced

WFAN is launched as the ﬁrst all-sports radio station, further spreading the narrowcasting trend

Talk radio becomes popular. Old and new genres, from country to gospel and opera

become popular with target audiences creating niche recording and radio markets

Congress passes the Telecommunications Act, allowing for consolidation in radio

ownership across the United States

DVDs make their debut

Music download sites proliferate on the internet

MP3 technology shakes up the music industry, as internet users share music ﬁles on

Napster. Napster is eventually ordered to stop unauthorized ﬁle sharing

Satellite and web-based radio programs emerge in 2002. File-sharing, online radio

programs, etc. become highly popular. Rap and hip hop remain popular but lose

their market domination

Peer-to-peer internet services make music ﬁle-sharing popular

Apple Computer’s iTunes music store makes its debut
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Timelines



2008–on



Satellite radio makes its appearance, paralleling pay-per-view television, as radio

increasingly converges with other media



Film and Video

1877

1888

1889

1894

1895

1896

1903

1907

1910s

1914

1915

1920s



1922

1927

1930s

1947

1957

1968

1976

1990s

1995

1997

2000

2009–



Eadweard Muybridge records motion on ﬁlm for the ﬁrst time

Thomas Edison manufactures the ﬁrst motion picture camera

Hannibal Goodwin develops ﬁlm technology, opening up the door to cinematography

Thomas Edison opens up the ﬁrst kinetoscope parlours with coin-operated projection

machines

The Lumière brothers show the ﬁrst short ﬁlms in Paris

Thomas Edison invents the Vitascope, which is capable of large-screen projection

Edwin S. Porter’s The Great Train Robbery gains popularity, indicating that the era

of cinema has arrived

Storefront movie parlours, called nickelodeons, with a ﬁve-cent admission, begin to

ﬂourish

Silent ﬁlms become popular. The ﬁrst movie celebrities emerge in the late 1910s and

early 1920s

Movie palaces start opening up in New York City

D.W. Grifﬁth’s Birth of a Nation, the ﬁrst true feature ﬁlm, gains great success

The Big Five studios (Paramount, MGM, Warner Brothers, Twentieth Century–Fox,

RKO) and the Little Three studios (Columbia, Universal, United Artists) are established in the late 1920s

The American movie industry establishes voluntary censorship

Soundtrack technology produces the ﬁrst talkie, The Jazz Singer (1927) starring Al

Jolson

The 1930s is often called the Golden Age of Cinema

The House Un-American Activities Committee starts holding hearings on communism in Hollywood

In the Roth vs. United States case the Supreme Court sets community standards as

the criteria for deﬁning obscenity

MPAA movie ratings are introduced

VCRs are introduced

Independent ﬁlms become popular

The ﬁrst megaplex movie theatre is built in 1995 in Dallas. Toy Story is the ﬁrst completely computer-generated movie, starting a new trend in movie production

DVDs come onto the scene

Movies integrate with the internet, where trailers are shown and where full features

can be seen; YouTube features snippets and even entire movies

Movie technology brings back 3-D and animation becomes more and more dominant

as a mode of moviemaking



Television

Late 1800s

1884

1927

1935

1936

1939

1941

1948



The cathode ray tube makes television technology possible

In Germany, Paul Nipkow patents the electrical telescope, further developing TV

technology

Philo T. Farnsworth broadcasts the ﬁrst TV picture electronically. He applies for a TV

patent

Farnsworth conducts the ﬁrst public demonstration of TV in Philadelphia

Television service debuts in Britain

NBC starts regular television broadcasts from New York City

The FCC sets standards for television broadcasting

The ﬁrst network TV variety shows usher in the golden age of television. The ﬁrst

community antenna television (CATV) is established



Timelines

1950

1950s

1954

1958–9

1960

1961

1966

1967

1968

1971

1972

1975

1976

1980

1981

1987

1990s

1990

1994

1996

1997

1998

2000s



2002

2003

2008–on
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The A.C. Nielsen Market Research Company starts tracking TV audience behaviours

Television becomes a dominant medium, with previous radio genres and radio personalities making the move over to TV

Colour television technology is introduced. The U.S. Senate begins hearings on the

purported effects of television violence on juvenile delinquency

Quiz show scandals tarnish TV’s image

The ﬁrst satellite system, called Telstar, is established. The Kennedy-Nixon presidential debates illustrate the power of television to inﬂuence public opinion

A second round of Senate hearings on television violence takes place

Prime-time programs are broadcast in colour

Congress creates the Corporation for Public Broadcasting, leading to the establishment of public television

The National Commission on the Causes of Violence concludes that TV violence

encourages violent behaviour

All in the Family introduces controversial social issues to prime-time programming

The FCC makes cable available to cities. The U.S. Surgeon General releases a research report on the relation between television and social behaviour

HBO (Home Box Ofﬁce) begins broadcasting via satellite. VCRs are introduced. Under FCC pressure, broadcasters adopt a family-hour format

Cable becomes popular with Ted Turner’s WTBS in Atlanta

CNN premieres as a 24-hour cable news network

Cable also brings MTV onto the scene in 1981

Rupert Murdoch’s Fox television makes its debut

New channels and networks open up

The Children’s Television Act mandates children’s programming

The direct broadcast satellite (DBS) industry debuts

The Telecommunications Act abolishes most TV ownership restrictions

Parental advisories mandated for TV programs

The V-chip is introduced. HDTV broadcasting begins

Narrowcasting becomes a reality, with all the specialty channels available along with

network programming. Television and the internet merge to create a co-broadcasting

system, whereby television channels and internet websites deliver the same or complementary content

The FCC rules to end analogue broadcasting by 2007, transforming TV to a digital

medium

VOD (video on demand) is introduced

Television merges more and more with the internet to produce simultaneous webcasts of programs and to provide more programming and information associated

with networks



The Internet and the World Wide Web

1822

1844

1866

1876

1915

1939

1946

1951

1962



Charles Babbage develops a computer device that becomes a model for future technology

Telegraphy constitutes a data network forerunner

Transoceanic telegraph service begins

The telephone is introduced

The ﬁrst transcontinental phone call is made possible with new technologies

John Vincent Atanasoff of Iowa State University designs the ﬁrst modern computer

J. Presper Eckert and John Mauchly invent ENIAC, the ﬁrst general-purpose computer, for military purposes

Eckert and Mauchly introduce UNIVAC for civilian purposes

The ﬁrst communications satellite, the ﬁrst digital phone networks, and the ﬁrst pagers are introduced
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1964



The ﬁrst local area network (LAN) is put into service to support nuclear weapons

research

1965

BASIC is developed

1969

Arpanet is the ﬁrst communication network established by the American defence

department

1971

Microprocessors are developed

1972

The ﬁrst video game, Pong, is introduced. Email is developed for communications on

Arpanet

1975

The ﬁrst personal computer, Altair, is introduced

1977

The ﬁrst ﬁbre-optic network is created

1978

Cellular phone service begins

1980s

Fibre-optic cable is developed, making it possible to transmit digital messages. Hypertext is developed

1982

The National Science Foundation sponsors a high-speed communications network,

leading to the internet

1983

Arpanet starts using TCP/IP, essentially launching the internet

1984

Apple Macintosh is the ﬁrst PC with graphics

1989

Tim Berners-Lee develops concepts and techniques that form the basis of the World

Wide Web. AOL (America Online) is formed, later becoming the ﬁrst successful internet service provider

1990

The ﬁrst internet search engine, Archie, is developed

1991

The internet opens to commercial uses, HTML is developed, and the World Wide

Web is launched by Berners-Lee

1993

The ﬁrst point-and-click Web browser, Mosaic, is introduced

1994

The ﬁrst internet cafés open. Jeff Bezos launches Amazon.com

1995

Digital cellular phones are introduced on the market

1996

The Telecommunications Act and the Communications Decency Act are passed.

Google is launched

2000

Cookies technology allows for information proﬁles to be created, enabling datamining practices to burgeon

2001

Instant-messaging services appear

2002

Broadband technology is developed by South Korea

Mid–late 2000s The internet converges with older media (radio, television, etc.) to produce online

versions of previous broadcasting. It also becomes a source of new forms of communication, with websites such as MySpace, YouTube, and Twitter

2010

Google starts the process of digitizing books, as copyright issues become more and

more pressing



Advertising

1625

1735

1792

1804

1830s

1841

1860s

1871

1880s

1887

1914

1920s



The ﬁrst true advertisement appears in an English newspaper

Benjamin Franklin sells ad space in the Pennsylvania Gazette

The ﬁrst propaganda ministry is established in France

The ﬁrst classiﬁed ads in America run in the Boston News-Letter

The penny press becomes the ﬁrst advertising-supported media outlet

The ﬁrst ad agency is established in Boston by Volney Palmer to represent newspaper publishers

Advertising is incorporated into magazines

P.T. Barnum establishes his Greatest Show on Earth, using techniques that become

the basis of sensationalistic advertising

Brands (products with names) appear

Ladies Home Journal is designed to be a medium for consumer advertising

The Federal Trade Commission is established in 1914 to help monitor advertising

practices

Newspapers and magazines start depending heavily on advertising revenues



Timelines

1922



1942

1950s–60s

1957

1971

1984

Mid-1980s

1994

1995

1998

2000s

2010
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Newspaper columnist Walter Lippmann publishes a controversial book, Public Opinion, in which he shows how advertising shapes public perception negatively. The ﬁrst

radio commercial is aired

The systematic study of propaganda and advertising effects is started by the U.S.

military

30-second and 60-second TV commercials become routine

Vance Packard’s The Hidden Persuaders is published, warning people of the dangers of persuasive advertising

Tobacco ads are banned from television

Apple’s Macintosh commercial at the Super Bowl halftime takes advertising to a new

aesthetic level

Brand placement and a general partnership between advertising and pop culture

solidify

Internet banner advertising begins

The internet advertising agency DoubleClick is founded

Tobacco ads are banned from billboards

The internet and the World Wide Web become increasingly attractive as sites for

advertising. New forms of advertising, such as pop-ups, appear

Advertising styles adapt continuously to the world of cyberspace, and many brands

increasingly become a part of popular culture
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