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Dell EqualLogic PS Series storageDell EqualLogic PS Series storage
DellDell®® EqualLogic EqualLogic™™ PS Series  PS Series iSCSI arrays simplify storage deployment by offering high performance,iSCSI arrays simplify storage deployment by offering high performance,

reliabilityreliability, intelligent automation, and seamless virtualization of a , intelligent automation, and seamless virtualization of a single pool of storage. The single pool of storage. The foundationfoundation

of an EqualLogic storage solution is a PS Series Group: an iSCSI SAN including one or more PS Seriesof an EqualLogic storage solution is a PS Series Group: an iSCSI SAN including one or more PS Series
storage arrays (members) connected to an IP network and managed as a single storage arrays (members) connected to an IP network and managed as a single system. Each arraysystem. Each array

has fully has fully redundant hardwredundant hardware and up to are and up to three active network connections for three active network connections for maximum bandwidth.maximum bandwidth.

Integrated virtualization firmware provides:Integrated virtualization firmware provides:

•• Seamless scalabilitySeamless scalability

••  Automatic RAID  Automatic RAID configuration and configuration and spare disk spare disk configurationconfiguration

••  Automatic netw Automatic network, performanork, performance, and capce, and capacity load baacity load balancinglancing

 The D The Dell Eell EqualLogic qualLogic PS5000E PS5000E line line spans spans from from 2 to 2 to 16 TB 16 TB in cain capacity pacity in a in a single single arrayarray, util, utilizing Sizing SATATA drivA driveses

ranging from 250GB to 1TB. The PS5000X arrays offer 6.4TB or raw storage capacity utilizing 400GB,ranging from 250GB to 1TB. The PS5000X arrays offer 6.4TB or raw storage capacity utilizing 400GB,

10,000 RPM Serial Attached SCSI (SAS) disk drives. The PS5000XV arrays use 146GB or 300GB 15,00010,000 RPM Serial Attached SCSI (SAS) disk drives. The PS5000XV arrays use 146GB or 300GB 15,000

RPM Serial Attached SCSI (SRPM Serial Attached SCSI (SAS) disk drives to deliver 2AS) disk drives to deliver 2.3TB or 4.8TB of raw capacity, respectively. The.3TB or 4.8TB of raw capacity, respectively. The

PS5500E array utiPS5500E array utilizes 48 7200 RPM 500GB or 1lizes 48 7200 RPM 500GB or 1TB SATTB SATAII drives to deliver 2AII drives to deliver 24 or 48 TB of raw capacity4 or 48 TB of raw capacity

in a 4U enclosure.in a 4U enclosure.

Performance and capacity may easily be scaled by adding additional PS Series arrays. All Performance and capacity may easily be scaled by adding additional PS Series arrays. All PS SeriesPS Series

models have dual controllers with three 1GbE ports per controllermodels have dual controllers with three 1GbE ports per controller, for a , for a total of six total of six 1GbE ports.1GbE ports.
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 XenServer 5.0 Dell Edition XenServer 5.0 Dell Edition

overviewoverview
With the 64-bit open-source Xen hypervisor at its core, CitrixWith the 64-bit open-source Xen hypervisor at its core, Citrix®® XenServe XenServerr™™ Dell Edition is a Dell Edition is a powerfulpowerful

virtualization solution that enables efficient resource consolidation, utilization, dynamic provisioning, highvirtualization solution that enables efficient resource consolidation, utilization, dynamic provisioning, high

availability and integrated systems management. XenServer Dell Edition has a small foot print and isavailability and integrated systems management. XenServer Dell Edition has a small foot print and is

optimized to run from an internal flash storage in Dell PowerEdgeoptimized to run from an internal flash storage in Dell PowerEdge™™ servers. Dell and Citrix have partneredservers. Dell and Citrix have partnered

to bring pre-qualified and virtualization-ready platforms for today’s dynamic and growing data centers.to bring pre-qualified and virtualization-ready platforms for today’s dynamic and growing data centers.

What’What’s new in s new in XenServer 5.0 Dell EdiXenServer 5.0 Dell Edition?tion?

Expanded hardware and systems management supportExpanded hardware and systems management support

Expanded Server SupportExpanded Server Support—XenServer 5.0 is now supported on an —XenServer 5.0 is now supported on an expanded list of Dell expanded list of Dell PowerEdgePowerEdge

servers. PowerEdge 1950 III, 2900III, 2950III, R805, R900, servers. PowerEdge 1950 III, 2900III, 2950III, R805, R900, R905, M805 and M905 R905, M805 and M905 are now fully qualifiedare now fully qualified

and supported to run XenServer 5.0.and supported to run XenServer 5.0.

Expanded Storage SupportExpanded Storage Support—Storage arrays supported by Dell with XenServer 5.0 include—Storage arrays supported by Dell with XenServer 5.0 include

Dell PowerVaultDell PowerVault™™ MD1000, MD1120, MD3000, MD3000i and Dell  MD1000, MD1120, MD3000, MD3000i and Dell EqualLogic PS5000 arrays.EqualLogic PS5000 arrays.

 XenServer 5.0  XenServer 5.0 also includes a nalso includes a new Dell EqualLogew Dell EqualLogic PS Series Storage ic PS Series Storage Adapter thaAdapter that not only simplifiest not only simplifies

virtual machine storage management, but also enables advanced PS Series features to be used byvirtual machine storage management, but also enables advanced PS Series features to be used by

 XenServer host XenServer hosts.s.

OpenManage 5.5OpenManage 5.5—With Dell —With Dell OpenManageOpenManage™™ 5.5 integrated in XenServer 5.0, customers can easily 5.5 integrated in XenServer 5.0, customers can easily

monitor and manage server hardware and direct attached storage from a simple to use web usermonitor and manage server hardware and direct attached storage from a simple to use web user

interface or CLI. Dell Remote Access Controller (DRAC) 5 interface or CLI. Dell Remote Access Controller (DRAC) 5 provides out of band, including full KVMprovides out of band, including full KVM

and virtual media, access to the server.and virtual media, access to the server.

Faster and more powerfulFaster and more powerful

Powered by XenPowered by Xen—Boasting faster out-of-the-box performance, Citrix XenServer 5.0 gets —Boasting faster out-of-the-box performance, Citrix XenServer 5.0 gets more virtualmore virtual

machines, with more users and machines, with more users and faster applications onto Dell’s 64-bit PowerEdge servers. The Xenfaster applications onto Dell’s 64-bit PowerEdge servers. The Xen®® 3.2 3.2

hypervisor includes control domain performance tuning, updated paravirtualization drivers and VHDhypervisor includes control domain performance tuning, updated paravirtualization drivers and VHD

performance tuning.performance tuning.

TTuned for Wiuned for Windowsndows—XenServer adds support for Windows Server 2008, has been optimized to run—XenServer adds support for Windows Server 2008, has been optimized to run

Windows-based workloads and has been certified on both 32-bit and 64-bit versions of WindowsWindows-based workloads and has been certified on both 32-bit and 64-bit versions of Windows

Server through Microsoft’s Server Virtualization Validation Program (SVVP).Server through Microsoft’s Server Virtualization Validation Program (SVVP).

Tuned for XenAppTuned for XenApp—Citrix XenApp—Citrix XenApp™™ users benefit from XenServer’s memory management users benefit from XenServer’s memory management

performance enhancemperformance enhancements for ents for XenApp workloads. More users and faster applications lead XenApp workloads. More users and faster applications lead to moreto more

efficient application delivery with efficient application delivery with XenApp.XenApp.
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Simplified managementSimplified management

Usability Usability enhancemenenhancementsts—XenServer 5.0 includes 30 —XenServer 5.0 includes 30 new ease-of-use enhancements to make itnew ease-of-use enhancements to make it

simpler for customers to use simpler for customers to use the XenServer platform.the XenServer platform.

Search, sort and tagSearch, sort and tag—The XenCenter—The XenCenter™™ management console allows administrators to tag and management console allows administrators to tag and

search virtual infrastructure with ease to keep track of virtual machines as search virtual infrastructure with ease to keep track of virtual machines as they proliferate acrossthey proliferate across
large datacenters. Web 2.0 style tagging and searching capabilities allow IT professionals to assignlarge datacenters. Web 2.0 style tagging and searching capabilities allow IT professionals to assign

metadata and virtual tags to metadata and virtual tags to workloads, either pre-defined or customized to each organization’workloads, either pre-defined or customized to each organization’s needs.s needs.

Performance monitorinPerformance monitoring and g and alertsalerts—XenCenter includes performance monitoring, trending and—XenCenter includes performance monitoring, trending and

alerting. Easily track key performance statistics for virtual and physical servers alerting. Easily track key performance statistics for virtual and physical servers to identify hot spots,to identify hot spots,

balance computing resources and alert administrators about potentially detrimental server behaviorbalance computing resources and alert administrators about potentially detrimental server behavior

or changes.or changes.

Wizard drivenWizard driven—XenServer includes new Wizard-driven utilities such —XenServer includes new Wizard-driven utilities such as XenConvert which transformsas XenConvert which transforms

physical servers into virtual machines in physical servers into virtual machines in minutes. The XenCenter managemenminutes. The XenCenter management console also includest console also includes

new wizards for advanced storage and new wizards for advanced storage and server networking configurations.server networking configurations.

Disaster proofDisaster proof

 Automated high availability Automated high availability—XenServer adds automated high availability (HA) with resource-based—XenServer adds automated high availability (HA) with resource-based
placement of virtual machines in the event of server failures. Automated HA includes dynamicplacement of virtual machines in the event of server failures. Automated HA includes dynamic

fail-over planning based on available resources to help ensure that virtual machines always restartfail-over planning based on available resources to help ensure that virtual machines always restart

on the on the appropriate physical server.appropriate physical server.

 XenCenter s XenCenter self-healingelf-healing—XenCenter combines new automated HA with its —XenCenter combines new automated HA with its distributed managemedistributed managementnt

architecturarchitecture to create a self-healing, hard to kill e to create a self-healing, hard to kill management console. Every server in a resource poolmanagement console. Every server in a resource pool

can be a fail-over target fcan be a fail-over target for the XenCenter management console.or the XenCenter management console.

Disaster recoveryDisaster recovery—XenServer includes enhanced support for SAN —XenServer includes enhanced support for SAN based remote replication andbased remote replication and

auto-backup of virtual machine configuration to auto-backup of virtual machine configuration to remote sites.remote sites.

 The only dynamic provis The only dynamic provisioning game in townioning game in town

Windows Server 2008 and Hyper-V supportWindows Server 2008 and Hyper-V support—XenServer now includes the ability to stream—XenServer now includes the ability to stream

Windows Server 2008 workloads to physical servers or even Hyper-V (and associated workloads)Windows Server 2008 workloads to physical servers or even Hyper-V (and associated workloads)

to bare metal servers for dynamic provisioning of server workloads.to bare metal servers for dynamic provisioning of server workloads.

 Additional Micr Additional Microsoft integrationosoft integration—Role based administration using Active —Role based administration using Active DirectoryDirectory, virtual hard disk, virtual hard disk

(VHD) compatibility and out-of-the-box integration with Microsoft SQL Server are just a few of (VHD) compatibility and out-of-the-box integration with Microsoft SQL Server are just a few of the manythe many

Microsoft related enhancements in Microsoft related enhancements in XenServer’XenServer’s dynamic s dynamic provisioning capabilities.provisioning capabilities.
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EqualLogic PS Series andEqualLogic PS Series and

 XenServer XenServer
Dell EqualLogic PS Series iSCSI Dell EqualLogic PS Series iSCSI arrays simplify storage deployment by offering high performance,arrays simplify storage deployment by offering high performance,

reliabilityreliability, intelligent automation, and seamless virtualization of a , intelligent automation, and seamless virtualization of a single pool of single pool of storage. A PS Seriesstorage. A PS Series

SAN provides intelligent automation of storage management as well as virtualized storage assets. WSAN provides intelligent automation of storage management as well as virtualized storage assets. Withith

single console management and ease of storage provisioning, an EqualLogic PS Series single console management and ease of storage provisioning, an EqualLogic PS Series SAN increasesSAN increases

the power and flexibility of a the power and flexibility of a virtual infrastructure. The arrays present a single virtualized pool of virtual infrastructure. The arrays present a single virtualized pool of storagestorage

resources to attached servers. Additionaresources to attached servers. Additional arrays can be seamlessly added into l arrays can be seamlessly added into an existing SAN toan existing SAN to

automatically increase storage pool resources without disruption of automatically increase storage pool resources without disruption of application or data availability.application or data availability.

Dell EqualLogic storage brings unique benefits to the Citrix Dell EqualLogic storage brings unique benefits to the Citrix XenServer virtualization solution.XenServer virtualization solution.

Optimized utilizationOptimized utilization

While XenServer provides an excellent virtualization platform While XenServer provides an excellent virtualization platform to consolidate and optimize to consolidate and optimize serverserver

resource usage, EqualLogresource usage, EqualLogic PS Series ic PS Series storage arrays optimize storage utilization by dynamicallystorage arrays optimize storage utilization by dynamicallybalancing loads among multiple storage arrays as the usage balancing loads among multiple storage arrays as the usage changes. Additionally one can configurechanges. Additionally one can configure

thin-provisioned volumes to grow on-demand only when additional storage is needed for thosethin-provisioned volumes to grow on-demand only when additional storage is needed for those

volumes. Thin-provisioning can increase the efficiency with which volumes. Thin-provisioning can increase the efficiency with which the storage resources are utilized.the storage resources are utilized.

 The XenServe The XenServer EqualLogic Storagr EqualLogic Storage Adapter allowe Adapter allows thin volumes to s thin volumes to be createbe created from the d from the XenCenterXenCenter

interface or using XenServer CLI, thus optimizing storage requirement and simplifying storageinterface or using XenServer CLI, thus optimizing storage requirement and simplifying storage

deployment for virtual machines.deployment for virtual machines.

Reduced deployment time and effortReduced deployment time and effort

EqualLogic PS Series arrays reduce the time and effort required to deploy a SAN. Inside EqualLogic PS Series arrays reduce the time and effort required to deploy a SAN. Inside thethe

EqualLogic PS Series Group Manager, one can easily create new EqualLogic PS Series Group Manager, one can easily create new volumes and assign volumes and assign them tothem to

 XenServer host XenServer hosts, which can ims, which can immediately accmediately access those volumes ess those volumes as storage repas storage repositories. Using theositories. Using the

 XenServer Eq XenServer EqualLogic Storage AdualLogic Storage Adapterapter, a volume on , a volume on the PS Series Grthe PS Series Group is automaoup is automatically created tically created asas

a virtual hard disk for a a virtual hard disk for a virtual machine and access controls are automatically set for the volume. Usingvirtual machine and access controls are automatically set for the volume. Using
the volume cloning feature of PS the volume cloning feature of PS series, new virtual machines can be instantly provisioned by cloningseries, new virtual machines can be instantly provisioned by cloning

an existing virtual machine.an existing virtual machine.

Reduced management complexityReduced management complexity

EqualLogic PS Series SANs simplify storage EqualLogic PS Series SANs simplify storage management by consolidating physical storage andmanagement by consolidating physical storage and

providing a single-pane management view of the entire virtualized storage pool in the providing a single-pane management view of the entire virtualized storage pool in the Group. The PSGroup. The PS

Series intelligently balances workloads across the available arrays without need for human intervention,Series intelligently balances workloads across the available arrays without need for human intervention,

automatically adapting to changes in automatically adapting to changes in workload.workload.

 The XenServe The XenServer EqualLogic Storagr EqualLogic Storage Adapter intee Adapter integrates the PS segrates the PS series storage manaries storage management diregement directly intoctly into

the XenServer and XenCenter interface. Storage volumes for virtual machines can be managed rightthe XenServer and XenCenter interface. Storage volumes for virtual machines can be managed right

from XenCenter or XenServer CLI. Thus from XenCenter or XenServer CLI. Thus virtual machine storage deployment and management arevirtual machine storage deployment and management are

greatly simplified when using greatly simplified when using EqualLogic storage with EqualLogic storage with XenServerXenServer..
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High availabilityHigh availability

 XenServer 5.0 int XenServer 5.0 introduces an roduces an automated locautomated local High-Availability feaal High-Availability feature that ture that protects virtuaprotects virtual machinesl machines

hosted on shared storage against host failures. The virtual hosted on shared storage against host failures. The virtual machines running on a failed host machines running on a failed host areare

restarted on remaining servers in the XenServer pool. NIC bonding available in restarted on remaining servers in the XenServer pool. NIC bonding available in XenServer protectXenServer protectss

against failures in either network cards or paths for against failures in either network cards or paths for storage, virtual machine or management traffic.storage, virtual machine or management traffic.
EqualLogic PS Series EqualLogic PS Series arrays offer best in arrays offer best in class reliabilityclass reliability, with hot-swappable and fully , with hot-swappable and fully redundantredundant

components, RAID 5/10/50 support and components, RAID 5/10/50 support and hot spares.hot spares.

High scalabilityHigh scalability

 As one adds m As one adds more PS Series aore PS Series array members rray members to a PS Series grto a PS Series group, the stooup, the storage capacity rage capacity scales alongscales along

with the performance without disrupting application or with the performance without disrupting application or data availabilitydata availability. Plus . Plus the SAN dynamicallythe SAN dynamically

balances the load to balances the load to optimize storage resources.optimize storage resources.

Using XenServer Resource Pools, once can easily add new XenServer hosts to Using XenServer Resource Pools, once can easily add new XenServer hosts to an existing pool,an existing pool,

increasing the pool’s capacity to meet increased workload demands.increasing the pool’s capacity to meet increased workload demands.

Increased flexibilityIncreased flexibility
 The net resu The net result of all these featult of all these features and cares and capabilities is not only pabilities is not only a reduced a reduced TCO, but incrTCO, but increased flexibilityeased flexibility..

 The ease and  The ease and speed with speed with which you can which you can add new virtadd new virtual servers or expual servers or expand physical stoand physical storage,rage,

combined with single-pane managemecombined with single-pane management and the security of nt and the security of a high-availability infrastructure, allows ITa high-availability infrastructure, allows IT

administrators to respond quickly and flexibly administrators to respond quickly and flexibly to enterprise demands and initiatives.to enterprise demands and initiatives.

SAN features like tiering, SAN features like tiering, load balancing, advanced features in replication and snapshots provide aload balancing, advanced features in replication and snapshots provide a

higher level of higher level of functionality that you can’t find in standard stand-alone direct attached storagefunctionality that you can’t find in standard stand-alone direct attached storage..
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 XenServer storage model and XenServer storage model and

definitionsdefinitions
 XenServer host  XenServer host defines a codefines a container called a ntainer called a Storage RepositorStorage Repository (SR) to describy (SR) to describe a particular e a particular storagestorage

target, in which Virtual Disk Images (VDIs) target, in which Virtual Disk Images (VDIs) are stored. A VDI is a are stored. A VDI is a disk abstraction which contains thedisk abstraction which contains the

contents of a virtual disk. Figure 1 contents of a virtual disk. Figure 1 illustrates the overall storage model in illustrates the overall storage model in XenServerXenServer..

 The interface t The interface to storage hardo storage hardware allows Vware allows VDIs to be supDIs to be supported on a ported on a large number olarge number of SR types. Withf SR types. With

built-in support for IDE, SATA, SCSI and SAS drives connected locally, and iSCSI, NFS and Fibrebuilt-in support for IDE, SATA, SCSI and SAS drives connected locally, and iSCSI, NFS and Fibre

Channel connected remotelyChannel connected remotely, the XenServer host , the XenServer host SR is SR is very flexible. The SR very flexible. The SR and VDI abstractionsand VDI abstractions

allows advanced storage features such as sparse provisioning, VDI snapshots, and fast cloning toallows advanced storage features such as sparse provisioning, VDI snapshots, and fast cloning to

be exposed on storage targets, such as Dell be exposed on storage targets, such as Dell EqualLogic PS Series, that support them. For storageEqualLogic PS Series, that support them. For storage

subsystems that do not inherently support advanced operations directly, a software stack is providedsubsystems that do not inherently support advanced operations directly, a software stack is provided

based on Microsoft’based on Microsoft’s Virtual s Virtual Hard Disk (VHD) specification which implements these Hard Disk (VHD) specification which implements these features.features.

Each XenServer host can use Each XenServer host can use multiple SRs and multiple SRs and different SR types simultaneouslydifferent SR types simultaneously. These SRs . These SRs can becan be

shared, or dedicated between hosts. For shared SR, shared storage shared, or dedicated between hosts. For shared SR, shared storage is pooled between multiple hostsis pooled between multiple hosts

within a defined resource pool. A shared SR must be accessible to each host, and thus must be onwithin a defined resource pool. A shared SR must be accessible to each host, and thus must be oniSCSI, NFS, Fibre Channel or Direct Attached for clusters (such as iSCSI, NFS, Fibre Channel or Direct Attached for clusters (such as Dell PowerVault MD3000) storage.Dell PowerVault MD3000) storage.

FinallyFinally, all hosts , all hosts in a single resource pool must have in a single resource pool must have at least one shared SR in at least one shared SR in common.common.

 The following four objec The following four object classes that at classes that are used to re used to describe, condescribe, configure, and figure, and manage storagemanage storage::

Storage Repositories (SRs)Storage Repositories (SRs) are storage targets containing homogeneous virtual disks (VDIs). SRare storage targets containing homogeneous virtual disks (VDIs). SR

commands provide operations for creating, destroying, resizing, cloning, commands provide operations for creating, destroying, resizing, cloning, connecting and discovering theconnecting and discovering the

individual Virtual Disk Images (VDIs) that individual Virtual Disk Images (VDIs) that they contain. A storage repository is they contain. A storage repository is a persistent, on-disk dataa persistent, on-disk data

structure. So the act of “creating” a new SR is similar to that of structure. So the act of “creating” a new SR is similar to that of formatting a disk—for most SR types,formatting a disk—for most SR types,

creating a new SR involves erasing creating a new SR involves erasing any existing data on the any existing data on the specified storage target. The exception isspecified storage target. The exception is

NFS SRs, which create a new directory on the filer leaving existing NFS SRs as they were. SRs are long-NFS SRs, which create a new directory on the filer leaving existing NFS SRs as they were. SRs are long-

lived, and may in some lived, and may in some cases be shared among XenServer hosts, or moved between them.cases be shared among XenServer hosts, or moved between them.

Physical Block Devices Physical Block Devices (PBDs)(PBDs) represent the interface between a physical server and an attached represent the interface between a physical server and an attached

SR. PBDs are connector objects that allow a given SR. PBDs are connector objects that allow a given SR to be mapped to a SR to be mapped to a XenServer host. PBDs storeXenServer host. PBDs store

the device configuration fields that are used to connect to and ithe device configuration fields that are used to connect to and interact with a given storage target. Fornteract with a given storage target. For

example, NFS device configuration includes the IP address of the NFS server example, NFS device configuration includes the IP address of the NFS server and the associated pathand the associated path

that the XenServer host mounts. PBD objects manage the run-time attachment of a given that the XenServer host mounts. PBD objects manage the run-time attachment of a given SR to aSR to a

given XenServer host.given XenServer host.
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 Virtual Disk Im Virtual Disk Images (VDIsages (VDIs)) are on-disk representation of virtual disks provided to VMs. VDIs are the are on-disk representation of virtual disks provided to VMs. VDIs are the

fundamental unit of virtualized fundamental unit of virtualized storage in XenServer. Similar to SRs, VDIs storage in XenServer. Similar to SRs, VDIs are persistent, on-disk objectsare persistent, on-disk objects

that exist independently of that exist independently of XenServer hosts.XenServer hosts.

 Virtual Block Dev Virtual Block Devices (VBDs)ices (VBDs) are connector objects (similar to  are connector objects (similar to the PBD described above) that allowthe PBD described above) that allow

mappings between VDIs and Virtual Machines (VMs). In addition to providing a mechanism to attachmappings between VDIs and Virtual Machines (VMs). In addition to providing a mechanism to attach(or plug) a (or plug) a VDI into a VM, VBDs allow VDI into a VM, VBDs allow the fine-tuning of parameters regarding QoS (quality of service),the fine-tuning of parameters regarding QoS (quality of service),

statistics, and the bootability of a statistics, and the bootability of a given VDI.given VDI.

VVM  M  HHoossttPBDPBD

VBDVBD

VBDVBD

VDIVDI

VDIVDI

SRSR

Figure 1: XenServer Storage ModelFigure 1: XenServer Storage Model
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Dell EqualLogic PS SeriesDell EqualLogic PS Series

feature definitionsfeature definitions
 This section desc This section describes some importribes some important PS series deant PS series definitions relevant finitions relevant to this papeto this paperr. Refer to PS S. Refer to PS Serieseries

online help for detailed information on online help for detailed information on various definitions and features.various definitions and features.

 V Volumeolume

 A A volumevolume is a  is a logical device representing a portion of storage pool space and seen logical device representing a portion of storage pool space and seen on the networkon the network

as an iSCSI target. Volume data is divided among pool members. Volumes are protected by accessas an iSCSI target. Volume data is divided among pool members. Volumes are protected by access

control records.control records.

 Thin provisioning Thin provisioning

Thin provisioningThin provisioning technology allows one to  technology allows one to more efficiently provision storage, while still meetingmore efficiently provision storage, while still meeting

application and user storage needs. A volume has two capacity sizes application and user storage needs. A volume has two capacity sizes associated with it:associated with it:
••  The reported  The reported size is the size thasize is the size that is seen by iSCt is seen by iSCSI initiators. Hosts conSI initiators. Hosts connected to the nected to the volume willvolume will

associate this amount of space with the associate this amount of space with the volume.volume.

••  The volume re The volume reserve is the amserve is the amount of space tount of space that is allocated hat is allocated to the volume.to the volume.

For a volume without thin For a volume without thin provisioning enabled, the reported size and the volume reserve are the same.provisioning enabled, the reported size and the volume reserve are the same.

For volume with thin-provisioning enabled, the reported size is greater than (or equal to) For volume with thin-provisioning enabled, the reported size is greater than (or equal to) the volumethe volume

reserve, because the volume is not fully allocated.reserve, because the volume is not fully allocated.

 A thin-provisione A thin-provisioned volume is initially allocad volume is initially allocated only a pted only a portion of the volume ortion of the volume size. As data size. As data is written tois written to

the volume, more space is automatically allocated (if available), and the volume reserve increases up tothe volume, more space is automatically allocated (if available), and the volume reserve increases up to

a specified limit. Regular event messages occur as space is a specified limit. Regular event messages occur as space is used, giving you the opportunity to used, giving you the opportunity to makemake

adjustments.adjustments.

Because thin-provisioneBecause thin-provisioned volumes are only allocated the storage space that they d volumes are only allocated the storage space that they actually use, you canactually use, you can

more efficiently use storage resources, with no more efficiently use storage resources, with no difficult resize operations on the difficult resize operations on the computercomputer..

 Thin provisioning is m Thin provisioning is most effective wost effective when you know hen you know how a volume how a volume usage will increausage will increase over time, tse over time, the ratehe rate

of growth is predictable, and users do not need immediate, guaranteed access to the full of growth is predictable, and users do not need immediate, guaranteed access to the full volume size.volume size.

 Administrators mus Administrators must monitor thin-prt monitor thin-provisioned volumes aovisioned volumes and be prnd be prepared epared to increase stoto increase storage space brage space byy

adding or moving arrays to the adding or moving arrays to the pool containing the volume. If you pool containing the volume. If you must guarantee the full volume size,must guarantee the full volume size,

thin provisioning is thin provisioning is not recommended.not recommended.

 V Volume snapshotsolume snapshots

 A A snapshot  snapshot  is  is a space-efficient point-in-time reprea space-efficient point-in-time representation of volume sentation of volume data. Snapshot creation doesdata. Snapshot creation does

not disrupt access to the volume.not disrupt access to the volume.

Like volumes, snapshots on the network look like iLike volumes, snapshots on the network look like iSCSI targets and can be set online SCSI targets and can be set online and accessed byand accessed by

computers with iSCSI initiators. You can recover volume data by restoring a volume from a snapshot orcomputers with iSCSI initiators. You can recover volume data by restoring a volume from a snapshot or

by cloning a snapshot, which creates a new volume.by cloning a snapshot, which creates a new volume.
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 T To create a o create a snapshot, one snapshot, one must first remust first reserve snapshot serve snapshot space for the space for the volume. Snapshot volume. Snapshot reserve is tareserve is takenken

from the pool containing the volume, and is from the pool containing the volume, and is based on a percentage of the current volume reserve.based on a percentage of the current volume reserve.

Group level defaults can be set to Group level defaults can be set to reserve a specified percentreserve a specified percentage of volume size age of volume size for snapshot reserve.for snapshot reserve.

PS Series group snapshot technology PS Series group snapshot technology uses a reallocate-on-write technique. When users make changesuses a reallocate-on-write technique. When users make changes

to the base volume (or to to the base volume (or to the snapshot), the group stores the changes in the snapshot reserve.the snapshot), the group stores the changes in the snapshot reserve.

 Volume clones Volume clones

 A A volume clonevolume clone is an exact copy of is an exact copy of a volume created from either the original volume or a volume created from either the original volume or from afrom a snapshot snapshot

oror replica replica. Cloning a . Cloning a volume creates a new volume with a new name and volume creates a new volume with a new name and iSCSI target, but the sameiSCSI target, but the same

size, contents, and thin provisioning settings as the size, contents, and thin provisioning settings as the original volume at the time original volume at the time of the cloning. Theof the cloning. The

new volume is created in the same new volume is created in the same pool as the original pool as the original volume and is available immediatelyvolume and is available immediately. Cloning a. Cloning a

volume does not change the original volume does not change the original volume.volume.

 A cloned volume  A cloned volume consumes 100% of consumes 100% of the original volume size the original volume size from free from free space in the space in the pool. If you crpool. If you createeate

snapshots or replicas of the new volume, they snapshots or replicas of the new volume, they will use additional pool space. You cannot select awill use additional pool space. You cannot select a

different storage pool (if available) during the clone different storage pool (if available) during the clone operation, but you can move the new volume tooperation, but you can move the new volume to

another pool later.another pool later.

 Volume r Volume replicaseplicas

Replication technology in the PS Series Replication technology in the PS Series firmware lets you copy volume data between groups, therebyfirmware lets you copy volume data between groups, thereby

protecting the data from a variety of failures, ranging fprotecting the data from a variety of failures, ranging from the destruction of a volume to rom the destruction of a volume to a completea complete

site disastersite disaster, with no effect on , with no effect on data availability or performance. Similar to a snapshot, adata availability or performance. Similar to a snapshot, a replica replica is a copy is a copy

of a volume at a specific point in time. Aof a volume at a specific point in time. A replica set  replica set  is the set of replicas for a volume created over time. is the set of replicas for a volume created over time.

 A volume and its  A volume and its replicareplica set  set  are always  are always stored in different groups. By separating the stored in different groups. By separating the groupsgroups

geographically, volume data is protected against a complete site disaster. To replicate data betweengeographically, volume data is protected against a complete site disaster. To replicate data between

two PS Series groups, you must two PS Series groups, you must configure the groups asconfigure the groups as replication part replication partnersners. The groups can be in the. The groups can be in the

same building or an unlimited distance apart.same building or an unlimited distance apart.

Each replication partner plays a specific role in the replication of a Each replication partner plays a specific role in the replication of a volume. The volume is stored onvolume. The volume is stored on

thethe primary group primary group, while the volume replica set is , while the volume replica set is stored on thestored on the secondary group secondary group in space that the in space that the

secondary group delegates to the secondary group delegates to the primary group. The primary group sends primary group. The primary group sends (replicates) the data and(replicates) the data and
the secondary group receives the data. Mutual the secondary group receives the data. Mutual authentication offers security between partners.authentication offers security between partners.

 The first rep The first replication of a volume lication of a volume sends the entirsends the entire contents of the e contents of the volume to the sevolume to the secondary groupcondary group..

In subsequent replications, only the data that changed since the previous replication is sent toIn subsequent replications, only the data that changed since the previous replication is sent to

the secondary group. The longer a replication takes, or the longer the secondary group. The longer a replication takes, or the longer the interval between scheduledthe interval between scheduled

replications, the more the data that might have to be transferred to the partner.replications, the more the data that might have to be transferred to the partner.

 T To recover volumo recover volume data froe data from replicas in m replicas in the secondary the secondary group, you cgroup, you can clone an indan clone an individual replica ividual replica toto

create a new volume. You can also host a volume on the secondary group, either temporarily, forcreate a new volume. You can also host a volume on the secondary group, either temporarily, for

example to do backups, or permanently (e.g. to replace a failed primary group or example to do backups, or permanently (e.g. to replace a failed primary group or to change the roles ofto change the roles of

the primary and secondary groups).the primary and secondary groups).

If you are hosting If you are hosting the volume temporarily on the secondary group, you can later fail the volume temporarily on the secondary group, you can later fail back to the primaryback to the primary

group and use the group and use the original replication configuration.original replication configuration.
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iSCSI storage repositories iniSCSI storage repositories in

 XenServer 5.0 XenServer 5.0
 XenServer 5.0  XenServer 5.0 hosts can accehosts can access iSCSI storage using ss iSCSI storage using the built in opethe built in open-iscsi software n-iscsi software initiator or aninitiator or an

iSCSI HBA. XenServer 5.0 includes support for two types iSCSI HBA. XenServer 5.0 includes support for two types of iSCSI storage repositories:of iSCSI storage repositories:

LVM over iSCSI or lvmoiscsi SR:LVM over iSCSI or lvmoiscsi SR: utilizes the Linux Volume Manager (LVM) to create a logical volumeutilizes the Linux Volume Manager (LVM) to create a logical volume

per virtual disk image (VDI) on per virtual disk image (VDI) on the iSCSI LUN. The VDIs the iSCSI LUN. The VDIs residing in LVM over iSCSI SRs do not provideresiding in LVM over iSCSI SRs do not provide

support for sparse provisioning or fast cloning. support for sparse provisioning or fast cloning. The SR utilizes the entire LUN The SR utilizes the entire LUN specified at creation timespecified at creation time

and may not span more than one LUN.and may not span more than one LUN.

Dell EqualLogic or equal SR:Dell EqualLogic or equal SR: utilizes the XenServer EqualLogic Storage Adapter to utilizes the XenServer EqualLogic Storage Adapter to manage virtualmanage virtual

machine storage on PS Series Group. For each SR machine storage on PS Series Group. For each SR of typeof type Dell EqualLogicDell EqualLogic, a small management, a small management

volume is created on PS Series volume is created on PS Series Group. For each XenServer virtual disk image (VDI) in the Group. For each XenServer virtual disk image (VDI) in the SR, aSR, a

corresponding volume on PS series group is created. This allows for corresponding volume on PS series group is created. This allows for advanced VM life cycle operationsadvanced VM life cycle operations

such as snapshots, fast clones, thin provisioning, volume resizing etc.such as snapshots, fast clones, thin provisioning, volume resizing etc.

BothBoth LVM over iSCSILVM over iSCSI andand Dell EqualLogicDell EqualLogic SRs are capable of supporting VM SRs are capable of supporting VM agility using XenMotion:agility using XenMotion:

 VMs can  VMs can be moved be moved across Xacross XenServer hosts enServer hosts in a pin a pool without ool without noticeable dnoticeable downtime. Cowntime. CHAP support HAP support isis

provided for client authentication, during both the data provided for client authentication, during both the data path initialization and the path initialization and the LUN discovery phases.LUN discovery phases.
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LLVM over iSCSVM over iSCSI vs. Dell EquaI vs. Dell EqualLogiclLogic

SR usage considerationsSR usage considerations
When using EqualLogic PS Series to When using EqualLogic PS Series to provide iSCSI storage, you should consider storage and featureprovide iSCSI storage, you should consider storage and feature

requiremerequirements to decide whether to use the nts to decide whether to use the specialized Dell EqualLogic SR, or to use specialized Dell EqualLogic SR, or to use the genericthe generic

LLVM over iSCSI VM over iSCSI SR. The specialized XenServer EqualLogic Storage Adapter enables XenServer toSR. The specialized XenServer EqualLogic Storage Adapter enables XenServer to

communicate with the PS Series group to manage storage for communicate with the PS Series group to manage storage for VMs and use advanced array featuresVMs and use advanced array features

such as thin such as thin provisioning, fast cloning and provisioning, fast cloning and snapshots. Tsnapshots. Table 1 below able 1 below summarizes comparison betweensummarizes comparison between

the LVM over iSCSI and EqualLogic SR the LVM over iSCSI and EqualLogic SR capabilities.capabilities.

Features/ Features/ Requirements Requirements LLVM VM over over iSCSI iSCSI SR SR Dell Dell EqualLogic EqualLogic SRSR

Shared Shared SR SR for for XenServXenServer er Pool Pool Yes Yes YesYes

 XenMotion  XenMotion YYes es YYeses

Resize Resize VirtuVirtual al Disk Disk Image Image (VDI) (VDI) Yes Yes YesYes

 Thin Provisioning  Thin Provisioning No No YYeses

Fast Fast Cloning Cloning No No YesYes

 Virtual Machine Snapshots  Virtual Machine Snapshots No No YeYess

PS Series volume management fromPS Series volume management from

 XenServer/XenCenter XenServer/XenCenter

No YesNo Yes

Number of volumes on PS Series perNumber of volumes on PS Series per

SRSR

One for SR; each VDI is a logicalOne for SR; each VDI is a logical

volumevolume

One for SR plus one for One for SR plus one for each VDIeach VDI

iSCSI connections per host to PSiSCSI connections per host to PS

series groupseries group

One One per per SR SR One One per per active active VDIVDI

Connection load balancing for an SRConnection load balancing for an SR

on PS series groupon PS series group

From a host, connection to an SRFrom a host, connection to an SR

through a single iSCSI port on athrough a single iSCSI port on a

membermember

Connections to VDI volumes loadConnections to VDI volumes load

balanced across member iSCSI portsbalanced across member iSCSI ports

 T Table 1: Lable 1: LVM over iSCSVM over iSCSI Vs EqualLogic I Vs EqualLogic SRSR
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Setup and configurationSetup and configuration
 A simple setup  A simple setup utility lets you quicutility lets you quickly configure kly configure a PS Series array a PS Series array as a membeas a member of a new grr of a new group.oup.

 After you choose  After you choose the RAID typthe RAID type, the array is e, the array is automatically confiautomatically configured, and gured, and the storage is immthe storage is immediatelyediately

ready for use. Data and network I/O are automatically load balanced across the disks and networkready for use. Data and network I/O are automatically load balanced across the disks and network
interfaces—with no impact on data availability.interfaces—with no impact on data availability.

 T To increase SAN o increase SAN capacity and capacity and performance, cperformance, connect another onnect another array to the narray to the network and aetwork and add it to thedd it to the

group. Load balancing across the members occurs automatically, as needed. Management overheadgroup. Load balancing across the members occurs automatically, as needed. Management overhead

remains the same, regardless of the group size.remains the same, regardless of the group size.

For instructions on initial For instructions on initial PS series array configuration, please refer to the PS PS series array configuration, please refer to the PS Series Quick Start GuideSeries Quick Start Guide

at at http://wwwhttp://www.equallogic.com/su.equallogic.com/supportpport

 T Typical PS Series-XenServer setupypical PS Series-XenServer setup

 This sec This section dtion describes escribes a typa typical muical multi Xenlti XenServer Server host sehost setup wtup with Eqith EqualLogic ualLogic PS SerPS Series Gries Group. oup. As showAs shownn

in Figure 2, Citrix XenServer Dell Edition runs on Dell PowerEdge servers, configured in a resource pool.in Figure 2, Citrix XenServer Dell Edition runs on Dell PowerEdge servers, configured in a resource pool.

 All Xen All XenServer Server hosts ahosts are cre connected onnected via an via an Ethernet Ethernet fabric fabric and sand share hare storage storage on the on the Dell EqDell EqualLogicualLogic

PS5000 array(s). The iSCSI traffic is physically isolated from other network traffic using separate physicalPS5000 array(s). The iSCSI traffic is physically isolated from other network traffic using separate physical

Ethernet switches. Two NICs on each host are bonded to provide high availability and load balancing forEthernet switches. Two NICs on each host are bonded to provide high availability and load balancing for

host management and virtual machine traffic and high availability for IP storage traffic.host management and virtual machine traffic and high availability for IP storage traffic.

EqualLogic PSEqualLogic PS

Series ArraySeries Array

XenCenter Client /XenCenter Client / XenServerXenServer

Management StationManagement Station HostsHosts

11 33

11 33

11
XenServer Management andXenServer Management and

XenMotion TrafficXenMotion Traffic 22 22

22 Virtual Machine TrafficVirtual Machine Traffic

iSCSI Storage TrafficiSCSI Storage Traffic

22

Figure 2: A sample of typical XenServer Figure 2: A sample of typical XenServer Pool Configuration using PS Series storagePool Configuration using PS Series storage

 This configuration illustra This configuration illustrates traffic setes traffic segregation using segregation using separate physicaparate physical switches; howel switches; howeverver, isolation can, isolation can

also be achieved using VLANs. XenCenter can be installed on also be achieved using VLANs. XenCenter can be installed on any workstation or server machine thatany workstation or server machine that

has access to has access to the host management network.the host management network.

Note:Note: Refer to XenServer Dell Edition Solution Guide for Refer to XenServer Dell Edition Solution Guide for more information on supported Dell storage configurations with XenServer.more information on supported Dell storage configurations with XenServer.
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Multi-pathing with XenServer and PS SeriesMulti-pathing with XenServer and PS Series

Multi-pathing in XenServer for iSCSI traffic is achieved using a highly Multi-pathing in XenServer for iSCSI traffic is achieved using a highly available bond device on theavailable bond device on the

 XenServer h XenServer host. In cost. In case of failurase of failure of a e of a network pnetwork port, the ort, the other netwother network port ork port in the in the bond takbond takes over tes over thehe

network traffic. As shown in network traffic. As shown in Figure 2, it Figure 2, it is recommended to use redundant Ethernet switches to preventis recommended to use redundant Ethernet switches to prevent

a path failure at the switch level. Note that a path failure at the switch level. Note that load balancing for network traffic over a bond is supportedload balancing for network traffic over a bond is supported

only for virtual machine traffic and not for only for virtual machine traffic and not for IP storage traffic. At any given time, only IP storage traffic. At any given time, only one NIC, out of two one NIC, out of two inin

a bond, is used for a bond, is used for iSCSI traffic. If the active NIC in a iSCSI traffic. If the active NIC in a bond fails, the other NIC will bond fails, the other NIC will take overtake over. Refer to the. Refer to the

 XenServer 5. XenServer 5.0 Refere0 Reference Manuance Manual for more l for more information on information on creating creating and manaand managing NIC bging NIC bonds.onds.

 The EqualLogic PS  The EqualLogic PS arrays have twarrays have two controllers; only o controllers; only one controller is one controller is active at a giveactive at a given time. Eachn time. Each

controller has 3 network ports for controller has 3 network ports for iSCSI connectivityiSCSI connectivity. The XenServer hosts connect to the . The XenServer hosts connect to the PS SeriesPS Series

Group using the well known address or the Group IP address rather than the Group using the well known address or the Group IP address rather than the IP address of an iSCSIIP address of an iSCSI

port on a member array. When an initiator connects to the PS Series port on a member array. When an initiator connects to the PS Series Group using the Group IPGroup using the Group IP

address, the group redireaddress, the group redirects the initiator (via cts the initiator (via iSCSI redirect functionality) to log-in to an iSCSI redirect functionality) to log-in to an iSCSI port oniSCSI port on

a membera member. The . The PS series group PS series group intelligently redirects incoming connections to load-balance iSCSIintelligently redirects incoming connections to load-balance iSCSI

traffic across iSCSI ports on group members. In case a traffic across iSCSI ports on group members. In case a port on a controller fails, port on a controller fails, the connections arethe connections are

redirecteredirected to other available ports. In d to other available ports. In case the active controller fails, the passive controller on a case the active controller fails, the passive controller on a membermember

becomes active and takes over becomes active and takes over IP settings of IP settings of the failed controller.the failed controller.

Note:Note:  XenServer 5.0 natively  XenServer 5.0 natively uses dm-multipauses dm-multipath for iSCSI trafth for iSCSI traffic where the ific where the iSCSI storage arrays expSCSI storage arrays expose multiple target pose multiple target portals.ortals.

However this is not the case with EqualLogic PS arrays. For this reason, enabling multi-pathing for a XenServer host usingHowever this is not the case with EqualLogic PS arrays. For this reason, enabling multi-pathing for a XenServer host using
 XenCenter or CLI do XenCenter or CLI does not use dm-mes not use dm-multipath functionalityultipath functionality..

Sample XenServer host and PS Sample XenServer host and PS Series network configurationSeries network configuration

 This section discusses  This section discusses a sample neta sample network configuration work configuration for a XenServefor a XenServer host and a r host and a PS Series groupPS Series group

to create a configuration as illustrated in to create a configuration as illustrated in Figure 2. Figure 3 shows the XenServer host Figure 2. Figure 3 shows the XenServer host networknetwork

configuration. The host has four Gigabit LOM configuration. The host has four Gigabit LOM ports and two single port Gigabit network adapters.ports and two single port Gigabit network adapters.

Using 2 NIC Using 2 NIC ports each, three bond devices (for host management, IP storage and virtual machines)ports each, three bond devices (for host management, IP storage and virtual machines)

are created using the XenCenter interface. In are created using the XenCenter interface. In XenServerXenServer, the host , the host management interface is used for management interface is used for thethe

IP traffic by default. HoweverIP traffic by default. However, as a , as a best practice it is recommended to use a separate host interfacebest practice it is recommended to use a separate host interface

for IP storage traffic. This for IP storage traffic. This is achieved by creating another host interface on a is achieved by creating another host interface on a subnet separate from thesubnet separate from the

host management interface.host management interface.

1.1. Using XenCenUsing XenCenter interface, ter interface, create create a bond a bond device for device for host managemhost management and ent and virtual machinevirtual machine

network. Active/active bonding in XenServer 5.0 network. Active/active bonding in XenServer 5.0 provides both high availability and provides both high availability and load balancingload balancing

for virtual machine and host management traffic. Figure 4 shows the host for virtual machine and host management traffic. Figure 4 shows the host management interface asmanagement interface as
seen in XenCenter interface.seen in XenCenter interface.

2.2. TTo provide o provide high availability high availability for storage trafor storage traffic, crffic, create a eate a bond using bond using two NIC ptwo NIC ports.orts.

3.3. Create a nCreate a new host interfacew host interface for storage trafe for storage traffic: in XenCefic: in XenCenter interface, cnter interface, click on the host lick on the host and selectand select

“Management Interfaces“Management Interfaces..”” Create a new interface and configure the IP settings  Create a new interface and configure the IP settings such that thesuch that the

storage management interface is on a separate subnet from the host management interface, andstorage management interface is on a separate subnet from the host management interface, and

on the same subnet as the on the same subnet as the PS Series Group. Figure 4 shows storage interface as PS Series Group. Figure 4 shows storage interface as seen in theseen in the

 XenCenter inte XenCenter interface. Note tharface. Note that the storage intt the storage interface must berface must be on a separae on a separate subnet frte subnet from the hostom the host

management interface to segregate IP storage traffic management interface to segregate IP storage traffic from host management traffic.from host management traffic.

Example XenServer Host IP Example XenServer Host IP configuration:configuration:

Host Management Interface: Host Management Interface: 172.17.40.71/255.255.255.0172.17.40.71/255.255.255.0

Host Storage Host Storage Interface (bond):172.17.50.115/255.255.Interface (bond):172.17.50.115/255.255.255.0255.0

1616



  

Figure 3: Sample host management and storage networks on Figure 3: Sample host management and storage networks on a XenServer hosta XenServer host

Figure 4: XenServer Host Networking: Management and Storage InterfacesFigure 4: XenServer Host Networking: Management and Storage Interfaces

Note:Note:  As a best practice,  As a best practice, it is recommit is recommended to use a statiended to use a static IP address fc IP address for host managemenor host management and storage interface.t and storage interface.

Example IP configuration for a PS Example IP configuration for a PS Series group with one member:Series group with one member:

PS Series Group and PS Series Group and member IP configuration:member IP configuration:

PS Series Group IP: PS Series Group IP: 172.17.50.40/255.255.255.0172.17.50.40/255.255.255.0

PS Series Member Storage PS Series Member Storage Port (eth0): 172.17.50.41/255.255.255.0Port (eth0): 172.17.50.41/255.255.255.0

PS Series Member Storage PS Series Member Storage Port (eth1): 172.17.50.42/255.255.255.0Port (eth1): 172.17.50.42/255.255.255.0

PS Series Member Storage PS Series Member Storage Port (eth2): 172.17.50.43/255.255.255.0Port (eth2): 172.17.50.43/255.255.255.0

Note:Note: PS Series network configuration requires that the Group IP and the IPs for the member storage ports (eth0, eth1 and eth2)PS Series network configuration requires that the Group IP and the IPs for the member storage ports (eth0, eth1 and eth2)

must all be on the same subnet.must all be on the same subnet.

If using a If using a separate managemeseparate management IP (other than the nt IP (other than the Group IP) to manage a PS Group IP) to manage a PS Series group, then theSeries group, then the

Group IP and storage ports eth0 and eth1 need to Group IP and storage ports eth0 and eth1 need to be on same subnet. The management IP and eth2be on same subnet. The management IP and eth2

for the members should be on for the members should be on the same subnet. For more information on configuring a the same subnet. For more information on configuring a managementmanagement

interface (other than the group interface) for a interface (other than the group interface) for a PS Series group, refer to the PS PS Series group, refer to the PS series online help.series online help.

Networking best practices for PS SNetworking best practices for PS Series and XenServereries and XenServer

Refer to the PS Series Refer to the PS Series Array Network Performance Guidelines documenArray Network Performance Guidelines document for information on t for information on generalgeneral

network configuration best practices for EqualLogic PS Series arrays.network configuration best practices for EqualLogic PS Series arrays.

Note:Note: Jumbo frames are not supported in XenServer Jumbo frames are not supported in XenServer 5.0.5.0.

Note:Note:  XenServer 5.0 native XenServer 5.0 natively uses dm-multily uses dm-multipath for iSCSI path for iSCSI traffic where the traffic where the iSCSI storage arrays eiSCSI storage arrays expose multiple targexpose multiple target portals.t portals.

However this is not tHowever this is not the case with EqualLogic PS arrays. he case with EqualLogic PS arrays. For this reason, enabling multi-pathing for a XenServer For this reason, enabling multi-pathing for a XenServer host usinghost using
 XenCenter or CLI  XenCenter or CLI does not use dm-mdoes not use dm-multipath functionaliultipath functionality.ty.
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Creating a storage Creating a storage repositorrepository ony on

PS Series PS Series GroupGroup

Creating a storage repository of typeCreating a storage repository of type LVM over iSCSI (lvmoiscsi)LVM over iSCSI (lvmoiscsi)
1.1. Following the Following the instructions availabinstructions available in the le in the PS Series onPS Series online help, line help, configure tconfigure the PS Series he PS Series arrayarray,,

create a group, set a member RAID policy, create a volume and set appropriate access controlcreate a group, set a member RAID policy, create a volume and set appropriate access control

method (using XenServer host IQN or management IP).method (using XenServer host IQN or management IP).

2.2. If creating aIf creating an SR for a pool, n SR for a pool, make sure make sure that the storagthat the storage volume is enabe volume is enabled for shared led for shared access fromaccess from

multiple initiators. To enable shared access, in the PS multiple initiators. To enable shared access, in the PS series group manager user interface, right-series group manager user interface, right-

click on the volume and selectclick on the volume and select “Modify Volume Settings.“Modify Volume Settings.” Select the Advanced tab and check” Select the Advanced tab and check

“Enable shared access to the iSCSI target from multiple i“Enable shared access to the iSCSI target from multiple initiators”nitiators” (See Figure 5). (See Figure 5).

Figure 5: Enable shared access to the SR volume when SR is intended to be sharedFigure 5: Enable shared access to the SR volume when SR is intended to be shared

3.3. Using the XUsing the XenCenter intenCenter interface, right-cerface, right-click on the lick on the XenServer XenServer host or the host or the pool for which pool for which you wouldyou would

like to create SR for like to create SR for and selectand select “New Storage Repository.“New Storage Repository.” Choose the iSCSI radio button for the” Choose the iSCSI radio button for the

type of new storage, and selecttype of new storage, and select “Next.“Next.””

4.4. EnteEnter the r the name name for tfor the nhe new Sew SR in R in thethe name name field, PS series Group IP address in the field, PS series Group IP address in the Target HostTarget Host

field, and 3260 in thefield, and 3260 in the port  port  field. Provide the chap username and password information if configured field. Provide the chap username and password information if configured

for the volume. Then click onfor the volume. Then click on “Discover IQNs”“Discover IQNs” to perform target discovery. Each volume on a PS to perform target discovery. Each volume on a PS

Series array has a unique target name Series array has a unique target name with LUN ID set to with LUN ID set to “0.” Select the appropriate IQN and then“0.” Select the appropriate IQN and then

click onclick on “Discover LUNs”“Discover LUNs” to discover the  to discover the LUN or volume associated with the target. Select theLUN or volume associated with the target. Select the

volume and clickvolume and click “Finish”“Finish” to create a new SR. to create a new SR.

1818



  

Creating a storage repository of typeCreating a storage repository of type Dell EqualLogic (equal)Dell EqualLogic (equal)
Note:Note:  T To use an SR o use an SR of typeof type Dell EqualLogicDell EqualLogic, the firmware version of PS , the firmware version of PS Series arrays must be Series arrays must be 4.0.1 or higher.4.0.1 or higher.

 T To create a o create a storage repostorage repository of typesitory of type Dell EqualLogicDell EqualLogic or or equal equal , follow the steps below:, follow the steps below:

1.1. Following the instFollowing the instructions availabructions available in the le in the PS Series online PS Series online help, confihelp, configure the gure the EqualLogic arraEqualLogic arrayy,,

create a group, set a member RAID policy, and create a volume.create a group, set a member RAID policy, and create a volume.

2.2. Using the PS Using the PS Series GrouSeries Group Manager p Manager User InterfaceUser Interface, make , make sure thasure that SSH acct SSH access is enabess is enabled onled on

the group members. Click on thethe group members. Click on the “Group Configuration”“Group Configuration” and select the and select the “Administration”“Administration” tab. If not tab. If not

already enabled, check thealready enabled, check the “Enable SSH (secure shell)”“Enable SSH (secure shell)” access checkbox in the CLI access options access checkbox in the CLI access options

for the group and save the for the group and save the configuration.configuration.

3.3. Using the XUsing the XenCenter inteenCenter interface, right-click rface, right-click on the Xon the XenServer host enServer host or the pooor the pool for which l for which youyou

would like to create SR for would like to create SR for and selectand select “New Storage Repository.“New Storage Repository.””

44.. IIn  tn  thhee “Choose the type of new storage “Choose the type of new storage window”window”, select, select “Dell EqualLogic”“Dell EqualLogic” (see Figure 6) and (see Figure 6) and

clickclick “Next.“Next.””

Figure 6: Select Dell EqualLogic to create Figure 6: Select Dell EqualLogic to create an SR of type an SR of type Dell EqualLogicDell EqualLogic

55.. IIn  tn  thhee “Enter the Dell EqualLogic filer details”“Enter the Dell EqualLogic filer details” window, provid window, provide a name for e a name for the SR in the the SR in the namename

field, the Group IP of your field, the Group IP of your PS Series group, and the user name PS Series group, and the user name and password for an account withand password for an account with

administrative privileges for group or a pool. administrative privileges for group or a pool. OptionallyOptionally, provide CHAP credentials if set on , provide CHAP credentials if set on the PSthe PS

Series group and clickSeries group and click “Next.“Next.””

6.6. The following scrThe following screen preen provides two ovides two options: Reaoptions: Reattach an ttach an existing SR oexisting SR or create r create a new SRa new SR. Choose. Choose

thethe “Create a new SR on the following storage pool”“Create a new SR on the following storage pool” radio button. You can see the details on the radio button. You can see the details on the

available storage pool including the size, free available space, number of available storage pool including the size, free available space, number of existing volumes andexisting volumes and

members in the pool.members in the pool.

If you like all VDIs in the If you like all VDIs in the SR to be thin provisioned, select theSR to be thin provisioned, select the “Thin Provisioning”“Thin Provisioning” checkbox when checkbox when

creating the new SR (see Figure 7).creating the new SR (see Figure 7).

ClickClick “Finish”“Finish” to create a new SR. to create a new SR.
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Figure 7: Select the appropriate storage Figure 7: Select the appropriate storage pool and thin provisioning settings for EqualLogic SRpool and thin provisioning settings for EqualLogic SR

 As shown in Figure  As shown in Figure 8, upon comp8, upon completion of the SR cletion of the SR creation prreation process, a correocess, a corresponding volume sponding volume of sizeof size

20MB is created on the PS 20MB is created on the PS Series Group. When adding an SR to the Series Group. When adding an SR to the pool, access control records forpool, access control records for

all XenServer hosts in the all XenServer hosts in the pool are added to the volume. The access control is pool are added to the volume. The access control is specified by the IQN ofspecified by the IQN of

the XenServer host.the XenServer host.

Note:Note:  Volume  Volume name and descripname and description fields are usetion fields are used by XenServer Equald by XenServer EqualLogic Storage Adapter Logic Storage Adapter to manage volumto manage volumes on the PS Seriees on the PS Seriess

Group. Do not manually change the name Group. Do not manually change the name and description fields for any volume automatically created by and description fields for any volume automatically created by a XenServer host.a XenServer host.

Figure 8: SR volume as shown in Figure 8: SR volume as shown in PS Series Group GUIPS Series Group GUI
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Identifying XenServer storage objects on a PS Series GroupIdentifying XenServer storage objects on a PS Series Group

ForFor Dell EqualLogicDell EqualLogic SR, an SR is just a  SR, an SR is just a logical grouping of VDIs or volumes on the PS Series Group.logical grouping of VDIs or volumes on the PS Series Group.

 The naming sche The naming scheme for volumes ame for volumes automatically creutomatically created by Xated by XenServer EquaenServer EqualLogic Storage AdaplLogic Storage Adapter ister is

as follows:as follows:

 At the point t At the point the SR is crehe SR is created, a maated, a management volume nagement volume is provisioned is provisioned on the PS Series Gon the PS Series Group. Thisroup. This

serves to identify the persistent SR presence on the group, as serves to identify the persistent SR presence on the group, as well as providing a location to well as providing a location to store SRstore SR

metadata as required by XAPI. The management volume is metadata as required by XAPI. The management volume is named as:named as:

“XenStorage<SR_UUID>MANAGEMENT”“XenStorage<SR_UUID>MANAGEMENT”

where SR_UUID is the UUID of the storage repository.where SR_UUID is the UUID of the storage repository.

For example, in Figure 9, the volumeFor example, in Figure 9, the volume

XenStorageb93f1728dd0c6077e96dbc968a047fb2MANAGEMENTXenStorageb93f1728dd0c6077e96dbc968a047fb2MANAGEMENT

corresponds to an SR with UUIDcorresponds to an SR with UUID b93f1728dd0c6077e96dbc968a047fb2b93f1728dd0c6077e96dbc968a047fb2

Each volume corresponding to a VDI within an SR Each volume corresponding to a VDI within an SR is identified by the identification string “XenStorage”is identified by the identification string “XenStorage”

followed by the SR UUID, and a followed by the SR UUID, and a cropped version of the VDI UUID. The full cropped version of the VDI UUID. The full VDI UUID is stored in theVDI UUID is stored in the

 Volum Volume description fiee description field.ld.

For example, as shown in Figure 9 For example, as shown in Figure 9 the volume with namethe volume with name

XenStorageb93f1728dd0c6077e96dbc968a047fb22332cdcae4fd4a3d9bbcXenStorageb93f1728dd0c6077e96dbc968a047fb22332cdcae4fd4a3d9bbc

corresponds to a VDI. The VDI is corresponds to a VDI. The VDI is related to SR with UUIDrelated to SR with UUID b93f1728dd0c6077e96dbc968a047fb2b93f1728dd0c6077e96dbc968a047fb2

and the cropped UUID of VDI isand the cropped UUID of VDI is 2332cdcae4fd4a3d9bbc2332cdcae4fd4a3d9bbc. The full UUID of VDI is available in . The full UUID of VDI is available in thethe

volume description.volume description.

Figure 9: A VDI volume as Figure 9: A VDI volume as shown in PS Series Group GUIshown in PS Series Group GUI

Note:Note:  The XenServer Equal The XenServer EqualLogic Storage Adapter Logic Storage Adapter uses volume namuses volume name and description fie and description fields to reference elds to reference volumes on PS volumes on PS SeriesSeries

Group. Manually changing either the volume name or description fields tGroup. Manually changing either the volume name or description fields to values other than o values other than those assigned by the those assigned by the XenServerXenServer

storage adapter may lead to storage adapter may lead to failure in storage management tasks.failure in storage management tasks.
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 T Typical lifecycle tasks for VMs onypical lifecycle tasks for VMs on

Dell EqualLogic SRDell EqualLogic SR
 This section describ This section describes typical virtual es typical virtual machine life cycle machine life cycle operations for virtuaoperations for virtual machines crel machines created andated and

managed using the XenServer EqualLogic Storage Adapter.managed using the XenServer EqualLogic Storage Adapter.

Create a virtual machineCreate a virtual machine

 The process  The process to create a to create a virtual machine virtual machine with storage on Dwith storage on Dell EqualLogic PS seell EqualLogic PS series group rries group remains theemains the

same as with any other same as with any other storage backend. While creating a VM, just select the appropriate SR createdstorage backend. While creating a VM, just select the appropriate SR created

on your PS on your PS Series Group. For more information on creating virtual machines, refer toSeries Group. For more information on creating virtual machines, refer to XenServer Virtual XenServer Virtual

Machine Installation GuideMachine Installation Guide..

Create a VDICreate a VDI

When using an SR of typeWhen using an SR of type Dell EqualLogicDell EqualLogic, for each Virtual , for each Virtual Disk Image (VDI) created on a XenServerDisk Image (VDI) created on a XenServer
host, a corresponding volume is created on the PS host, a corresponding volume is created on the PS Series Group. Figure 9 shows a volume, with nameSeries Group. Figure 9 shows a volume, with name

XenStorageb93f1728dd0c6077e96dbc968a047fb22332cdcae4fd4a3d9bbcXenStorageb93f1728dd0c6077e96dbc968a047fb22332cdcae4fd4a3d9bbc, that has been, that has been

automatically created by the XenServer EqualLogic Storage Adapter.automatically created by the XenServer EqualLogic Storage Adapter.

 The size of the volum The size of the volume on the arrae on the array is same as the y is same as the VDI size specifieVDI size specified by the ud by the userser..

Note:Note: When a VDI is When a VDI is created using XenCenter, the corresponding volume created on the PS series Group inherits the created using XenCenter, the corresponding volume created on the PS series Group inherits the default groupdefault group

volume and thin provisioning settings.volume and thin provisioning settings.

 T To create a o create a VDI using CLI uVDI using CLI use the xe vdi-se the xe vdi-create comcreate command:mand:

# xe vdi-create # xe vdi-create virtual-size=10GiB name-label=testvdivirtual-size=10GiB name-label=testvdi

sr-uuid=<SR UUID> type=user sm-cong:allocation=<thin | thick>sr-uuid=<SR UUID> type=user sm-cong:allocation=<thin | thick>

sm-cong:snap-reserve-percentsm-cong:snap-reserve-percentage= <Percentage Integral age= <Percentage Integral Value>Value>

sm-cong:snap-depletion=<delesm-cong:snap-depletion=<delete-oldest | te-oldest | volume-oline>volume-oline>

wherewhere SR_UUIDSR_UUID is the UUID of the SR of  is the UUID of the SR of type Dell EqualLogictype Dell EqualLogic

sm-config:allocation controsm-config:allocation controls whether the VDI volume is ls whether the VDI volume is provisioned as a thin volume or provisioned as a thin volume or not. Settingnot. Setting

sm-cong:allocation=thinsm-cong:allocation=thin will create a volume with  will create a volume with thin provisioning enabled. Settingthin provisioning enabled. Setting

sm-cong:allocation=thicksm-cong:allocation=thick will create a  will create a volume with thin provisioning disabled. If type ofvolume with thin provisioning disabled. If type of

allocation is not specified, the default allocation for allocation is not specified, the default allocation for the SR is used the SR is used to provision the VDI volume.to provision the VDI volume.

sm-cong:snap-reserve-percentagesm-cong:snap-reserve-percentage specifies amount of space, in  specifies amount of space, in terms of percentage ofterms of percentage of

volume, to reserve for volume snapshots. Ifvolume, to reserve for volume snapshots. If snap-reserve-percentagesnap-reserve-percentage is not  is not specified, the groupspecified, the group

default value for snapshot reserve is used.default value for snapshot reserve is used.

sm-cong:snap-depletionsm-cong:snap-depletion specifies the  specifies the snapshot space recovery policy:snapshot space recovery policy:

action taken when the action taken when the space reserved for snapshots has space reserved for snapshots has been exceeded. Settingbeen exceeded. Setting

sm-cong:snap-depletion =delete-oldestsm-cong:snap-depletion =delete-oldest deletes the oldest snapshots until sufficient deletes the oldest snapshots until sufficient

space is recovered (the default). Settingspace is recovered (the default). Setting sm-cong:snap-depletion=volume-olinesm-cong:snap-depletion=volume-oline sets sets

the volume and snapshots offline. Active iSCSI connections will be the volume and snapshots offline. Active iSCSI connections will be terminated before a snapshot isterminated before a snapshot is
automatically deleted.automatically deleted.
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For example, the following command to create a new VDIFor example, the following command to create a new VDI

# xe vdi-create # xe vdi-create virtual-size=10GiB name-label=vdi1 type=uservirtual-size=10GiB name-label=vdi1 type=user

sr-uuid=b93f1728-dd0c-6077sr-uuid=b93f1728-dd0c-6077-e96d-bc968a047fb2 -e96d-bc968a047fb2 sm-cong:allocation=thinsm-cong:allocation=thin

sm-cong:snap-reserve-percsm-cong:snap-reserve-percentage=50 entage=50 sm-cong:snap-depletion=deletsm-cong:snap-depletion=delete-oldeste-oldest

provisions a volume, on PS Series provisions a volume, on PS Series Group, of size 10GB, with a Group, of size 10GB, with a snapshot reserve of 50% of volume sizesnapshot reserve of 50% of volume size

(10GB), thin provisioning enabled and snapshot (10GB), thin provisioning enabled and snapshot space recovery policy to delete space recovery policy to delete oldest snapshot.oldest snapshot.

Delete a VDIDelete a VDI

Deleting a VDI deletes the associated volume on the Deleting a VDI deletes the associated volume on the PS Series Group. However if a PS Series Group. However if a VDI has anyVDI has any

associated snapshot, deleting a VDI from XenServer host will not delete the associated snapshot, deleting a VDI from XenServer host will not delete the parent volume on PSparent volume on PS

series Group until the last existing series Group until the last existing snapshot is deleted.snapshot is deleted.

 A VDI can b A VDI can be deleted oe deleted or destroyed r destroyed using the XenCeusing the XenCenter interface or nter interface or using ausing a vdi-destroyvdi-destroy command. command.

# xe vdi-destroy uuid=<VDI_UUID># xe vdi-destroy uuid=<VDI_UUID>

Resize a VDIResize a VDI
 T To resize a VDo resize a VDI from XenCeI from XenCenternter, right click on th, right click on the VDI and e VDI and selectselect Edit Virtual Disk Edit Virtual Disk . Modify the size of the. Modify the size of the

 VDI and click VDI and click OK OK ..

 T To resize a VDo resize a VDI using CLI, use I using CLI, use the xe vdi-rthe xe vdi-resize commandesize command::

# xe vdi-resize # xe vdi-resize uuid=<VDI_UUID> disk-size=<new size>uuid=<VDI_UUID> disk-size=<new size>

wherewhere VDI_UUIDVDI_UUID is the UUID of the VDI under consideration is the UUID of the VDI under consideration

new sizenew size the new size of the VDI. the new size of the VDI.

For example, the following command sets the size For example, the following command sets the size of the VDI to of the VDI to 50GB:50GB:

# xe # xe vdi-resize uuid=6be5ed34-7600-4218-a68e-741aevdi-resize uuid=6be5ed34-7600-4218-a68e-741aeb4ee815 disk-size=50GiBb4ee815 disk-size=50GiB

When a VDI is resized using When a VDI is resized using XenCenter or CLI, the size of XenCenter or CLI, the size of the corresponding volume on PS seriesthe corresponding volume on PS series

group is also set to group is also set to the new size value specified for the the new size value specified for the VDI. The snapshot reserve for the volume isVDI. The snapshot reserve for the volume is

also automatically adjusted to comply also automatically adjusted to comply with the predefined percentage of volume size.with the predefined percentage of volume size.
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Copy or clone a VMCopy or clone a VM

 A copy or clone  A copy or clone of a VM can bof a VM can be created e created in two ways:in two ways:

Fast CloneFast Clone—Uses PS Series volume clone feature to —Uses PS Series volume clone feature to instantaneously create clones of volumesinstantaneously create clones of volumes

corresponding to VDIs attached to the corresponding to VDIs attached to the virtual machine.virtual machine.

Full CopyFull Copy—Creates a copy of the source virtual machine storage volumes by —Creates a copy of the source virtual machine storage volumes by copying all data over tocopying all data over to

new volumes. Depending on the size of new volumes. Depending on the size of data to be copied, a full data to be copied, a full copy operation may take from a few tocopy operation may take from a few to

several minutes to several minutes to complete.complete.

 The XenServer  The XenServer fast cloning featurfast cloning feature utilizes PS Series voe utilizes PS Series volume cloning to prlume cloning to provision new virtual ovision new virtual machinesmachines

within seconds. Twithin seconds. To provision a new VM o provision a new VM using fast cloning, right click using fast cloning, right click on the source VM and selecton the source VM and select

“Copy VM.“Copy VM.” Provide a name and description for new ” Provide a name and description for new VM and selectVM and select “Fast Clone”“Fast Clone” as the copy mode as the copy mode

(see Figure 10). Click(see Figure 10). Click “Copy”“Copy” to finish creating a  to finish creating a new VM that is a new VM that is a copy of a specified source VM.copy of a specified source VM.

Figure 10: Fast cloning feature uses PS Figure 10: Fast cloning feature uses PS Series volume cloning to instantaneously provision new VMsSeries volume cloning to instantaneously provision new VMs

Deploy from TemplateDeploy from Template

 A template is a  A template is a “gold image” th“gold image” that contains all that contains all the configuration sete configuration settings to instantiate tings to instantiate a specific VMa specific VM..

With XenServer one can create VMs, configure them in standard forms for particular needs, and save aWith XenServer one can create VMs, configure them in standard forms for particular needs, and save a

copy of each as a copy of each as a template for future use in VM template for future use in VM deployment.deployment.

If all the VDIs of the template VM reside on an SR of typeIf all the VDIs of the template VM reside on an SR of type Dell EqualLogicDell EqualLogic, when deploying a new VM,, when deploying a new VM,

in the same SR, from in the same SR, from the template, XenServer uses the PS Series cloning feature to instantaneouslythe template, XenServer uses the PS Series cloning feature to instantaneously

provision a new virtual machine. However if a provision a new virtual machine. However if a VM is deployed to an SR VM is deployed to an SR other than the SR whereother than the SR where

template resides, XenServer provisions the new VM template resides, XenServer provisions the new VM by copying.by copying.
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Snapshot a VMSnapshot a VM

 XenServer pr XenServer provides a convenovides a convenient VM snapshient VM snapshot mechanism thot mechanism that can take at can take a snapshot or a snapshot or capture acapture a

point-in-time copy of a VM’s storage and metadata. Where necessary, I/O is temporarily halted whilepoint-in-time copy of a VM’s storage and metadata. Where necessary, I/O is temporarily halted while

the snapshot is being taken to ensure that a the snapshot is being taken to ensure that a self-consistent disk image can be captured.self-consistent disk image can be captured.

Snapshot operations result in a snapshot VM that is similar to a template. The VM snapshotSnapshot operations result in a snapshot VM that is similar to a template. The VM snapshot

contains all the storage information and VM configuration, including attached VIFs, allowing themcontains all the storage information and VM configuration, including attached VIFs, allowing them

to be exported and restored for backup purposes. XenServer 5.0 also includes a Xen VSS providerto be exported and restored for backup purposes. XenServer 5.0 also includes a Xen VSS provider

(installed as part of Citrix XenTools) to enable quiesced snapshots. Quiesced snapshots take(installed as part of Citrix XenTools) to enable quiesced snapshots. Quiesced snapshots take

advantage of the Windows Volume Snapshot Service (VSS) for services that support it, so that aadvantage of the Windows Volume Snapshot Service (VSS) for services that support it, so that a

supported application (for example Microsoft Exchange or SQL Server) can flush data to disk andsupported application (for example Microsoft Exchange or SQL Server) can flush data to disk and

prepare for the snapshot before it is taken.prepare for the snapshot before it is taken.

For virtual machines residing on SR of For virtual machines residing on SR of typetype Dell EqualLogicDell EqualLogic, when a snapshot operation is , when a snapshot operation is issued,issued,

 XenServer Eq XenServer EqualLogic Storage AdualLogic Storage Adapter instructs apter instructs the PS Series Gthe PS Series Group to takroup to take a snapshot e a snapshot of theof the

volumes associated with the virtual volumes associated with the virtual machine’machine’s VDIs. Snapshots are supported for s VDIs. Snapshots are supported for onlyonly Dell EqualLogicDell EqualLogic

SRs and not for an SR of typeSRs and not for an SR of type LVM over iSCSILVM over iSCSI..

 A snapshot on  A snapshot on the PS series is trthe PS series is treated as a eated as a separate taseparate target and gets rget and gets its own IQN. Wits own IQN. When virtualhen virtual

machine snapshots are created from a XenServer host, machine snapshots are created from a XenServer host, access control records (specified by host IQN)access control records (specified by host IQN)for the snapshots are automatically created to allow the XenServer or a for the snapshots are automatically created to allow the XenServer or a group of XenServer hosts in agroup of XenServer hosts in a

pool to access the snapshots.pool to access the snapshots.

Figure 11 shows a virtual Figure 11 shows a virtual machinemachine win2003_vm1win2003_vm1 which has two VDIs.  which has two VDIs. Under the Virtual Disks tab onUnder the Virtual Disks tab on

 XenCenter XenCenter, snapshots for th, snapshots for the VDIs appee VDIs appear for each VDar for each VDI. The corresI. The corresponding view on ponding view on PS Series GUI isPS Series GUI is

shown in Figure 12.shown in Figure 12.

Figure 11: VM snapshots as shown in Figure 11: VM snapshots as shown in XenCenter InterfaceXenCenter Interface

Figure 12: VM snapshots as shown in Figure 12: VM snapshots as shown in PS Series Group UIPS Series Group UI

2525



  

 XenServer tr XenServer treats snapshots aeats snapshots as templates. s templates. As seen in Figure As seen in Figure 11, the snapshot11, the snapshot win2k3_vm1_snap1win2k3_vm1_snap1 of of

virtual machinevirtual machine win2k3_vm1win2k3_vm1 is also  is also listed as a custom template. Just like regular templates, one canlisted as a custom template. Just like regular templates, one can

instantaneously deploy new virtual machines from such snapshots. When a new VM is instantaneously deploy new virtual machines from such snapshots. When a new VM is deployed from adeployed from a

snapshot, XenServer uses the snapshot clone feature of the PS series snapshot, XenServer uses the snapshot clone feature of the PS series arrays to instantaneously createarrays to instantaneously create

clones of snapshots associated with the source VM. Access control records (specified by host IQN) forclones of snapshots associated with the source VM. Access control records (specified by host IQN) for

newly cloned volumes are automatically created to allow a XenServer or a newly cloned volumes are automatically created to allow a XenServer or a group of XenServer hosts ingroup of XenServer hosts in
a pool to a pool to access the volumes.access the volumes.

Refer to the Refer to the XenServer Reference Guide for more information on XenServer Reference Guide for more information on regular and quiesced snapshots.regular and quiesced snapshots.

Restore a VM from a SnapshotRestore a VM from a Snapshot

 A virtual machine  A virtual machine can be recan be restored to a stored to a snapshot state snapshot state if needed. Oif needed. One can rene can restore the VDstore the VDI volumesI volumes

on PS series on PS series from snapshots; however one must restore all volumes attached to a VM. Anotherfrom snapshots; however one must restore all volumes attached to a VM. Another

way to restore a VM from the way to restore a VM from the snapshot state is to create a new virtual snapshot state is to create a new virtual machine from a snapshotmachine from a snapshot

and deactivate or delete the old VM. Follow the and deactivate or delete the old VM. Follow the steps in the VM Rollback section in steps in the VM Rollback section in XenServer 5.0XenServer 5.0

Reference Guide for instructions on how to restore a VM Reference Guide for instructions on how to restore a VM from a snapshot.from a snapshot.

Delete a VMDelete a VM
When a VM is When a VM is uninstalled, all the volumes, on the uninstalled, all the volumes, on the PS Series Group, associated with the virtual machinePS Series Group, associated with the virtual machine

are deleted. When the volumes are deleted, the storage space is marked as free and returned to theare deleted. When the volumes are deleted, the storage space is marked as free and returned to the

storage pool.storage pool.

If a virtual If a virtual machine has any associated snapshots, deleting a virtual machine does not delete themachine has any associated snapshots, deleting a virtual machine does not delete the

volumes associated with virtual machine VDIs. When the last available snapshot associated with thevolumes associated with virtual machine VDIs. When the last available snapshot associated with the

virtual machine is deleted, the parent volume gets deleted as well.virtual machine is deleted, the parent volume gets deleted as well.

Delete a SnapshotDelete a Snapshot

When a snapshot of a When a snapshot of a virtual machine is deleted or uninstalled, the corresponding snapshots of allvirtual machine is deleted or uninstalled, the corresponding snapshots of all

volumes (on PS Series) volumes (on PS Series) for VM VDIs are deleted from the PS for VM VDIs are deleted from the PS Series Group. TSeries Group. To delete or uninstall o delete or uninstall aa

snapshot, click on the template corresponding to the snapshot and selectsnapshot, click on the template corresponding to the snapshot and select Uninstall Template.Uninstall Template.
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Using PS Series Using PS Series replication withreplication with

 XenServer Portable SRs XenServer Portable SRs
 XenServer 5.0  XenServer 5.0 introduces thintroduces the concept of Pe concept of Portable Storage Rortable Storage Repositories (Portable epositories (Portable SRs). Portable SRs). Portable SRsSRs

contain all of the contain all of the information necessary to recreate all the Virtual Machines (VMs) with Virtual Diskinformation necessary to recreate all the Virtual Machines (VMs) with Virtual Disk

Images (VDIs) stored on the SR after re-attaching the SR to Images (VDIs) stored on the SR after re-attaching the SR to a different host or pool. Portable SRs cana different host or pool. Portable SRs can

be used when regular maintenance or be used when regular maintenance or disaster recovery requires manually moving a SR disaster recovery requires manually moving a SR between poolsbetween pools

or standalone hosts.or standalone hosts.

Portable SRs work by Portable SRs work by creating a dedicated metadata VDI within the specified SR. creating a dedicated metadata VDI within the specified SR. The metadata VDIThe metadata VDI

is used to store copies of the pool or host database as well as the metadata describing each VM’sis used to store copies of the pool or host database as well as the metadata describing each VM’s

configuration. As a result the SR becomes fully configuration. As a result the SR becomes fully self-contained, or portable, allowing it to be detachedself-contained, or portable, allowing it to be detached

from one host and re-attached to another as a new SR. Once the SR is re-attached, a restore processfrom one host and re-attached to another as a new SR. Once the SR is re-attached, a restore process

is used to recreate all of is used to recreate all of the VMs on the SR the VMs on the SR from the metadata VDI.from the metadata VDI.

For disaster recovery the metadata backup can be scheduled to run regularly to ensure that theFor disaster recovery the metadata backup can be scheduled to run regularly to ensure that the

metadata SR is current. For more information on XenServer 5.0 portable SRs and restrictions onmetadata SR is current. For more information on XenServer 5.0 portable SRs and restrictions on

usage, refer to the usage, refer to the XenServer 5.0 Reference Manual.XenServer 5.0 Reference Manual.

Using replication for SR of typeUsing replication for SR of type LVM over iSCSILVM over iSCSI

When using replication to protect storage repositories of typeWhen using replication to protect storage repositories of type LVM over iSCSILVM over iSCSI, one needs to configure, one needs to configure

replication for volumes backing the SRs.replication for volumes backing the SRs.

1.1. Configure a Configure a replication replication partner (secpartner (secondary) grouondary) group for the p for the primary PS primary PS Series group.Series group.

2.2. Configure rConfigure replication for eplication for the appthe appropriate SR ropriate SR volume(s). Revolume(s). Replication schedplication schedules to crules to create reeate replicas atplicas at

specific intervals can be created for the volumes accessible to XenServer hosts.specific intervals can be created for the volumes accessible to XenServer hosts.

3.3. On the pOn the primary XenSrimary XenServer host or erver host or pool, use pool, use the pool mthe pool master console aster console interface to interface to schedule VMschedule VM

metadata backup on the protected Storage Repositorymetadata backup on the protected Storage Repository. Make sure that . Make sure that replication is configured forreplication is configured for

the SR that holds pool the SR that holds pool or host metadata.or host metadata.

Note:Note: For suspended VMs, please make sure to For suspended VMs, please make sure to replicate the designated suspend SR.replicate the designated suspend SR.

On the secondary site, the replicas may be used to On the secondary site, the replicas may be used to perform backup operations or for disaster recoveryperform backup operations or for disaster recovery

operations should the primary site becomes unavailable. In order to attach the SR on operations should the primary site becomes unavailable. In order to attach the SR on XenServer host/XenServer host/

pool on the secondary site:pool on the secondary site:

1.1. Once thOnce the reple replicas for thicas for the reple replicateicated SR volumd SR volume are in thee are in the Ready Ready  state, promote the replica as state, promote the replica as

a volume or create a replica clone. Note a volume or create a replica clone. Note that by default, replica clones have thin provisioningthat by default, replica clones have thin provisioning

enabled.enabled.

2.2. For the rFor the replica clone, eplica clone, add apadd appropriate propriate access contaccess control recorrol records for Xeds for XenServer hosts nServer hosts on theon the

secondary site to access the SR volume(s). For secondary site to access the SR volume(s). For shared SRs, make sure to enable shared accessshared SRs, make sure to enable shared access

for the SR volume(s).for the SR volume(s).

3.3. On the XenSOn the XenServer host or pool erver host or pool master on the master on the secondary site, secondary site, attach the rattach the replica clone or eplica clone or promotedpromoted

volume as an existing SR.volume as an existing SR.

4.4. UsUsining g tthehe Restore Virtual Machine Restore Virtual Machine MetadataMetadata option from XenServer local console, restore the VM option from XenServer local console, restore the VM

metadata to recover all virtual machines on the replicated SR volume.metadata to recover all virtual machines on the replicated SR volume.
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Using replication for SR of type Dell EqualLogicUsing replication for SR of type Dell EqualLogic

SeeSee CTX122163CTX122163 - How to Use Replication for Storage Repository Type Dell - How to Use Replication for Storage Repository Type Dell
EqualLogicEqualLogic
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