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Preface

Voice over Internet Protocol (VoIP) is emerging as an alternative to regular public tele-
phones. IP telephone service providers are moving quickly from low-scale toll bypassing
deployments to large-scale competitive carrier deployments. This is giving enterprise net-
works the opportunity and choice of supporting a less expensive single network solution
rather than multiple separate networks. Voice deployment over packet networks has
experienced tremendous growth over the last four years. The number of worldwide VoIP
customers reached 38 million at the end of 2006 and it is projected that there will be approx-
imately 250 million by the end of 2011. VoIP is a reality nowadays and each day, more and
more individuals use this system to phone around the world. There are many common pro-
grams that make it easy to use VoIP such as Skype, MSN Messenger, VoIPcheap, and so on.

The evolution of the voice service to VoIP from the circuit-switched voice is due to the
proliferation of IP networks that can deliver data bits cost-effectively. VoIP technology has
been attracting more and more attention and interest from the industry. VoIP applications
such as IP telephony systems involve sending voice transmissions as data packets over
private or public IP networks as well as reassembling and decoding at the receiving end.
Broadband-based residential customers are also switching to IP telephony due to its
convenience and cost-effectiveness. The VoIP architecture pushes intelligence towards the
end devices (i.e., PCs, IP phones etc.), giving an opportunity to create many new services
that cannot be envisaged using the traditional telephone system.

Recently, there has been an increasing interest in using cellular networks for real-time
packet-switched services such as VoIP. The reason behind this increased interest in VoIP is
to do with using VoIP in All-IP networks instead of using circuit-switched speech. This
would result in cost savings for operators as the circuit-switched part of the core network
would not be needed anymore. Similar to the wireline networks, voice in wireless mobile
networks started with the circuit-switched networks. Since the first deployment of the
commercial wireless systems, wireless mobile networks have evolved from the first gen-
eration analog networks to the second generation digital networks. Along with the rapid
growth of the wireless voice service, the third generation wireless mobile networks have
been deployed offering more efficient circuit-switched services that utilize many advanced
techniques to more than double the spectral efficiency of the second generation systems.
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VoIP is an attractive choice for voice transport compared to traditional circuit-switching
technology for many reasons. These reasons include lower equipment cost, integration of
voice and data applications, lower bandwidth requirements, widespread availability of the
IP, and the promise of novel, value-added services. In the future, VoIP services will be
expected to operate seamlessly over a converged network referred to as the Next Generation
Network (NGN), comprising a combination of heterogeneous network infrastructures that
will include packet-switched, circuit-switched, wireless and wireline networks.

The VoIP Handbook provides technical information about all aspects of VoIP. The areas
covered in the handbook range from basic concepts to research grade material including
future directions. The VoIP Handbook captures the current state of VoIP technology and
serves as a source of comprehensive reference material on this subject. The VoIP Handbook
comprises four sections: Introduction, Technologies, Applications, and Reliability and
Security. It has a total of 23 chapters authored by 46 experts from around the world. The
targeted audience for the handbook includes professionals who are designers and/or
planners for VoIP systems, researchers (faculty members and graduate students), and those
who would like to learn about this field.

The handbook is designed to provide the following specific and salient features:

¢ To serve as a single comprehensive source of information and as reference mate-
rial on VoIP technology

¢ To deal with the important and timely topic of an emerging technology of today,
tomorrow, and beyond

¢ To present accurate, up-to-date information on a broad range of topics related to
VoIP technology

¢ To present material authored by the experts in the field

¢ To present information in an organized and well-structured manner

Although the handbook is not precisely a textbook, it can certainly be used as a textbook
for graduate courses and research-oriented courses that deal with VoIP. Any comments
from the readers will be highly appreciated.

Many people have contributed to this handbook in their own unique ways. The first and
the foremost who deserve an immense amount of appreciation are the highly-talented and
skilled researchers who have contributed the 23 chapters of this handbook. All of them
have been extremely cooperative and professional. It has also been a pleasure to work with
Ms. Nora Konopka, Ms. Jessica Vakili, and Mr. Glenon Butler of CRC Press, and we are
extremely grateful for their support and professionalism. Our families, who have extended
their unconditional love and support throughout this project, also deserve our very special
appreciation.

Syed Ahson
Plantation, Florida

Mohammad Ilyas
Boca Raton, Florida
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1.1 Introduction

Many network managers find it attractive and cost effective to merge and unify voice and
data networks. A unified network is easier to run, manage, and maintain. However, the
majority of today’s existing data networks is Ethernet-based and use Internet Protocols (IP).
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Such networks are best-effort networks in that they were not designed to support real-time
applications such as Voice over Internet Protocol (VoIP). VoIP requires timely packet
delivery with low latency, jitter, packet loss, and sufficient bandwidth. To achieve this,
efficient deployment of VoIP must ensure that these real-time traffic requirements can be
guaranteed over new or existing IP networks.

When deploying a new network service such as VoIP over existing data networks, many
network architects, managers, planners, designers, and engineers are faced with common
strategic, and sometimes challenging, questions. What are the quality of service (QoS)
requirements for VoIP? How will the new VoIP load impact the QoS for currently running
network services and applications? Will my existing network support VoIP and satisfy
standardized QoS requirements? If so, how many VoIP calls can the network support
before it becomes necessary to upgrade any part of the existing network hardware?

Commercial tools can answer some of these challenging questions, and a list of the
commercial tools available for VoIP can be found in [1,2]. For the most part, these tools use
two common approaches to assess the deployment of VoIP into the existing network. One
approach is based on first performing network measurements and then predicting the
readiness of the network to support VoIP by assessing the health of network elements.
The second approach injects real VolIP traffic into the existing network and measures the
resulting delay, jitter, and loss.

There is a definite financial cost associated with the use of commercial tools. Moreover,
no commercial tool offers a comprehensive approach to successful VoIP deployment.
Specifically, none is able to predict the total number of calls that can be supported by the
network, taking into account important design and engineering factors, including VoIP
flow and call distribution, future growth capacity, performance thresholds, the impact of
VoIP on existing network services and applications, and the impact of background traffic
on VoIP. This chapter attempts to address these important factors and lays out a compre-
hensive methodology to successfully deploy any multimedia application such as VoIP and
videoconferencing. Although the chapter focuses essentially on VoIP, it also contains many
useful engineering and design guidelines, and discusses many practical issues pertaining
to the deployment of VoIP. These issues include the characteristics of VoIP traffic and QoS
requirements, VoIP flow and call distribution, defining future growth capacity, and the
measurement and impact of background traffic. As a case study, we illustrate how our
approach and guidelines can be applied to a typical network of a small enterprise.

The rest of the chapter is organized as follows. Section 1.2 outlines an eight-step meth-
odology to successfully deploy VoIP in data networks. Each step is described in considerable
detail. Section 1.3 presents a case study of a VoIP introduced to a typical data network of a
small enterprise, using the methods described in the previous section. Section 1.4 sum-
marizes and concludes the study.

1.2 Step-by-Step Methodology

In this section, an eight-step methodology is described for the successful deployment of a
VoIP (Figure 1.1). The first four steps are independent and can be performed in parallel.
Steps 6 and 7, an analysis and simulation study, respectively, can also be done in parallel.
Step 5, however, involves the early and necessary re-dimensioning or modification to the
existing network. The final step is pilot deployment.
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(1) (2) 10 l (4)
Determine VolP characteristics,| |Determine VolP traffic flow| |Define performance thresholds| | Perform network
requirements and assumptions and call distribution and future growth capacity measurements

Y Y A4

l

Upfront network assessment
or modifications

g

v '

(6) | Analysis Simulation

| |
!

Pilot
deployment

FIGURE 1.1 Flowchart of an eight-step methodology. (Source: K. Salah, “On the deployment of VoIP in ethernet
networks: Methodology and case study,” International Journal of Computer Communications, Elsevier Science, vol. 29,
no. 8, 2006, pp. 1039-1054. With permission.)

3

®)

This methodology can be used to deploy a variety of network services other than VoIP,
including videoconferencing, peer to peer (p2p), online gaming, internet protocol television
(IPTV), enterprise resource planning (ERP), or SAP services. The work in [3,4] show how these
steps can be applied to assess the readiness of IP networks for desktop videoconferencing.

1.2.1 VolP Traffic Characteristics, Requirements, and Assumptions

In order to introduce a new network service such as VoIP, one must first characterize the
nature of the traffic, QoS requirements, and the need for additional components or devices.
For simplicity, we assume a point-to-point conversation for all VoIP calls with no call con-
ferencing. First, a gatekeeper or CallManager node, which can handle signaling to estab-
lish, terminate, and authorize all VoIP call connections, has to be added to the network
[5-7]. Also, a VoIP gateway responsible for converting VoIP calls to/from the Public Switched
Telephone Network (PSTN) is required to handle external calls. From an engineering and
design standpoint, the placement of these nodes in the network is critical (see Step 5).
Other hardware requirements include a VoIP client terminal, which can be a separate VoIP
device (i.e., IP phone) or a typical PC or workstation that is VolP-enabled and which runs
VoIP software such as IP SoftPhones [8-10].

Figure 1.2 identifies the end-to-end VoIP components from sender to receiver [11]. The
first component is the encoder, which periodically samples the original voice signal and
assigns a fixed number of bits to each sample, creating a constant bit rate stream. The
traditional sample-based encoder G.711 uses pulse code modulation (PCM) to generate
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Sender Receiver
Jq%—» Encoder > Packetizer H —»]]]]]—» Depacketizer P Decoder Jq%—»
Playback
buffer

FIGURE 1.2 End-to-end components of VoIP. (Source: K. Salah, “On the deployment of VoIP in ethernet net-
works: Methodology and case study,” International Journal of Computer Communications, Elsevier Science, vol. 29,
no. 8, 2006, pp. 1039-1054. With permission.)

8-bit samples every 0.125 ms, leading to a data rate of 64 kbps [12]. Following the encoder
is the packetizer, which encapsulates a certain number of speech samples into packets and
adds the RTP, UDP, IP, and Ethernet headers. The voice packets travel through the data
network to the receiver where an important component called the playback buffer is placed
for the purpose of absorbing variations or jitter in delay and for providing a smooth
playout. Packets are then delivered to the depacketizer and eventually to the decoder, which
reconstructs the original voice signal.

The widely adopted recommendations of the H.323, G.711, and G.714 standards for
VoIP QoS requirements are followed here [13,14]. Table 1.1 compares some commonly
used International Telecommunication Union-Telecommunication (ITU-T) standard
codecs and the amount of one-way delay that they impose. To account for the upper
limits and to meet the ITU recommended P.800 quality standards [15], we adopt G.711u
codec standards for the required delay and bandwidth. G.711u has a mean opinion score
(MOS) rating of around 4.4—a commonly used VoIP performance metric scaled from 1 to
5 with 5 being the best [16,17]. However, with little compromise in quality, it is possible
to implement different ITU-T codecs that require much less bandwidth per call with a
relatively higher, but acceptable, end-to-end delay. This can be accomplished by apply-
ing compression, silence suppression, packet loss concealment, queue management tech-
niques, and encapsulating more than one voice packet into a single Ethernet frame
[5,11,18-23].

1.2.1.1 End-to-End Delay for a Single Voice Packet

Figure 1.2 illustrates the sources of delay for a typical voice packet. The end-to-end delay
is sometimes referred to as mouth-to-ear (M2E) delay [9]. The G.714 codec imposes a
maximum total one-way packet delay of 150 ms from end-to-end for VoIP applications [14].

TABLE 1.1
Common ITU-T Codecs and Their Defaults

Data Rate Datagram Size A/D Conversion Combined Bandwidth

Codec (kbps) (ms) Delay (ms) (Bidirectional) (kbps)
G.711u 64.0 20 1.0 180.80
G.711a 64.0 20 1.0 180.80
G.729 8.0 20 25.0 68.80
G.723.1 MPMLQ) 6.3 30 67.5 47.80

G.723.1 (ACELP) 53 30 67.5 45.80
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In Ref. [24], a delay of up to 200 ms was considered acceptable. We can break this delay
down into at least three different contributing components:

1. encoding, compression, and packetization delay at the sender’s end;
2. propagation, transmission, and queuing delay in the network; and

3. buffering, decompression, depacketization, decoding, and playback delay at the
receiver’s end.

1.2.1.2 Bandwidth for a Single Call

The required bandwidth for a single call, in one direction, is 64 kbps. As the G.711 codec
samples 20 ms of voice per packet, 50 such packets need to be transmitted per second. Each
packet contains 160 voice samples, which gives 8000 samples per second. Each packet is sent
in one Ethernet frame. With every packet of size 160 bytes, headers of additional protocol
layers are added. These headers include RTP + UDP + IP + Ethernet, with a preamble of
sizes, 12 + 8 + 20 + 26, respectively. Therefore, a total of 226 bytes, or 1808 bits, must be
transmitted 50 times per second, or 90.4 kbps, in one direction. For both directions, the
required bandwidth for a single call is 100 pps or 180.8 kbps, assuming a symmetric flow.

1.2.1.3 Other Assumptions

We base our analysis and design on the worst-case scenario for VoIP call traffic. Throughout
our analysis and work, we assume that voice calls are symmetric and that no voice confer-
encing is implemented. We also ignore signaling traffic, mostly generated by the gatekeeper
prior to establishing the voice call and when the call has been completed. This traffic is rel-
atively small compared to the actual voice call traffic. In general, the gatekeeper generates
no, or very limited, signaling traffic throughout the duration of an already established
on-going VolIP call [5].

In this chapter, we implement no QoS mechanisms that can enhance the quality of packet
delivery in IP networks. There are a myriad of QoS standards available that can be enabled
for network elements and may include IEEE 802.1p/Q, the IETF’s RSVP, and DiffServ.
Analysis of implementation cost, complexity, management, and benefit must be weighed
carefully before adopting such QoS standards. These standards can be recommended when
the cost for upgrading some network elements is high, and network resources are scarce
and heavily loaded.

1.2.2 VolP Traffic Flow and Call Distribution

Before further analysis or planning, collecting statistics about the current telephone call usage
or volume of an enterprise is important for successful VoIP deployment. The sources of such
information are an organization’s private branch exchange (PBX), telephone records, and
bills. Key characteristics of existing calls can include the number of calls, number of concur-
rent calls, time and duration of calls, and so on. It is important to determine the location of
the call endpoints, that is, the sources and destinations as well as their corresponding path or
flow. This will aid in identifying call distribution and the calls made internally or externally.
Call distribution must include the percentage of calls made within and outside of a floor,
building, department, or organization. As a prudent capacity planning measure, it is recom-
mended that VoIP call distribution plans be based on the busy hour traffic for the busiest day



8 VoIP Handbook: Applications, Technologies, Reliability, and Security

of a week or month. This will ensure support of calls at all times, leading to a high QoS for
all VoIP calls. When such current statistics are combined with the projected extra calls, the
worst-case VoIP traffic load to be introduced into the existing network can be predicted.

1.2.3 Define Performance Thresholds and Growth Capacity

We now define the network performance thresholds or operational points for a number of
important key network elements. These thresholds are to be considered when deploying
the new service. The benefit is twofold. First, the requirements of the new service are
satisfied. Second, adding the new service leaves the network healthy and capable of growth
in the future.

Two important performance criteria are to be taken into account: first, the maximum
tolerable end-to-end delay; second, the utilization bounds or thresholds of network
resources. The maximum tolerable end-to-end delay is determined by the most sensitive
application to be run on the network. In our case, it is 150 ms end-to-end for VoIP. It is
imperative that if the network has certain delay-sensitive applications, such delay be
monitored when introducing VoIP traffic, so that they do not exceed their required
maximum values. As for the utilization bounds for network resources, such bounds or
thresholds are determined by factors such as current utilization, future plans, and foreseen
growth of the network. Proper resource and capacity planning is crucial. Savvy network
engineers must deploy new services with scalability in mind, and ascertain that the
network will yield acceptable performance under heavy and peak loads, with no packet
loss. VoIP requires almost no packet loss. In the literature, a 0.1% to 5% packet loss was
generally considered inevitable [8,23-25]. However, in Ref. [26] the required VoIP packet
loss was conservatively suggested to be less than 1073. A more practical packet loss, based
on experimentation, of below 1% was required in [24]. Hence, it is extremely important
not to fully utilize the network resources. As a rule-of-thumb guideline for switched, fast,
full-duplex Ethernet, the average utilization limit for links should be 190%, and for
switched, shared, fast Ethernet, 85% [27].

The projected growth in users, network services, business, and so on, must all be taken
into consideration to extrapolate the required growth capacity or the future growth factor.
In our study, we reserve 25% of the available network capacity for future growth and
expansion. For simplicity, we apply this evenly to all network resources of the router,
switches, and switched-Ethernet links. However, it must be kept in mind that, in practice,
this percentage is variable for each network resource and may depend on current utiliza-
tion and required growth capacity. In our methodology, these network resources are
reserved upfront, before deploying the new service, and only the left-over capacity is used
for investigating the extent of network support available to the new service.

1.2.4 Network Measurements

Network measurements characterize the existing traffic load, utilization, and flow.
Measuring the network is a crucial step, as it can potentially affect the results to be used in
analytical study and simulation. There are a number of commercial and non-commercial
tools available for network measurement. Popular open-source measurement tools include
MRTG, STG, SNMPUtil, and GetIF [28]. A few examples of popular, commercially avail-
able measurement tools include HP OpenView, Cisco Netflow, Lucent VitalSuite, Patrol
DashBoard, Omegon NetAlly, Avaya ExamiNet, and NetIQ Vivinet Assessor.

Network measurements must be determined for elements such as routers, switches, and
links. Numerous types of measurements and statistics can be obtained using measurement
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tools. As a minimum, traffic rates in bits per second (bps) and packets per second (pps)
must be measured for links directly connected to routers and switches. To get adequate
assessment, network measurements have to be taken over a long period of time, at least
24 h. Sometimes, it is desirable to take measurements over several days or a week.

Network engineers must consider the worst-case scenario for network load or utiliza-
tion in order to ensure good QoS at all times, including peak hours. The peak hour is
different from one network to another and depends totally on the nature of business and
the services provided by the network.

1.2.5 Upfront Network Assessment and Modifications

In this step, we assess the existing network and determine, based on the existing traffic
load and the requirements of the new service to be deployed, if any immediate modifica-
tions are necessary. Immediate modifications to the network may include adding and plac-
ing new servers or devices (such as a VoIP gatekeeper, gateways, IP phones), upgrading
PCs, and re-dimensioning heavily utilized links. As a good upgrade rule, topology changes
need to be kept to a minimum and should not be made unless they are necessary and justi-
fiable. Over-engineering the network and premature upgrades are costly and considered
poor design practices.

Network engineers have to take into account the existing traffic load. If any of the
network links are heavily utilized, say, 30% to 50%, the network engineer should decide
to re-dimension it to a 1-Gbps link at this stage. As for shared links, the replacement
or re-dimensioning of such links must be decided on carefully. A shared Ethernet scales
poorly, and is not recommended for real-time and delay-sensitive applications. It intro-
duces excessive and variable latency under heavy loads and when subjected to intense
bursty traffic [27]. In order to consistently maintain the VoIP QoS, a switched, fast, full-
duplex Ethernet LAN becomes necessary.

1.2.6 Analysis

VoIP is bounded by two important metrics: first, the available bandwidth, and second, the
end-to-end delay. The actual number of VoIP calls that the network can sustain and sup-
port is bounded by those two metrics. Depending on the network under study, either the
available bandwidth or the delay can be the key factor in determining the number of calls
that can be supported.

1.2.6.1 Bandwidth Bottleneck Analysis

Bandwidth bottleneck analysis is an important step to identify the network element, whether
itis anode or a link, that limits the number of VoIP calls that can be supported. As illustrated
in Figure 1.3, for any path that has N network nodes and links, the bottleneck network ele-
ment is the node or link that has the minimum available bandwidth. According to [29], this
minimum available bandwidth is defined as follows:

A = min A,
i=1,..,N
and
A=01—-u)C,

where C; is the capacity of network element i and u; is its current utilization. The capacity
C; is the maximum possible transfer or processing rate.
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FIGURE 1.3 Bandwidth bottleneck for a path of three network elements. (Source: K. Salah, “On the deployment
of VoIP in ethernet networks: Methodology and case study,” International Journal of Computer Communications,
Elsevier Science, vol. 29, no. 8, 2006, pp. 1039-1054. With permission.)

Theoretically, the maximum number of calls that can be supported by a network element E;
can be expressed in terms of A, as

A1 — growth)

MaxCalls; = CalBN

(1.1)
where growth; is the growth factor of network element E; and takes a value from 0 to 1.
CallBW is the VoIP bandwidth for a single call imposed on E,. As previously discussed in
design Step 2 of Section 2.2, the bandwidth for one direction is 50 pps or 90.4 kbps. In order
to find the bottleneck in the network that limits the total number of VoIP calls, the engineer
has to compute the maximum number of calls that can be supported by each network
element, as in Equation 1.1, and the percentage of VoIP traffic flow passing through this
element. The percentage of VoIP traffic flow for E, denoted as flow, can be found by
examining the distribution of calls. The total number of VoIP calls that can be supported by
a network can be expressed as

TotalCallsSupported = E‘{\in (

=1,.,N

MaxCalls,
flow; )

1.2.6.2 Delay Analysis

As defined in Section 2.3 for the existing network, the maximum tolerable end-to-end
delay for a VoIP packet is 150 ms. The maximum number of VoIP calls that the network can
sustain is bounded by this delay. We must always ensure that the worst-case end-to-end
delay for all calls is less than 150 ms. Our goal is to determine the network capacity for
VoIP, that is, the maximum number of calls that the existing network can support while
maintaining VoIP QoS. This can be done by adding calls incrementally to the network
while monitoring the threshold or bound for VoIP delay. When the end-to-end delay,
including network delay, becomes larger than 150 ms, the maximum number of calls that
the network can support becomes known.

As described in Section 2.1, there are three sources of delay for a VoIP stream: sender,
network, and receiver. An equation is given in Ref. [26] to compute the end-to-end delay D
for a VoIP flow in one direction, from sender to receiver.

D=D,+ Y, (T,+Q,+P)+D,,,

hePath
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where D, is the delay due to packetization at the source. At the source, there are also D,
and D,,,,.; where D,, is the encoder delay when converting A/D signals into samples and
D, o5 18 the information exchanged between the PC of the IP phone and the network,
which includes encapsulation. In G.711, D, and D,,. are 20ms and 1ms, respectively.
Hence, it is appropriate for our analysis to assume a worst-case situation and introduce a
fixed delay of 25 ms at the source. D, is the playback delay at the receiver, including jitter
buffer delay. The jitter delay is at most 2 packets, that is, 40 ms. If the receiver’s delay of
D, ,sess is added, we obtain a total fixed delay of 45ms at the receiver. T, + Q, + P, is the
sum of delays that occurs in the packet network due to transmission, queuing, and propa-
gation going through each hop / in the path from the sender to the receiver. The propaga-
tiondelay P, is typically ignored for traffic withina LAN, but notina WAN. For transmission
delay T, and queueing delay Q,, we apply the queueing theory. Hence, any delay in the
network, expressed as 2ieran (T, + Q,), should not exceed (150-25-45) or 80 ms.

We utilize queueing analysis to approximate and determine the maximum number of
calls that the existing network can support while maintaining a delay of less than 80 ms. In
order to find the network delay, we utilize the principles of Jackson’s theorem to analyze
queueing networks. In particular, we use the approximation method of analyzing queue-
ing networks by decomposition, as discussed in Ref. [32]. In this method, a Poisson arrival
rate is assumed, and the service times of network elements are exponentially distributed.
Analysis by decomposition entails first isolating the queueing network into subsystems,
for example, into single queueing nodes. Next, each subsystem is analyzed separately,
taking into consideration its own surroundings in the network of arrivals and departures.
Then, the average delay for each individual queueing subsystem is found. And finally, all
the delays of the queueing subsystems are aggregated to find the average total end-to-end
network delay.

For our analysis we assume the VoIP traffic is Poisson. In reality, the inter-arrival time,
1/2, of VoIP packets is constant, and hence its distribution is deterministic. However, mod-
eling the voice arrival as Poisson gives an adequate approximation, according to Ref. [26],
especially when the number of calls is high. More importantly, the network element with
anon-Poisson arrival rate makes it difficult to approximate the delay and leads to an intrac-
table analytical solution. Furthermore, analysis by the decomposition method will be
violated if the arrival rate is not Poisson.

Figure 1.4 shows queueing models for three network elements: router, switch, and link.
The queueing model for the router has two outgoing interfaces: an interface for Switch 1,

Link Switch Router
Minterface 1

P —

xbg 1

2 Hinterface 2
o e
Mvolp Hiink . Py
—_ ( ) bg 2
uSwitching '

j Hinterface N

xbg N

kbg _—

FIGURE 1.4 Queueing models for a network link, switch, and router. (Source: K. Salah, “On the deployment of
VoIP in ethernet networks: Methodology and case study,” International Journal of Computer Communications, Elsevier
Science, vol. 29, no. 8, 2006, pp. 1039-1054. With permission.)
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SW1, and another for Switch 2, SW2. The number of outgoing interfaces for a switch is
many, and such a number depends on the number of ports it has. We modeled the
switches and the router as M/M/1 queues. Ethernet links are modeled as M/D/1 queues.
This is appropriate, since the service time for Ethernet links is more deterministic than
variable. However, the service times of the switches and the router are not deterministic,
as these are all CPU-based devices. According to the datasheet found in Refs. [30,31], the
switches and the router (which have been used for our case study in Section 3) have a
somewhat similar design, that of a store-and-forward buffer pool with a CPU responsi-
ble for pointer manipulation to switch or route a packet to different ports. Gebali [32]
provides a comprehensive model of common types of switches and routers. According to
Leland et al. [34], the average delay for a VoIP packet passing through an M/M/1 queue
is basically 1/(u — A), and through an M/D/1 queue is [1 — (1/2u)]/(u — 1), where A is
the mean packet arrival rate, and u is the mean network element service rate. The queue-
ing models in Figure 1.4 assume Poisson arrivals for both VoIP and background traffic.
In Ref. [26], it was concluded that modeling VoIP traffic as Poisson is adequate. However,
in practice, background traffic is bursty in nature and characterized as self-similar with
long-range dependence [35]. For our analysis and design, using bursty background traf-
fic is not practical. For one, under the network of queues being considered, an analytical
solution becomes intractable when considering non-Poisson arrival. Also, in order to
ensure good QoS at all times, we have based our analysis and design on the worst-case
scenario of network load or utilization, that is, the peak of aggregate bursts. And thus, in
a way, our analytical approach takes into account the bursty nature of traffic.

It is worth noting that the analysis by decomposition of queueing networks in
Ref. [33] assumes exponential service times for all network elements including links. But
Suri [36] proves that acceptable results, of adequate accuracy, can be obtained even if the
homogeneity of service times of nodes in the queueing network is violated, the main
system performance being insensitive to such violations. Also, when changing the
models for links from M/D/1 to M/M/1, the difference was negligible. More importantly,
as will be demonstrated with simulation, our analysis gives a good approximation.

The total end-to-end network delay starts from the outgoing Ethernet link of the
sender’s PC or IP phone to the incoming link of receiver’s PC or IP phone. To illustrate
this further, we compute the end-to-end delay encountered for a single call initiated
between two floors of a building. Figure 1.5 shows an example of how to compute net-
work delay. Figure 1.5a shows the path of a unidirectional voice traffic flow going from
one floor to another. Figure 1.5b shows the corresponding networking queueing model
for such a path.

For the model shown in Figure 1.5b, in order to compute the end-to-end delay for a single
bi-directional VoIP call, we must compute the delay at each network element: the switches,
links, and router. For the switch, it = (1 — 25%) x 1.3 Mpps, where 25% is the growth factor.
We assume the switch has a capacity of 1.3Mpps. 4 = A,,p + 4, where 4, is the total
new traffic added from a single VoIP in packets per second, and 4,, is the background traf-
fic, also in packets per second. For an uplink or downlink, u = (1 —25%) x 100 Mbps,
A = Ayop T Ay Since the service rate is in bits per second, 4y, and 4,, too must be expressed
in bits per second. Similarly for the router, u = (1 —25%) x 25,000 pps and A = Ay,p + Ay,
Both A,,;» and 4,, must be expressed in packets per second. For a single bi-directional VoIP
call, Ay,p at the router and switches for will be equal to 100 pps. However, for the uplink
and downlink links, it is 90.4 kbps. One should consider no 4,, for the outgoing link if IP
phones are used. For multimedia PCs equipped with VoIP software, a 4,, of 10% of the
total background traffic is utilized in each floor. In Figure 1.5, we use multimedia PCs.
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FIGURE 1.5 Computing network delay. (a) Unidirectional voice traffic flow path from Floor 1 to Floor 3.
(b) Corresponding network queueing model of the entire path. (Source: K. Salah, “On the deployment of VoIP in
ethernet networks: Methodology and case study,” International Journal of Computer Communications, Elsevier
Science, vol. 29, no. 8, 2006, pp. 1039-1054. With permission.)

The total delay for a single VoIP call, shown in Figure 1.5b, can be determined as
follows:

Dputh = DSender — SWiLink + DSWl + DSW] — Router Link
+ DRnutfr + DRouter — SW2Link + DSWZ + DSW2 — Receiver Link

In order to determine the maximum number of calls that can be supported by an existing
network, while limiting VoIP delay constraint, we devise a comprehensive algorithm
that determines network capacity in terms of VoIP calls. Algorithm 1 is essentially the
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Algorithm 1: Computes the maximum number of calls considering VoIP delay
constraint

Input: n : number of network elements
Al...n]: background traffic for network elements 1,2,...n
Delay[1...n]: delay for network elements 1,2,...n
P: set of call-flow paths (p) where p is a subset of {1,2,...n}
Output: MaxCalls: maxmimum number of calls

Avop < 100pps, or 180.8kbps;

VoIP MaxDelay ¢ 80; // network delay for VoIP call in ms
MaxDelay <« 0;

MaxCalls « —1;

Delay[1..n] «0;

while MaxDelay < VoIP MaxDelay do

1. MaxCalls « MaxCalls +1
2. Generate a call according to call distribution and let p, be its

flow path
3. for each element i in p, do
A = At Ay

if i is a link then
Delay; < (1= A;/2p)/ (1;— 2;)
Else
Delay;«<—1/(u—A;)
end if
end for

4. for each p in Pwhere pnp.#¢ do
PathDelay (p) <« Zﬂﬂda%, where i is a network element in
path p X
if PathDelay (p) >MaxDelay then

MaxDelay ¢« PathDelay (p)
end if
end for

end while

analytical simulator’s engine for computing the number of calls based on delay bounds.
Calls are added iteratively until the worst-case network delay of 80 ms has been reached.

It is to be noted that in Step 2 of Algorithm 1, a uniform random number generator is
used to generate VoIP calls according to the call distribution. Call distribution must be in
the form of values from 1% to 100%. Also, the delay computation for the link in Step 3 is
different from that in other network elements such as switches and routers. For links, it is
more appropriate to use the average delay formula for M/D/1, as the service rate i is almost
constant. However, for switches and routers, it is more appropriate to use the average
delay formula for M/M/1 as the service rate 1 is variable because the routers and switches
are CPU-based. For links, the average delay per packet is calculated first using the average
bit delay and then multiplying it by the packet size, which is 1808 bits. For this, the link
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service rate and incoming rate have to be in bits per second. However, for switches and
routers, the calculation is done in packets per second. In the algorithm above, the link
delay calculation is for a unidirectional link. The total bandwidth that will be introduced
as a result of adding one call on the link is 50 pps in one direction, and another 50 pps in
the opposite direction. However, for switches and routers, the extra bandwidth introduced
per call will be 100pps.

1.2.7 Simulation

The object of the simulation is to verify analysis results of supporting VoIP calls. There
are many simulation packages available that can be used, including commercial and
open source. A list and classification of such available network simulation tools can be
found in Ref. [37]. In our case study in Section 3, we used the popular MIL3’s OPNET
Modeler simulation package, Release 8.0.C [38]. OPNET Modeler contains a vast number
of models of commercially available network elements, and has various real-life network
configuration capabilities. This makes its simulation of a real-life network environment
close to reality. Other features of OPNET include a GUI interface, a comprehensive library
of network protocols and models, a source code for all models, graphical results and sta-
tistics, and so on. More importantly, OPNET has gained considerable popularity in aca-
demia as it is being offered free of charge to academic institutions. That has given OPNET
an edge over DES NS2 in both the market place and in academia.

1.2.8 Pilot Deployment

Before changing any of the network equipment, a pilot project deploying VoIP in a test lab
is recommended, to ensure smooth upgrade and transition with minimum disruption of
network services. A pilot deployment is done after training of the IT staff. It is the place for
the network engineers and support and maintenance teams to get firsthand experience
with VoIP systems and their behavior. During this pilot deployment, new VoIP devices
and equipment are evaluated, configured, tuned, tested, managed, and monitored. The
whole team needs to get comfortable with how VoIP works, how it mixes with other traffic,
and how to diagnose and troubleshoot potential problems. Simple VoIP calls can be set up
and some benchmark testing can be done.

1.3 Case Study

In this section, we present a case study, a typical IP network of a small enterprise located
in a high-rise building. We briefly describe the methodology of successfully deploying
VoIP in this network. The network is shown in Figure 1.6. The network is Ethernet-
based and has two Layer-2 Ethernet switches connected by a router. The router is Cisco
2621, and the switches are 3Com Superstack 3300. Switch 1 connects Floor 1 and Floor 2
and two servers, while Switch 2 connects Floor 3 and four servers. Each floor LAN is
basically a shared Ethernet connecting the employees” PCs with the workgroup and
printer servers. The network makes use of VLANSs in order to isolate broadcast and
multicast traffic. A total of five LANs exist. All VLANs are port-based. Switch 1 is con-
figured such that it has three VLANs. VLANI includes the database and file servers.
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FIGURE 1.6 Topology of a small enterprise network. (Source: K. Salah, “On the deployment of VoIP in ethernet
networks: Methodology and case study,” International Journal of Computer Communications, Elsevier Science, vol. 29,
no. 8, 2006, pp. 1039-1054. With permission.)

VLAN2 includes Floor 1. VLANS3 includes Floor2. On the other hand, Switch 2 is config-
ured to have two VLANSs. VLAN4 includes the servers for e-mail, HTTP, Web and cache
proxy, and firewall. VLANS includes Floor 3. All the links are switched Ethernet
100 Mbps full-duplex, except for the links for Floors 1, 2, and 3, which are shared
Ethernet 100 Mbps half-duplex.

For background traffic, we assume a traffic load not exceeding 10% of link capacity.
Precise values are described in Ref. [39,40]. The values are those of peak-hour utilization of
link traffic in both directions connected to the router and the two switches of the network
topology shown in Figure 1.6. These measured results will be used in our analysis and
simulation study. For call distributions, thresholds, and projected growth, we used those
described in Refs. [39,40].

For an upfront assessment and on the basis of the hardware required to deploy VolP,
as in Step 5, two new nodes have to be added to the existing network: a VoIP gateway and
a gatekeeper. As a network design issue, these two nodes have to be placed appropriately.
Since most of the users reside on Floor 1 and Floor 2 and are directly connected to Switch
1, connecting the gatekeeper to Switch 1 is practical, and keeps the traffic local. The VoIP
gateway we connect to Switch 2, in order to balance the projected load on both switches.
Also, it is a more reliable and fault-tolerant method to not connect both nodes to the
same switch in order to eliminate problems that stem from a single point of failure. For
example, currently, if Switch 2 fails, only external calls to/from the network will be
affected. It is proper to include the gatekeeper as a member of the VLANI of Switch 1,
which includes the database and file servers. This isolates the gatekeeper from the mul-
ticast and broadcast traffic of Floor 1 and Floor 2. In addition, the gatekeeper can locally
access the database and file servers to record and log phone calls. On the other hand, we
create a separate VLAN for the gateway in order to isolate the gateway from the multicast
and broadcast traffic of Floor 3 and from the servers of Switch 2. Therefore, the network
has now a total of six VLANSs. Figure 1.7 shows the new network topology after the
incorporation of necessary VoIP components. As shown, two new gateway and gatekeeper
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FIGURE 1.7 Network topology with necessary VoIP Components. (Source: K. Salah, “On the deployment of VoIP
in ethernet networks: Methodology and case study,” International Journal of Computer Communications, Elsevier
Science, vol. 29, no. 8, 2006, pp. 1039-1054. With permission.)

nodes for VoIP were added and the three shared Ethernet LANs were replaced by
100 Mbps switched Ethernet LANS.

For Step 6 of the analysis, there are two implementation options. One uses MATLAB®,
and the second, the analytical simulator described in Ref. [41]. In the first option, MATLAB
programs can be written to implement the bandwidth and the delay analyses described in
Section 2.6. Algorithm 1 was implemented using MATLAB, and the results for the worst-
incurred delay have been plotted in Figure 1.8. It can be observed from the figure that the
delay increases sharply when the number of calls goes beyond 310. To be more precise,
MATLAB results show that the number of calls bounded by the 80 ms delay is 315.
From the bandwidth analysis done to compute MaxCalls, for all network elements, it turns
out that the router is the bottleneck. Hence, the TotalCallsSupported is 313 VoIP calls.
When comparing the number of calls that the network can sustain, based on bandwidth
and worst-delay analysis, we find that the number of calls is limited by the available
bandwidth more than by the delay, though the difference is small. Therefore, we can
conclude that the maximum number of calls that can be sustained by the existing
network is 313.

The second option is more flexible and convenient as it avoids using MATLAB. It uses a
GUI-based analytical simulator that works on any generic network. The analytical simulator
is publicly available, and can be downloaded from http:/ /www.ccse.kfupm.edu.sa/~salah/
VoIP_Analytical_Simulator.rar. A complete description of the simulator can be found in Ref.
[41]. The simulator has a GUI, using which a network topology can be built (i.e., it is com-
parable to building a network in OPNET). In other words, the simulator has drag-and-drop
features to construct a generic network topology and feed it into the analytical engine.
The simulator also allows users to set and configure a variety of settings and parameters
related to VoIP deployment. The analytical engine is based on the approach described
in Section 2.6. Within seconds, the simulator gives results on how many VoIP calls can be
supported: the user can easily tune the network configurations and parameters and deter-
mine the results. The results obtained by the simulator and MATLAB were the same.
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FIGURE 1.8 Worst-incurred delay versus number of VoIP calls. (Source: K. Salah, “On the deployment of VoIP
in ethernet networks: Methodology and case study,” International Journal of Computer Communications, Elsevier
Science, vol. 29, no. 8, 2006, pp. 1039-1054. With permission.)

Figure 1.9 shows the corresponding network model constructed by the VoIP simulator
for the network topology of Figure 1.7. In order to avoid having numerous PC nodes or
IP phones on every floor to represent end-users (and thereby cluttering the network
topology diagram), floor LANs have been simply modeled as a LAN that encloses an
Ethernet switch and three designated Ethernet PCs that are used to model the activities
of the LAN users. For example, Floor 1 has three nodes (labeled F1C1, F1C2, and F1C3).
F1C1 is a source for sending voice calls. F1C2 is a sink for receiving voice calls. F1C3 is a
sink and source of background traffic. This model allows for generating background traf-
fic and also for establishing intra-floor calls or paths from F1C1 and F1C2, and passing
through the floor switch of FISW. The sending and sinking PC nodes of VoIP (e.g., F1C1
and F1C2) have infinite capacity, and there is no limit on how many calls can be added
or received by them. As mentioned in Section 1.2.1.3, we ignore the signaling traffic
generated by the gatekeeper.

Figure 1.10 shows throughput and delay analyses. Figure 1.10a reports the number of
calls that can be supported based on bandwidth analysis: 315 calls can be supported for
the whole network. In order to identify possible bottlenecks, the report also shows indi-
vidual calls that can be supported per node and per link. This identifies the router as the
bottleneck, and supporting more than 315 calls would definitely require replacement of
the router. Figure 1.10b reports the number of calls that can be supported based on net-
work analysis: 313 calls can be supported such that network delay of any of the specified
VoIP flows does not exceed the required 80 ms. The figure shows that with 313 calls, a net-
work delay of 16.76 ms is introduced. This means that adding even one more call would
lead to network delay, as the maximum of 80 ms was exceeded. Figure 1.10b shows
the network delay per flow or path. In our example, there were a total of nine VoIP flows.
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FIGURE 1.9 Corresponding network diagram constructed by analytical simulator. (Source: K. Salah, “On the
deployment of VoIP in ethernet networks: Methodology and case study,” International Journal of Computer
Communications, Elsevier Science, vol. 29, no. 8, 2006, pp. 1039-1054. With permission.)

As shown, the first triple is for intra-floor flows. The second triple is for inter-floor flows.
And the third triple is for external flows. Such information gives insight as to the source of
the delays and also identifies the path that causes most of the delays. As the figure shows,
the inter-floor flows from F1C1 to F3C2 and F2C1 to F3C2 experience the greatest delays, as
they pass through the router.

We chose OPNET to verify our analytical approach. A detailed description of the simula-
tion model, configurations, and results can be found in Ref. [41]. With OPNET simulation,
the number of VoIP calls that could be supported was 306. From the results of analysis and
simulation, it is apparent that both results are in line and are a close match, as based on the
analytic approach, a total of 313 calls can be supported. There is only a difference of seven
calls between the analytic and simulation approaches. The difference can be attributed to
the degree of accuracy between the analytic approach and OPNET simulation. Our analytic
approach is an approximation. Also, the difference is linked to the way the OPNET Modeler
adds the distribution of calls. It was found that external and inter-floor calls are added
before intra-floor calls. In any case, to be safe and conservative, one can consider the
minimum number of calls supported by the two approaches.

The following network design and engineering decisions can be justified from the analytic
and simulation perspectives. First, the existing network, with a reserved growth factor of
25%, can safely support up to 306 calls while meeting the VoIP QoS requirements and having
no negative impact on the performance of existing network services or applications. Second,
the primary bottleneck of the network is the router. If the enterprise under study is expected
to grow in the near future, that is, if more calls than 306 are required, the router must be
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FIGURE 1.10 (a) Throughput analysis report. (b) Delay analysis report. (Source: K. Salah, “On the deployment
of VoIP in ethernet networks: Methodology and case study,” International Journal of Computer Communications,
Elsevier Science, vol. 29, no. 8, 2006, pp. 1039-1054. With permission.)

OK

replaced. The router can be replaced with a popular Layer-3 Ethernet switch, relieving it
from routing inter-floor calls from Floor 1 to Floor 2. Before prematurely changing other net-
work components, one has to find out how many VolIP calls can be sustained by replacing the
router. To accomplish this, the design steps and guidelines outlined in this chapter must be
revisited and re-executed. And finally, the network capacity to support VolIP is bounded
more by the network throughput than the delay. This is because the network currently under
study is small and does not have a large number of intermediate nodes. The network delay
bound can become dominant if there is a large-scale LAN or WAN.

1.4 Summary and Conclusion

This chapter outlined a step-by-step methodology on how VoIP can be successfully
deployed in existing IP networks. The methodology can help network designers determine
quickly and easily how well VoIP will perform on a network prior to deployment. Prior to
the purchase and deployment of VoIP equipment, it is possible to predict the number of
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VoIP calls that can be sustained by the network while satisfying the QoS requirements of
all existing and new network services and leaving enough capacity for future growth. In
addition, many design and engineering issues pertaining to the deployment of VoIP have
been discussed. These include characteristics of VoIP traffic and QoS requirements, VoIP
flow and call distribution, defining future growth capacity, and measurement and impact
of background traffic. A case study was presented for deploying VoIP in a small enterprise
network, and the methodology and guidelines outlined in this chapter were applied.
Analysis and OPNET simulation were used to investigate throughput and delay bounds
for such a network. Results obtained from the analysis and simulation were in line and
matched closely. The methodology and guidelines presented in this chapter can be adopted
for the deployment of many other network services (other than p2p VoIP). These services
may include VoIP conferencing and messaging, videoconferencing, IPTV, online gaming,
and ERP.
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2.1 Introduction

Ubiquitous computing environments, which have recently been receiving much attention,
provide communication and computing services to people any place, any time. They are
a new paradigm, and their social, cultural, and economic impacts are immense [1]. The
multipoint VoIP conference technique is one of the essential instruments that provides
services in a ubiquitous environment.

One of the characteristics of multipoint VoIP in a ubiquitous environment is that users
having a wireless mobile node are usually collocated in a confined area. For example,
firefighters at a fire scene or workers in a construction area may form a wireless local area
communication network. In order to communicate with other nodes in a confined area, a
mobile node may have to communicate with a fixed conference server located far away
from the users. When this configuration, known as a centralized conference scheme [2], is
used to set up calls between users close to each other, it may result in poor throughput
performance due to the distance the signaling traffic has to travel. When a distributed
conference scheme [2], in which user data alone are delivered directly to the other party
without going through the conference server, is used to set up a conference call, mobile
nodes can exchange users’ audio/video data peer-to-peer. This may, however, result in
rapid dissipation of battery power, because each node has to perform data compression/
decompression and mixing by itself. Therefore, an endpoint mixing scheme, which does
not use a conference server, may be an alternative for such a ubiquitous environment as
described above.

Another characteristic of multipoint VoIP in a ubiquitous environment is that a large
portion of the conference calls are not planned ahead, so that two different conference call
groups can be merged into one while they are in session or a conference call group can be
split into two while it is in session. When a conference server is involved, the split-and-
merge procedure is not easy. In contrast, the endpoint mixing conference scheme [2-4] can
manage the split-and-merge operations with relative ease.

However, there are shortcomings with the endpoint mixing conference scheme as well,
as when it is applied to a hierarchical, multipoint conference system. The first is that it can
cause echoes. Second, when a mobile node leaves a conference call session, it may divide
the session into two. Third, it may cause an extra delay in delivering user (audio/video)
data due to the hierarchical structure of routing paths. Finally, when too many child nodes
are connected to a single parent node, the parent node may experience rapid battery power
consumption. This chapter includes solutions to these problems.

The chapter is organized as follows: first, we investigate several multipoint conference
systems in a ubiquitous environment and explain why the endpoint mixing conference
scheme works effectively. Second, we look into the issues that arise when the endpoint
mixing scheme is applied to a ubiquitous environment. Finally, we introduce solutions to
these issues and validate them with simulation results.

2.2 Conference Schemes in a Ubiquitous Environment
2.2.1 UFC Terminals in a Ubiquitous Environment

Ubiquitous Fashionable Computers (UFCs) play an important role in a ubiquitous envi-
ronment where scattered computing devices interact with others and have access to
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user-centric services. They have initiated the development of a variety of new technolo-
gies, such as communication and networking capability, middleware, and applications.
They provide a new user-centric lifestyle without time-and-space constraints on the
delivery of information. UFC terminals have been developed to provide voice and
image recognition, an action-response interface (responsive to movement of a pointer
device), portability and durability, which can be achieved through minimal power
consumption and size. They also have robust communication capability in a ubiquitous
environment [1].

2.2.2 Characteristics of the Multipoint Conference System
in a Ubiquitous Environment

As mentioned earlier, users in a ubiquitous environment are most likely to be closely
located, in a confined area. A multipoint conference system can be divided into two cate-
gories, depending on whether the conference server is used or not. When the conference
server is used, it can be categorized further into a centralized conference system and a
distributed conference system, depending on whether user data are concentrated in the
network or not. In a centralized conference system, call control messages and user data are
exchanged through a conference server, as shown in Figure 2.1. In a distributed system,
call control messages are delivered via a fixed conference server, but user data are deliv-
ered directly to the other party without going through the conference server, as shown in
Figure 2.2 [2].

The conference server is usually located in a fixed core network. When a group of closely
located users sets up a conference call session, the centralized conference server may have
difficulty providing a high quality audio/video service, since the traffic from several users
is gathered into the server and distributed through the server back to the users; that is, too
much traffic is concentrated around the conference server. When a distributed conference
server is used, traffic is exchanged directly between users, which may relieve data concen-
tration, but may result in high power-consumption in the mobile node battery because
each mobile node has to receive traffic from all other users and process it within itself.
We use a scheme without a conference server as an alternative.

Schemes that do not require a conference server include the pseudo-centralized con-
ference scheme, the pseudo-distributed conference scheme, and the endpoint mixing
conference scheme. The pseudo-centralized conference scheme shown in Figure 2.3
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FIGURE 2.1 Centralized conference system.
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FIGURE 2.3 Pseudo-centralized conference system.

selects a mobile node for processing call control messages as well as relaying user data
[3]. But the selected mobile node inevitably experiences a shortage of resources, such as
CPU usage, memory availability, or battery power, since all traffic is delivered through
the selected mobile node. Therefore, tasks such as audio/video compression, decompres-
sion, and mixing may not be completed within the required time frame. The pseudo-
distributed conference scheme shown in Figure 2.4 chooses a mobile node only for call
control messages. Data are now exchanged directly between users, but since each mobile
node processes and communicates user data, the battery power consumption may be
significantly high, similar to that in the distributed conference system.

As the number of nodes increases, the selected mobile node gets proportionally
exhausted, both in a pseudo-centralized system and in a pseudo-distributed system. As
an alternative, to relieve overloading of a mobile node, we consider the endpoint mixing

FIGURE 2.4 Pseudo-distributed conference system.
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FIGURE 2.5 Endpoint mixing conference system.

conference system shown in Figure 2.5. This is similar to the pseudo-centralized confer-
ence scheme in that the exchange of call control messages and user data for child nodes
is performed via a parent node. Since the mobile nodes are connected hierarchically,
a single mobile node is not responsible for every node’s signaling and user data as in
the pseudo-centralized system [2-4]. The parent mobile node takes care of call control
message- and user-data exchanges solely for its child nodes. In other words, a parent
node functions as a conference server for its child nodes. The endpoint mixing conference
scheme can alleviate battery power consumption since user data and delivery processing
is distributed hierarchically to all parent nodes. In Figure 2.5, when mobile node D
requests a connection to node B, node D becomes a child node of node B, and node B,
which accepts the connection request, becomes a parent node of node D. Once a hierarchi-
cal structure is built using the endpoint mixing scheme, node A, which has child nodes
and no parent node, is denoted a root node. In contrast, nodes D, E, and F, which have a
parent node and no child nodes, are denoted leaf nodes. All nodes except root and leaf
nodes will have a parent and a child node at the same time.

Other characteristics of the multipoint conference system in a ubiquitous environment
include that a large portion of the conference calls are not preplanned, two different con-
ference call groups can be merged into one while they are in session, or a conference call
group can be split into two while it is in session. Since in the centralized conference system
the call control messages and user data are exchanged through the conference server, the
capacity of the server may limit the number of users being serviced through it. Therefore,
the centralized conference system is suitable for a preplanned conference call. For calls not
planned earlier, the server may not be available for additional users. This can be resolved
by moving the call control and user data service from the current server to another, but
that will take up unnecessary time and resources. However, when the endpoint mixing
scheme is used, a session can be established through a hierarchical structure, virtually
without limit on the number of users.

In an ad hoc conference call session, two conference call groups can be merged into one,
or a conference call group can be divided into two while they are in session. For example,
when construction workers are having a conference call in a construction area, a director
or other staff from the headquarters may join or leave the session before it ends. In order
for two conference call groups, say conference group 1 and conference group 2, to be
merged (suppose conference server 1 continues to serve the group after merging), neither
the centralized conference scheme nor the distributed conference scheme, which requires
a conference server, can merge the two instantly. Conference call group 2 ends first, and
then the participants in this group request a connection to the server to allow them to join
conference call group 1.
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FIGURE 2.6 Combining two conference groups.

When a conference call group has to be divided into two, that is, conference call group 1
and conference call group 2, both the centralized conference scheme and the distributed
conference scheme let the participants who want to form a separate conference call group
leave the current session first and then form a new group, that is, they form conference
call group 2.

However, the procedures can be simplified if we use the endpoint mixing conference
scheme, in which the conference call session has a hierarchical structure, a tree topology.
Merging two conference call groups can be interpreted as merging two hierarchical struc-
tures into one. The simplest case of merging will be that a root node of group 2 joins as a
child node in group 1, as shown in Figure 2.6. Then group 1 becomes the resultant merged
conference call group.

In the endpoint mixing scheme, a conference session can easily be separated, forming
two tree structures from one. In an ad hoc environment, it is common for two conferences
to be merged into one and later separated, making them as they were before. The root
mobile node of the conference call group being separated from the main tree, which is
connected to a parent node in the current conference group, has to be simply dismantled,
as shown in Figure 2.7.

FIGURE 2.7 Separating a conference group.
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2.2.3 Dialogs and Transactions Within a Session Initiation Protocol User Agent in
the Endpoint Mixing Conference System

In an endpoint mixing conference system, when a third user joins a conference between
two users, it becomes a multipoint conference group as shown in Figure 2.8a, and the
parent node, Kim in Figure 2.8b, which is responsible for mixing user data, creates two
dialogs [5]. The first dialog is for the conversation between Kim and Lee, and the second
dialog is for that between Kim and Park. Note that Lee and Park have one dialog for each.
Transactions can be created and deleted as needed within dialogs.

2.2.4 User Data Processing in the Endpoint Mixing Scheme
2.2.4.1 User Data Processing Unit in Two-User Conference

Figure 2.9 shows a block diagram of a user data processing unit in a two-user conference.
The unit compresses data received from a camera unit and microphone. The compressed
data is transmitted to other nodes through a Real-time Transport Protocol (RTP) [6]. The
node, which receives the compressed data through a Real Time Receiver (RTR), decom-
presses it using the data decompressing unit and delivers it to the data output unit.

2.2.4.2 Data Processing Unit

The endpoint mixing scheme allows a multipoint conference without a conference server.
Figure 2.10 shows a data processing unit that can process data coming from up to three
users. It mixes its own data with the data coming in from other users and delivers the

(a) Kim Kim

‘\INVITE —> / \

. Lee . Park . Lee @ Park

Kim’s SIP UA
Dialog Dialog
Server
transaction
L A
Lee’s SIP UA Park’s SIP UA
Dialog ¢ y Dialog

Client
transaction

FIGURE 2.8 Endpoint mixing scheme in multipoint conference system: (a) joining an existing session,
(b) dialogs and transactions within SIP UA.
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FIGURE 2.10 Data processing unit in the endpoint mixing conference system.
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combined data to itself and to other users. The data processing unit for 7 users can be
easily obtained by expanding the unit of Figure 2.10. For n users there will be n —1 RTP
receivers, n —1 data decompressors, n —1 RTP transmitters, one mixer, one data input
unit, one data output unit, and one data compressor.

2.3 Problems of an Endpoint Mixing Conference Scheme in
a Ubiquitous Environment

The endpoint mixing conference scheme has certain shortcomings when it is built hierar-
chically. These include an echo effect, unwanted release of a mobile node from a conference
call group during the separation process, delay caused by long hierarchical paths, and
rapid battery power consumption in a parent mobile node that carries many child nodes.

2.3.1 Duplicate Reception of User Data

Echoes can occur when a hierarchical tree topology is formed using the endpoint mixing
conference scheme. A parent mobile node’s data processing unit receives user data from its
neighbor nodes, mixes them with its own user data, and transmits the combined user data
to its neighbor nodes.

Figure 2.11 shows a snapshot of user data streams where nodes are equipped with the
data processing unit depicted in Figure 2.10. The arrow indicates user data flow. For
example, mobile node A receives data b + ¢ + d (assume that b, ¢, and d denote the data
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FIGURE 2.11 Conference system equipped with the data processing unit depicted in Figure 2.10.
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transmitted from mobile nodes B, C, and D, respectively) and sends the combined data
(@ + b+ c + d, data received from B, C, D plus data generated at A) to mobile nodes B, C,
and D. The shortcoming of this scheme is that the mixed data contains the mixing node’s
user data as well. This scheme is easy to implement, but causes echoes. For example, node B
delivers user data b, but the mixed user data received from A includes user data b as well.
Figure 2.12 shows another example of a hierarchical multipoint conference system, where
each node is equipped with the data processing unit depicted in Figure 2.10. When one of
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ALL = A+B+C+D+E+F+G+H

FIGURE 2.12 Another conference system equipped with the data processing unit depicted in Figure 2.10.
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nodes B, C, and D, of which the data mixing mode is inactive, is requested for a connection,
the conference system is transformed into a hierarchical multipoint conference system. For
example, new users E and F ask for connections to B and B accepts them, and the configu-
ration changes into the one in Figure 2.12. Then, node B’s user data mixing capability is
activated.

Mobile node A receives data b + ¢ + f from mobile node B and sends data ALL
@+b+c+d+e+f+ g+ h data received from B, C, D plus data generated at A) to
mobile node B. Note that mobile node A functions as a root node and collects user data
from all the nodes, including itself, due to its central position in the topology. Mobile node
E will eventually receive ALL+b+e+f@+b+c+d+e+f+g+h+b+e+f data
received from A, E, F plus data generated at B), where data b, ¢, and f are received twice.
This only illustrates the early part of data stream duplication and as time progresses, the
echoing will get worse.

2.3.2 Separation of Conference Group

In a hierarchical multipoint conference system, when a certain mobile node leaves an
in-session conference call group, it may cause some mobile nodes to be kicked off from the
conference call. This can occur when a mobile node that mixes the user data leaves
the conference, so that all the child mobile nodes under it are separated from the original
conference call group. For example, when mobile node A in Figure 2.12 leaves the confer-
ence call group, it segregates the connection between nodes B, C, D and then divides the
conference call group into three, as shown in Figure 2.13.

2.3.3 User Data Delay and Resource Shortage of a Parent Mobile Node

In a hierarchical multipoint conference system, user data is delivered through a hierar-
chical route, which may result in longer delay due to its tree structure. For example, in
Figure 2.14, in order for node G to communication with node C, the traffic must traverse
through nodes D, B, and A.

The delay may be even greater if the two nodes are located deep in two different tree
branches. When a parent mobile node carries many child nodes, which results in a great

D
0k Uk

NE F Qe S

FIGURE 2.13 Segregation of a conference system when a user leaves the system.
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FIGURE 2.14 Problems in user data delay and resource shortage.

deal of call control signaling and user data processing in the parent node, the parent node
may experience a shortage of resources such as CPU usage and memory availability. Most
importantly, this may lead to rapid battery power consumption. In Figure 2.14, node B has
the most child nodes, so its resources will be depleted sooner than that of any other node.

2.4 Resolving Problems in an Endpoint Mixing Conference Scheme

2.4.1 Resolving Duplicate Reception of User Data in
a Hierarchical Multipoint VolP

Figure 2.15 shows a data processing unit that can prevent user data being received twice in
a hierarchical multipoint conference system. It can process user data from up to three

Mixer
(B+C+D) HData output (A)]
Mixer Media RTP
(A+C+D) compression transmitter (B)
RTP Media Mixer Media RTP
receiver (C) decompression (A+B+D) compression transmitter (C)
RTP Media Mixer Media RTP
receiver (D) decompression (A+B+C) compression transmitter (D)

FIGURE 2.15 Data processing unit supporting endpoint mixing scheme.

Data input (A)

RTP Media
receiver (B) decompression
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FIGURE 2.16 Conference scheme using the data processing unit depicted in Figure 2.15.
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users. The unit receives data, selectively mixes it with its own user data, and then sends it
to other users, including itself. In this case, the combined user data transmitted through
RTP transmitter (b) is the combined data received from all users except the one through
the RTP receiver (D), thatis,a + b + d. If extended to accommodate 1 users, the unit will be
composed of n-1 RTP receivers, n-1 data decompressors, n-1 RTP transmitters, and n mix-
ers, one data input unit, and one data output unit.

Figure 2.16 shows user data streams where node A is equipped with the data processing
unit described in Figure 2.15. Node A selectively mixes incoming user data and its own
user data so that echoes do not occur, and sends the combined user data to the other nodes
(B, C, D). Each node will receive combined user data, excluding its own user data. For
example, node B will receive user data a + ¢ + d and node C will receive a + b + d. The
scheme increases the complexity of the user data processing unit.

Figure 2.17 shows another example of a multipoint conference scheme using this data
processing unit. The figure shows that each node does not receive its own user data twice.
For example, when node E receives combined user data from node B, the data does not
include e. This resolves the echo problem in a hierarchical conference system. In addition,
since the endpoint mixing scheme functions separately from the session initiation protocol
(SIP), there will be no need to change the SIP. Therefore, the endpoint mixing scheme using
the newly proposed data processing unit can be used effectively in a hierarchical multi-
point conference system.

2.4.2 Resolving Segregation of a Conference Group

In the endpoint mixing scheme, when a node responsible for user data mixing leaves the
session, it segregates the session into two. This can be resolved by using the REFER com-
mand right before or after the node that wants to leave the conference call group sends the
BYE command. Figure 2.18 shows the signal flow when node A leaves the session. Node A
asks node B to make a connection to node C (using REFER) before it initiates its own
departing procedure (using BYE). Node B and C will continue to be in session without
stopping or having to reset the connection.

Figure 2.19 shows the flowchart for the procedure described in Figure 2.18. Whereas in
the figure, the REFER command is transmitted after the BYE command, it can also be sent
before the BYE.
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FIGURE 2.17 Conference system using the data processing unit depicted in Figure 2.15.
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This scheme works in a hierarchical multipoint conference system such that the session
is not divided when a node executes the user data mixing operation. Figure 2.20 shows a
signal flow when node A leaves a session. Node A asks nodes B and C to make a connec-
tion to node D (using REFER) before it initiates its own departing procedure (using BYE)
and nodes B and C send a connection request to node D using INVITE. Then nodes B, C,
and D will construct a new formation as shown in Figure 2.21 without stopping or reset-

ting the session.

2.4.3 Resolving Media Delay and Terminal Resource Deficiency

Delivering user data traffic, whether audio or video, through hierarchical paths may cause
delay. This can be resolved by forming a hierarchical tree such that the number of nodes

5 A

¥° > @ ge—RQ°

FIGURE 2.18 Preventing segregation of a session using REFER.
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FIGURE 2.19 Flowchart for Figure 2.18.

that data traffic has to go through is reduced. This reduction can be done by carrying as
many as child nodes as possible under a parent node so that the tree depth does not
increase.

However, if a node carries too many neighbors, including a parent node and child nodes,
the amount of data it processes will increase and the resources required for processing will

E F G H

FIGURE 2.20 Preventing segregation of a session using REFER when A leaves.
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FIGURE 2.21 A newly formed conference session after A leaves.

deplete quickly. Its main functions, such as media compression/decompression and media
mixing, may not be executed properly. It will also cause early battery power shortage due
to the overloading process. This can be resolved by limiting the number of child nodes for
a parent node based on the current state of the parent node’s resources, such as CPU power,
memory usage, and battery power. The parent node should be able to accept or reject a
connection request according to its resource status.

We want to minimize the tree depth to reduce delay in transmitting user data, as shown
in Figure 2.22, and also minimize the number of child nodes to save resources in parent
nodes, as shown in Figure 2.23. There is a trade-off between the reduction in media delay
and reduction in the resource shortage of a node. In order to achieve both, we should keep
to a minimal tree depth, restricting the number of child nodes under a parent node.

In the existing method [2], when a call request is received, the decision to accept or reject
the call is made by the node receiving the request. As shown in call assignment algorithm 1,

e By

N
D'// ‘i \G

e

FIGURE 2.22 The optimal configuration to minimize the user data delay.
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FIGURE 2.23 The optimal configuration to conserve resources of nodes.

the system accepts the call request only if the parent node has enough resources to hold the
call [3]. This method does not take into account the problem of delay when accepting a call
request. We propose call assignment algorithm 2, which takes into account both resource
depletion and user data delay.

Call assignment algorithm 2 works as follows. Suppose a new participant requests a
connection to node N,. Then check whether N; is a leaf node or a parent node. If N; is a leaf
node, check the number of the neighbor nodes of the parent nodes in the system. If a par-
ent node P, is found, which has a lesser number of neighbor nodes than is allowed, then N;
rejects the request and hands the request over to P.. If all parent nodes have more neighbor
nodes than are allowed, then measure the depth of each leaf node. If a leaf node, say T}, has
depth less than N, reject the connection request and hand the request over to leaf node T..
If N; is a leaf node and N; satisfies the two conditions mentioned above, that is, all parent
nodes carry more neighbor nodes than allowed and all leaf nodes have a depth greater
than that of N, N; accepts the connection request.

If N; is a parent node, check the number of its neighbor nodes. If it has fewer neighbor
nodes, it accepts the connection request, otherwise it rejects the request and hands it over
to another node. How does the rejecting node, in our case, N,, select another node as a pos-
sible candidate to take the call connection? It checks all parent nodes except itself. If there
is a parent node, say P, with less-than-allowed neighbor nodes, it hands the request over
to P,. If there is none, the request is handed over to the leaf node having the least depth.

The algorithm increases the tree depth by one when the number of child nodes in every
parent within the tree reaches the maximum number of the allowed neighbor nodes minus
one. For example, as shown in Figure 2.24, when node M asks for a connection to node F,
node F, with the maximum number of neighbor nodes four, rejects the request and trans-
fers it to node C, which has fewer than four neighbor nodes. In Figure 2.25, when node H
requests a connection to node F, node F rejects it and transfers the connection to leaf node
C, which has less depth than node F. In order to relieve the resource shortage, when the
number of child nodes connected to a parent node reaches the maximum, the parent node
can reject the connection request. In Figure 2.26, when node M requests a connection to
node B, node B rejects the request and transfers it to node C, which has child nodes less
than or equal to four. In Figure 2.27, when node H requests a connection to node B, node B
rejects the request and transfers it to node C, which has the least depth.
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FIGURE 2.24 Example 1 of rejecting request to relieve user data delay when neighbor nodes are 4.
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FIGURE 2.25 Example 2 of rejecting request to relieve user data delay when neighbor are 4.
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FIGURE 2.26 Example 1 of rejecting request to relieve resource shortage when neighbor nodes are 4.
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FIGURE 2.27 Example 2 of rejecting request to relieve resource shortage when neighbor nodes are 4.

Call Assignment Algorithm 1

(Considering only the resource depletion problem)
if (no. of neighbor nodes of node receiving a request <max. no. of
allowed neighbor nodes)
accept request;
else
reject request;

Call Assignment Algorithm 2

(Considering both the resource depletion and user data delay problems)
if (node N; receiving a request is a leaf node)
for (parent node P, € all the parent nodes in the system)
if (no. of neighbor nodes of node P, <max. no. of allowed
neighbor nodes)
hand the request to another P,;
exit;
for (leaf node T, € all the leaf nodes except N; in the system)
if (tree depth of node N; receiving a request > tree depth of
leaf node T;)
hand the request to another T,;
exit;
accept request;
else
if (no. of neighbor nodes of parent node P, <max. no. of allowed
neighbor nodes)
accept request;
else
for (parent node P, € all the parent nodes except N, in the
system)
hand it to another P;;
exit;
hand the request to a leaf node with the least tree depth;
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It is true that the algorithm for both resource shortage and user data delay will be more
complex than the algorithm for resource shortage alone. But compared with the complex-
ity of the SIP itself, it is still negligible.

2.5 Simulation Results

The UFC VoIP has been implemented in a main module, which is attached to a jacket. The
main module has an ARM9 CPU and is operated on Linux OS. It supports IEEE802.11,
Bluetooth, and Zigbee [1]. The UFC VoIP has been implemented according to IETF RFC3261
and is composed of the follow modules: SIP, session description protocol (SDP) [7,8], real-
time transport protocol (RTP)/real-time transport control protocol (RTCP) [6], the audio
processing, multipoint processor, and multipoint controller, as shown in Figure 2.28. The
SIP header module creates and analyzes SIP messages. The SDP module creates and ana-
lyzes SDP messages and exchanges user data. The RTP/RTCP and the audio processing
modules handle the real-time transmission of user data. The multipoint processor mixes
user data coming from up to three users with its own data and delivers the combined user
data to up to three users. The multipoint controller controls SIP calls for up to three users.

The total bandwidth usage for each conference system is as follows. The distributed
conference system shown in Figure 2.2 requires 45 connections in total for user data
transmission when there are 10 users in a session. For N users, the total number of
connections required will be ¥ ,(k — 1). As the number of users increases, the total number
of connections increases rapidly, which results in high bandwidth usage. In the centralized
conference system shown in Figure 2.1, since each user maintains a connection to the server,
the total number of connections for N users will be N. In the endpoint mixing conference
system, the nodes that do not perform a mixing operation require only one connection, and
the nodes that do, up to three connections. When there are 10 users in a session, the total
number of connections will be 9, as depicted in Figure 2.29. In an endpoint mixing confer-
ence system, the total number of connections will be N-1 for N users. This indicates that the
endpoint mixing scheme requires the least number of connections among the three. Table
2.1 shows the number of connections and the bandwidth usages for the three conference
schemes. We assume that user data require a 6.3 kbps audio stream, and since the exchange
is bidirectional, a single connection requires 12.6 kbps.

Multipoint processor Multipoint controller
Audio Audio Audio SIP
(G.729, G.723.1, (G.729, G.723.1, (G.729, G.723.1, (RFC 3261)
G711) G711) G711)
RTP/RTCP RTP/RTCP RTP/RTCP SDP
(RFC 3550) (RFC 3550) (RFC 3550) (RFC 3264)
TCP/IP

FIGURE 2.28 Protocol stack of UFC VoIP.
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FIGURE 2.29 Examples for the endpoint mixing scheme for 10 users: (a) Conference configuration by the
proposed algorithm, (b) example 1 of conference configuration by existing algorithm, (c) example 2 of conference
configuration by existing algorithm, and (d) Example 2 of conference configuration by existing algorithm.

Qe



Multipoint VoIP in Ubiquitous Environments 45

TABLE 2.1
Total Bandwidth Usage for Three Conference Schemes

Number

of Users 2 3 4 5 6 7 8 9 10

Distributed  Connections 1 3 6 10 15 21 28 36 45
Bandwidth (kbps) 12.6 37.8 75.6 126 189 264.6 352.8 453.6 567

Concentrated Connections 2 3 4 5 6 7 8 9 10
Bandwidth (kbps) 25.2 37.8 50.4 63 75.6 88.2 1008 1134 126

Endpoint Connections 1 2 3 4 5 6 7 8 9

mixing Bandwidth (kbps) 12.6 25.2 37.8 504 63 75.6 88.2 100.8 113.4

Table 2.2 shows the maximum power usage and maximum user data delay for each node
in the endpoint mixing scheme.

High bandwidth usage means high power usage, and a greater number of hops means
high user data delay. The above results can be interpreted in terms of power usage and
user delay as follows.

When up to three neighbor nodes are allowed for each parent node:

¢ the maximum power usage decreases but the user delay increases, compared with
when up to four neighbor nodes are allowed for each node;

® the maximum user delay decreases but the maximum power usage increases,
compared with when up to two neighbor nodes are allowed for each node.

Therefore the number of maximum neighbor nodes should be chosen based on the
maximum user data delay acceptable and optimum power usage.

The proposed algorithm is designed such that the maximum delay experienced in trans-
mitting user data in the system is minimized compared to that in the existing endpoint
mixing schemes [2,3,5], and it has been verified through a series of simulations. Figure 2.29
shows examples of endpoint mixing schemes when there are 10 users in the session.

TABLE 2.2
Maximum Bandwidth and Maximum User Data Delay with Varying Neighbor Nodes
Number of Users 2 3 4 5 6 7 8 9 10
Maximum number of Maximum 12.6 25.2 25.2 25.2 25.2 25.2 25.2 252 252
neighbor nodes: 2 bandwidth (kbps)
Maximum number 1 2 3 4 5 6 7 8 9
of hops
Maximum number of Maximum 12.6 25.2 37.8 37.8 37.8 37.8 37.8 378 37.8
neighbor nodes: 3 bandwidth (kbps)
Maximum number 1 2 2 3 3 4 4 4 4
of hops
Maximum number of Maximum 12.6 25.2 37.8 504 504 50.4 50.4 504 504
neighbor nodes: 4 bandwidth (kbps)
Maximum number 1 2 2 2 3 3 3 4 4

of hops
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TABLE 2.3
Maximum Distance for Each Participant in Figure 2.29a
A B C D E F G H I J
Maximum distance (hops) 2 3 3 3 4 4 4 4 4 4
TABLE 2.4

Maximum Distance for Each Conference of Figure 2.29
(@ (b) () (d)
Maximum distance (hops) 4 5 6 5

An example for the proposed algorithm is shown in Figure 2.29a and the other three show
examples of the existing endpoint mixing scheme. Table 2.3 shows the maximum distance
between users in a conference session for the proposed algorithm depicted in Figure 2.29a,
which is defined as the greatest number of hops between any two users in a session. The
average maximum distance is defined as the average for the maximum distance between
every pair of nodes in a session. Table 2.3 shows that the maximum distance in Figure 2.29a
is 4 and the average maximum distance is 3.5. Table 2.4 shows the maximum distance in a
session depicted in Figures 2.29a—d, and Table 2.5 shows the average maximum distance in
a session for Figure 2.29a—d. The tables show that the proposed algorithm performs best.

The proposed connection assignment algorithm has shown less user data delay in actual
experiments using UFC terminals. But to make a systematic assessment, we performed a
series of simulations. The simulations were run varying the number of participants from
1 to 20. For each simulation, we established 50,000 conference sessions. When a new node
enters a conference in session, the call connection request is assigned to an arbitrary node,
and the node receiving the request determines whether to accept it or hand it over to
another node. We established 1,000,000 (20 x 50,000) conference call sessions for the exist-
ing and proposed algorithms, and compared the results.

Figure 2.30 shows the average of hops between two nodes having the greatest hops, that
is, the farthest in the system, varying the number of nodes when the number of the maxi-
mum allowable neighbor nodes is set to three. Figure 2.31 shows that the average is over
50,000 runs for the average hops between nodes in the system. Simulation results show
that both the number of the greatest hops and the average hops start to decrease when the
number of nodes is greater than three. The proposed algorithm reduces the number of the
greatest hops by 27%, as shown in Figure 2.32, and the average hops by 22.2%, as shown in
Figure 2.33. Figure 2.34 shows the average of the hops between two nodes having the
greatest hops between them when the number of the maximum allowable neighbor nodes
is set to four, and Figure 2.35 shows the average over 50,000 runs for the average hops
between nodes, varying the number of nodes in the system. The proposed algorithm

TABLE 2.5

Average of Maximum Distance for Users of Each Conference in Figure 2.29
(a) (b) () (d)

Maximum distance (hops) 3.5 42 49 42
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FIGURE 2.30 Number of the greatest hops when the maximum allowable neighbor node is set to 3.
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FIGURE 2.31 Average hops when the maximum allowable neighbor nodes are set to 3.
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FIGURE 2.32 Reduction rate of the number of the greatest hops in the system.
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FIGURE 2.33 Average hops for varying number of nodes in the system.
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FIGURE 2.34 Number of the greatest hops when the maximum allowable neighbor nodes are set to 4.
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FIGURE 2.35 Average hops when the maximum allowable neighbor nodes are set to 4.
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FIGURE 2.36 Number of the greatest hops when the maximum allowable neighbor nodes are set to 5.

reduces the number of the greatest hops by 35.8%, as shown Figure 2.32, and the average
hops by 30.3%, as shown in Figure 2.33. Figure 2.36 and Figure 2.37 show the results when
the number of the maximum allowable neighbor nodes is set to five. The proposed
algorithm reduces the number of the greatest hops by 44.2%, as shown in Figure 2.32, and
the average hops by 37.6%, as shown in Figure 2.33. The reduced number of the greatest
hops and the average hops are closely related to the reduction of user data delay.

2.6 Conclusion

Ubiquitous environments target systems that provide a means of communication and
computing service to people any time, any place. Multipoint VoIP is one of the essential
techniques that provides services in a ubiquitous environment. In this chapter, we com-
pared various conference systems for their efficiency and described why the endpoint
mixing scheme works better than the rest. However, the endpoint mixing conference
scheme too has drawbacks when applied in a ubiquitous environment, and we proposed
solutions for these issues. By resolving these problems, various conference systems can be
built in a ubiquitous environment, and application QoS (AQoS) improvement can also be
achieved in a hierarchical conference system. The multipoint VoIP service will help in

40
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FIGURE 2.37 Average hops when the maximum allowable neighbor nodes are set to 5.
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enhancing various application services, and improving the lifestyle of the ubiquitous
terminal user. The multipoint conference system is considered to be an important area for
further research given the proliferation of ubiquitous application services.
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3.1 Introduction
3.1.1 Evolution of Circuit Voice Services in Mobile Networks

Voice over Internet Protocol (VoIP) has rapidly become popular in wireline networks.
The evolution of voice service from circuit-switched voice to VoIP has been due to the pro-
liferation of IP networks that can deliver data bits cost-effectively. Similar to the wireline
networks, voice in wireless mobile networks started with circuit-switched networks. Since
the deployment of the first commercial wireless system, wireless mobile networks have
evolved from first-generation analog networks to second-generation digital networks.
Third-generation wireless mobile networks that are currently in use offer a highly efficient
circuit-switched service and have double the spectral efficiency of second-generation
systems. After the deployment of the third-generation wireless voice system, however, the
number of voice subscribers, having reached a saturation point in many parts of the world,
no longer increased. Consequently, the focus on wireless system design shifted to wireless
data applications. This resulted in the emergence of high-speed packet-switched data
(HSPD) networks, which have been gradually deployed alongside circuit-switched voice
networks worldwide.

The growth of the HSPD networks has made it even more desirable to offer a voice
service using VolIP together with data to support highly diversified multimedia services.
When HSPD and VoIP are deployed together, a separate circuit-switched network need
not be dedicated for voice services. Besides, as most of the HSPD networks were designed
using the most up-to-date technology, the spectral efficiency of wireless mobile VoIP
networks can be greatly improved over that of packet data services designed for third-
generation voice networks. This makes the wireless mobile VoIP service attractive to
service providers who face constraints on the availability of the frequency spectrum;
they also have the advantage of operating an integrated network offering both voice and
data services.

3.1.2 Challenges of VoIP Over Wireless

Although VoIP has become very popular and successful in wireline systems, it is still in its
infancy in the wireless system, and many technical challenges remain. Listed below are
some of the major challenges.

* Delay and jitter control. In wireline systems, channels are typically clean and end-
to-end transmission can be almost error-free, requiring no retransmissions.
However, a wireless channel could be unfavorable, resulting in bit errors and cor-
rupted packets. Packets may have to be retransmitted multiple times to ensure
successful reception, and the number of retransmissions depends on the dynamic
radio frequency (RF) conditions. This could introduce significant delay and delay
variations. Further, unlike the circuit channels, which have a dedicated fixed
bandwidth for continuous transmission, packet transmissions are typically bursty
and share a common channel that allows multiplexing for efficient channel utili-
zation. This operation also results in loading-dependent delay and jitter.

 Spectral efficiency. In a wireline VoIP system, bandwidth is abundant, and it is often
used to trade-off a shorter delay. In fact, more bandwidth-efficient circuit-switched
transmissions have been abandoned in favor of the flexibility of packet-switched
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transmissions, even though packet transmissions incur extra overheads. In wire-
less systems, however, the spectrum resource is generally regarded as the most
expensive resource in the network, and high-spectral efficiency is vitally impor-
tant for service providers. Therefore, wireless VoIP systems must be designed such
that they can control delay and jitter without sacrificing spectral efficiency. Packet
transmission overheads must also be kept to a minimum over the air interface.

* Mobility management. In many HSPD systems, mobility management has been
designed mainly for data applications. When mobile users move among cell sites,
the handoff procedure follows the break-before-make principle. This leads to a
large transmission gap when the mobile is being handed off from one cell site to
another. While a transmission gap is often acceptable in data applications, it is
unacceptable for voice. To support VoIP applications, the handoff design must be
optimized so that the transmission gap during the handoff is minimized and does
not impact voice continuity.

* Transmission power and coverage optimization. With the packet overheads, a higher
power is needed to transmit the same amount of voice information, which results
in smaller coverage. In addition, bursty packet transmissions also cause a higher
peak-to-average transmission power ratio, which in turn may lead to a higher
power requirement in the short term and degraded performance in the outer
reaches of the areas covered by the network. Therefore, more advanced techniques
must be adopted to compensate for these shortcomings.

3.1.3 3G/4G HSPD System Overview

The two dominant bodies that define wireless mobile standards worldwide are 3GPP and
3GPP2, which have produced their respective third generation standards: UMTS terres-
trial radio access (UTRA) and CDMA2000. Their respective fourth generation evolution
systems, namely, long-term evolution (LTE) and ultra mobile broadband (UMB), are cur-
rently being standardized. The technologies used by the two standard systems are similar;
therefore we use the 3GPP2 standards as the example in this chapter.

On the 3G side, CDMA2000 standards include two components: 3Glx, focusing on
circuit switched voice service, and the CDMA2000 evolution data optimized (EVDO) stan-
dard dedicated to high-speed packet data services. For our discussion of VolIP, we focus on
the EVDO system.

The EVDO air interface design adopts a dynamic time division multiplexing (TDM)
structure on the forward link with a small time-slot structure (600 time-slots per second)
to enable fast and flexible forward packet scheduling. Each active user feeds the desired
channel rate back in real time. To improve the transmission efficiency under dynamic
RF-fading conditions, a hybrid automatic repeat request (HARQ) technique is employed
with incremental redundancy (IR). In EVDO Revision0 (Rev0) [1], 12 nominal data rates
were defined, ranging from 38.4 kbps to 2.4 Mbps. A scheduler at the base transceiver
station (BTS) decides which user’s packet will be transmitted in each open time slot, and
the packet must be transmitted with the matching data rate requested by the terminal.

On the reverse link, the design of EVDO Rev0 is similar to that of 3G1x. CDMA tech-
nology is used for data traffic as well as real-time feedback (overhead) information
transmissions. Each user can transmit packets at any time with data rates from 9.6 kbps
up to 153 kbps. The packet transmission duration is 16 time-slots. The reverse data rates
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are controlled jointly by each mobile and the BTS in a distributed fashion. The BTS
monitors the aggregate interference level and broadcasts the overload information via a
dedicated control channel on the forward link. The information is used by each mobile
to adjust the reverse traffic channel rate upwards or downwards, subject to the available
power headroom. When there is no packet to be sent, the reverse data channel is gated
off, whereas the pilot and other overhead channels are continuously transmitted.

In EVDO RevisionA (RevA) [2], more forward data rates are defined up to 3.1 Mbps,
which are further augmented, up to 4.9 Mbps, by EVDO RevisionB (RevB) [3]. The BTS has
the flexibility of transmitting at either the data rate requested by the terminal or at one of
several compatible data rates lower than the requested data rate; it can also multiplex pack-
ets from multiple users onto a single time slot.

The reverse link operation is significantly upgraded in EVDO RevA. Twelve encoder
packet sizes are defined with effective data rates ranging from 4.8 kbps to 1.8 Mbps. The
HARQ technique is used with up to four transmissions: each transmission or subpacket
lasts four time-slots. Reverse data rate control is done via a comprehensive resource
management scheme that adjusts the allowable terminal transmission power, which in
turn determines the transmission data rate that can be achieved.

Besides the channel operation-related improvements, EVDO RevA also specifies the
quality of service (QoS) framework that enables the radio access network (RAN) to differ-
entiate between applications with different QoS expectations. On the air interface, the
forward link scheduler applies different scheduling policies and priorities to traffic flows
with different QoS requirements either across users or to the same user. The reverse
resource management scheme allows multiplexing data from different flows that share
the same physical channel, and flow QoS requirements are taken into consideration to
determine resource distribution.

UMB [4,5] is an evolution technology of 1x EVDO. It is the fourth generation (a.k.a. 4G)
broadband high-speed data system developed by the 3GPP2 standard body. It operates on
a much wider carrier bandwidth, ranging from 1.25 MHz to 20 MHz, and uses orthogonal
frequency division multiple access (OFDMA) technology for both forward and reverse
link data transmissions. OFDMA enjoys advantages over CDMA in several aspects. The
OFDM transmission symbol duration is much longer than that of the CDMA chip, which
requires less stringent time synchronization between transmitter and receiver to combat
inter-symbol interference in multi-path fading environments. As compared with CDMA,
orthogonal transmission between OFDMA subcarriers improves reverse link perfor-
mance, as it eliminates intra-cell interference. The RF transmission can be scheduled in
time as well as frequency dimensions, hence improving scheduling efficiency.

In UMB, a carrier bandwidth is divided into a set of subcarriers with a spacing of 9.6 kbps.
The basic transmission unit is defined as a tile that consists of 16 subcarriers in frequency
and 8 OFDM symbols in time, which lasts about 1 ms depending on the cyclic prefix length
configuration. Each tile can deliver an instantaneous data rate between 75 kbps and
630 kbps under different coding and modulation combinations. Up to six HARQ transmis-
sions are allowed for a packet, which helps it to exploit the time diversity gain. In a 5 MHz
carrier, thisleads to data rate support over a wide range: from 0.4 Mbps to 17 Mbps. Further,
the UMB standard specifies multiple types of advanced antenna technologies that can
improve spectral efficiency, which includes:

* Multiple input multiple output (MIMO) technology, where multiple data streams
are transmitted to and from a single user simultaneously via multiple transmitting
and receiving antennae. Depending on the antenna configuration, MIMO can
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double or even quadruple spectral efficiency in a multi-path rich environment and
also under relatively benign RF conditions. With MIMO, the user peak data rate in
UMB is increased to 35 Mbps for a 2 x 2 antenna configuration and to 65 Mbps for
a4 x 4 antenna configuration.

¢ The spatial diversity multiple access (SDMA) scheme, where the BTS simultane-
ously transmits data streams to different users using the same frequency
resources, given these users are located at distinctively different locations and
the signals of those streams cause minimum mutual interference via multiple
antenna beam-forming techniques. With SDMA, the aggregate RF transmission
efficiency can be significantly improved.

OFDMA is used in UMB for both forward- and reverse-link data transmissions. The
orthogonal nature of OFDMA significantly improves the spectral efficiency on the reverse
link, as compared with the CDMA-based EVDO system. However, to optimize mobility
management, UMB employs a hybrid CDMA + OFDMA structure on the reverse link
operation. That is, a certain portion of the tile resources are configured to operate in CDMA
fashion, and are used by each user to feedback information, such as the change requests of
the forward/reverse serving sector. CDMA and OFDMA transmissions maintain separate
pilots. When there is no data transmission, the strong OFDMA pilot is not transmitted,
whereas the weak CDMA pilot is, which the BTSs continue to monitor to track the reverse
channel conditions and provide channel quality feedback information to the terminal. The
hybrid operation and the split of pilots not only facilitate a fast handoff process, but also
improve the mobile battery power performance.

We shall now discuss the various techniques that have been designed in the EVDO and
UMB systems to address the VoIP service challenges described earlier.

3.2 Techniques to Improve VoIP Transmission Efficiency
3.2.1 Speech Codec and Silence Suppression

Due to the limited bandwidth over the air interface, the speech codec used in cellular
systems is often in the category of a narrowband, low bit-rate speech coding. In CDMA2000
systems, the enhanced variable rate codec (EVRC) [6] for low bit-rate speech is used to
generate a voice frame every 20 ms. There are four different frame types defined in the EVRC
(also called EVRC-A), that is, full rate: 171 bits (equivalent to 8.55 kbps), 1/2 rate: 80 bits
(equivalent to 4 kbps), 1/4 rate: 40 bits (equivalent to 2 kbps), and 1/8 rate: 16 bits (equivalent
to 0.8 kbps), although the 1/4 rate frame is actually not used in the EVRC voice coder (vocoder).
The percentage of frames with each rate varies depending on the talk spurt structure and
voice activity. The EVRC vocoder has been widely deployed in 3G1x voice networks.

Recently, a new speech codec, EVRC-B [7], has been standardized and implemented as
the next generation speech codec for CDMA2000 networks in 3GPP2. The main design
consideration of EVRC-B is to provide a smooth and graceful tradeoff between network
capacity and voice quality. The EVRC-B vocoder uses all the four frame types listed above.
It defines eight modes (encoder operating points) with different source data rates, and
utilizes a reduction rate mechanism to select a mode, which trades average encoding rate
for the network capacity.
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TABLE 3.1
EVRC-B Target Rates for Different Modes
Mode
0 1 2 3 4 5 6 7
Active source rate (kbps) 8.3 7.57 6.64 6.18 5.82 5.45 5.08 4.0

Table 3.1 shows the estimated average source data rates for active voice encoding under
different modes [7]. Mode0 of EVRC-B, like EVRC, does not use the 1/4 rate frame. It has
a data rate similar to that of EVRC, but is not compatible with EVRC and, in general, offers
better voice quality than does EVRC. Other modes produce lower data rates than EVRC,
and show a gradual degradation of voice quality. Mode7 of EVRC-B uses only the 1/4 and
1/8 rate frames. The different modes provide a mechanism for service providers to dynam-
ically adjust and prioritize voice capacity and quality in their networks.

Among the different data rate frames, the 1/8 rate frames usually represent background
noise during silent periods and during the speech gaps within talk spurts. They do not
carry any actual speech signals and hence have minimum impact on the receiving voice
quality. Therefore, most of the 1/8 rate frames can be dropped at the encoder side and need
not be transmitted. Only a very small percentage of the 1/8 rate frames are transmitted to
assist noise frame reconstruction at the receiver end in order to generate a more natural
background noise environment. This technique is called silence detection and suppression,
and it greatly improves voice transmission efficiency over the air interface by eliminating
a significant portion of the packets containing 1/8 frames when packets are transmitted for
a VoIP call.

3.2.2 Header Compression

Header compression, which works by exploiting redundancy in headers, is essential to
providing a cost-effective VoIP service in wireless networks. A VoIP packet is generally
carried over the RTP/UDP/IP protocol stack. The uncompressed header is about 40
bytes per voice packet. In a full-rate EVRC voice frame of 22 bytes, the RTP/UDP/IP
header adds an overhead of more than 180% over the voice information. Without any
header compression, the overhead would become dominant and have a significant
impact on the air interface capacity. RTP, UDP, and IP headers across the packets of a
media stream have significant redundancy. The fields in a header can be classified into
multiple categories:

e Static or known fields, which do not need to be sent with every packet. For instance,
the source and destination address in the IP header, the source and destination
port in the UDP header.

¢ Inferred fields, which can be inferred from other fields and thus do not need to be
sent with every packet; for example, the time stamp in the RTP header, which
increases by a fixed amount with every increase in the sequence number. The time
stamp hence need not be sent during a talk spurt once the sequence number has
been sent. Only at the beginning of a new voice spurt after a silence suppression
will the time stamp have to be sent to the receiver again.

¢ Changing fields that can be sent in compressed form to save bandwidth.
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FIGURE 3.1 RTP, UDP, IP header field classification.

Figure 3.1 shows the header field classification in the RTP/UDP/IP headers.

Header compression and suppression have been specified in both 3GPP and 3GPP2 stan-
dards. The most popular header compression scheme is the robust header compression
(ROHC) [8], which is the Internet Engineering Task Force (IETF)’s standard specification for
a highly robust and efficient header compression scheme. The ROHC protocol specifies
several operating modes, each requiring different level of feedback information. The selec-
tion of the mode depends on the type of the underlying communication channel between
the compressor and the decompressor that may have different capability of providing such
feedback information. With ROHC compression, RTP/UDP/IP headers are reduced from
40 down to 14 bytes. Furthermore, ROHC design is also resilient to packet errors, making
it suitable for use with the error-prone wireless link transmissions. As a result, ROHC greatly
improves the transmission efficiency of VoIP packets over the air interface. The performance
of ROHC in the EVDO radio access network has been analyzed and evaluated in Ref. [10].

It should be emphasized that ROHC is typically not used as an end-to-end header
compression scheme, as the full IP header information is still needed for general routing
purposes. It is mostly used in the radio access network. A typical implementation of ROHC
is shown in Figure 3.2. The ROHC compressor and decompressor are located in the mobile
handset and radio network controller (RNC) or packet data service node (PDSN).

3.3 Techniques to Support VoIP in EVDO RevA and RevB

As mentioned earlier, EVDO RevA and RevB standards have been enhanced to support
QoS applications such as VoIP. In particular, the low volumes and directionally symmetric
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nature of VoIP traffic do not align well with the traffic assumptions in the original design
of the EVDO Rev(, which was designed for Internet-oriented packet data services. As a
result, a set of novel features, specially tailored to improve VoIP performance and capacity,
have been introduced into the standard. This section describes some of the salient tech-
niques used in EVDO RevA and RevB to support VoIP services.

3.3.1 QoS Enforcement in EVDO RevA/RevB

When a VoIP service is offered together with the general packet data service over the same
air interface, the issue of QoS immediately comes up. The original EVDO design focused
on supporting general data services, and lacked supporting mechanisms for QoS applica-
tions. All data from and to a user were mixed, with no means of differentiating between
them. EVDO RevA fundamentally changed the picture by classifying various applications
targeted to different users or even the same user. A QoS application traffic is mapped to a
radio link protocol (RLP) flow, which bears a specific traffic characteristic and performance
target. An abbreviated approach to negotiating QoS parameters is provided via the stan-
dardized FlowProfileID, which identifies the type of application, delay sensitivity, and the
required data rates.

EVDO RevA and RevB allow a user to open multiple flows over the same air interface
connection, and multiplex the traffic from different flows on the same physical traffic chan-
nel. The radio link packet header identifies the flow the packet belongs to, so that the
mobile and the RAN can treat the packet appropriately, based on flow QoS requirements.
For the VoIP service, QoS enforcement is focused on expedited packet delivery. Therefore,
a VoIP packet is usually assigned a higher priority than a non-real-time data packet while
scheduling traffic throughout the RAN. The specific approaches to the air interface QoS
enforcement are different between the forward link and the reverse link.

On the forward link, the air interface scheduler is the central entity that evaluates the
priority of the packet and determines the air interface transmissions for all users served by
the sector. The specific QoS scheduling algorithm used in the BTS is typically proprietary
to the infrastructure vendor, while the commonly used scheduling metrics, though not
limited to, include:

¢ the QoS requirements of the flow, such as packet latency and packet loss require-
ments, flow throughput expectation, and so on;

e the current flow performance;
¢ the data backlog of the flow;
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¢ the dynamic RF condition of the mobile user;

¢ the fairness among flows to different users with similar QoS requirements.

Since the objective of QoS enforcement is to satisfy the flow performance regardless of the
user’s RF condition, it often leads to conflict with the RF efficiency optimization, and it is
up to the scheduler to strike a balance between the two objectives.

On the reverse link, the QoS enforcement is provided via the enhanced reverse traffic
channel MAC (RTCMAC) protocol in EVDO RevA. The RTCMAC protocol supports mul-
tiple MAC layer flows corresponding to flow of different applications. Each MAC flow can
be configured as a high capacity (HiCap) or low latency (LoLat) flow. A LoLat flow always
has transmission priority over a HiCap flow, although data from both flows can be multi-
plexed on the same physical layer packet. A LoLat flow typically enjoys boosted traffic
power to reduce the transmission latency via early termination of HARQ. On the aggrega-
tion side, the shared RF resource on the reverse link is the interference received by the BTS.
It is measured using the rise over thermal (RoT) characteristic, which is defined as the total
power received by the BTS normalized by the thermal noise level. RoT needs to be con-
trolled within a target operating point to ensure the stability of CDMA power control. To
that end, the BTS monitors the RoT level and compares it with the target operating point.
Once the RoT exceeds the target, the BTS broadcasts an “overload” indication to the sector.
The resource management scheme embedded in the terminal determines the distribution
of traffic power for each active MAC flow based on multiple factors such as:

e the overload indications received from the BTS;
¢ the flow type, HiCap or LoLat;
e the traffic demand and the performance of the flow

In addition, the terminal also considers other constraints such as the available power head-
room and the recent history of the packet transmission patterns, so that it does not pro-
duce an abrupt surge of interference to other users. Once the transmission power is
determined, the attainable physical transmission data rate is determined.

Interested readers can find more information about the QoS framework within the
EVDO system in Ref. [11].

3.3.2 Efficient Packet Format Design for VolP

Compared with typical Internet application data packets, VoIP packets are much smaller
in payload size. For example, the full-rate EVRC vocoder generates a 22 byte voice frame,
each of 20 ms interval, during a talk-spurt. Using the header compression techniques
described earlier, the VoIP packet size presented to the RAN is usually brought down to
within 26 bytes. In order to transmit the small VoIP packets efficiently over the air inter-
face, EVDO RevA defines a new RLP packet format which enables an ROHC compressed
full-rate EVRC VolIP packet to be placed perfectly into an RL physical packet of size 256 bits
without any segmentation or padding, so that the air interface transmission overhead is
minimized.

On the forward link, a different technique is used to improve the VoIP transmission
efficiency. In the original design, a physical packet carries information targeted to only a
single user. To support VoIP traffic, significant padding would have to be appended to the
physical packet leading to poor RF efficiency. The EVDO forward link is partitioned into
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600 time-slots per second and it would become a serious resource limit if each time slot
carried only single-user packets. To overcome these issues, EVDO RevA defines a new
MAC packet format on the forward link, namely, multiuser packet (MUP), where up to
eight RLP packets from different users can be multiplexed within a single physical packet.
This not only improves the packet transmission efficiency greatly, but also effectively
removes the time-slot resource as a capacity constraint.

3.3.3 Expediting VolP Packet Delivery within EVDO RevA/RevB RAN

Besides the QoS enforcement that in general enables the EVDO RevA/RevB RAN to expe-
dite VoIP packet delivery, there are certain techniques used on the packet delivery method
to match the VoIP traffic characteristics.

VolIP packets arrive in 20 ms intervals, hence it is desirable to deliver the VoIP packets
within a 20-ms interval, or within 12 time-slots. The HARQ operation of the EVDO
RevA/RevB reverse link allows up to four subpacket transmissions, which takes 16
time-slots. To match VoIP requirements, a termination target is introduced, which can
control the number of subpackets it takes to transmit a packet under a given packet
error rate (PER). For VoIP flow, the termination target is set to three subpackets with a
1% PER. This eliminates reverse link queuing delay, and expedites VoIP packet deliv-
ery. Figure 3.3 shows the worst-case (with 1% PER) time-line for the VoIP transmission
on EVDO RevA reverse link.

Beyond the air interface, EVDO RevA/RevB allows out-of-order RLP packet delivery to
minimize VoIP transmission delay within the RAN. That is, the RLP receiver in the mobile
or the network submits a VoIP packet to the upper layer as soon as it is received, even if
there are RLP packets with smaller sequence numbers yet to be received. This is based on
the consideration that a wireless VoIP client design typically includes a de-jittering algo-
rithm that is able to tolerate a certain degree of varying packet delay, and some can even
make use of the information contained in an out-of-order arrived packet. The support of
out-of-order packet delivery supports the client design and helps optimizing the end-to-
end VolIP application performance.

3.3.4 Smooth Mobility Support

One of the major challenges of supporting VolIP service in a mobility environment is to
ensure service continuity when users are moving within the network. EVDO supports
soft-handoff in the reverse link as part of the CDMA operation, thereby providing a smooth
make-before-break transition when the user moves across cell boundaries.
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FIGURE 3.3 VoIP transmission time-line in EVDO RevA.
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On the forward link, though, EVDO operates in the simplex mode, wherein the terminal
only communicates with a single sector (a.k.a. the serving sector) at any moment of time.
The terminal indicates the serving sector along with the desired channel rate through the
reverse link data rate control (DRC) channel. If the terminal detects a stronger signal from
another sector, it changes the serving sector indication on the DRC channel and switches
immediately to the new serving sector in order to receive packets. In EVDO Rev0, the net-
work detects the serving-sector change based on DRC channel decoding, and re-routes the
packets if the new serving sector resides in a different BTS so that the user can be served
again. This process is similar to the break-before-make transition incurred in a hard hand-
off, which creates a long traffic gap in the range of ~50-100 ms. For VoIP applications, such
long gaps can cause a short-term voice break and impact the service quality.

In order to minimize the service gap during serving sector change, especially during the
serving BTS change, EVDO RevA introduces a new reverse control channel, namely, data
source control (DSC) channel, dedicated to forward link handoff. The terminal indicates
the serving BTS on the DSC channel. Whenever the terminal determines that it has to
change the serving BTS, it indicates the change on the DSC channel, while continuing to
point to the current serving sector on the DRC channel for a predefined duration. This
staggered operation provides the crucial time required by the network to detect the immi-
nent serving-BTS change and arrange for the data to be re-routed accordingly. When the
terminal finally switches to the new serving sector, the new serving BTS is ready to serve
the user. In this way, the traffic gap is minimized, often to within 20 ms, a range undetect-
able by the VoIP application. From the service perspective, it effectively achieves a seam-
less handoff. Figure 3.4 illustrates the process.

3.3.5 Other VoIP Performance Improvement Techniques Used in EVDO
3.3.5.1 Mobile Receiver Diversity

Mobile receiver diversity (MRD) is a well-known technique to improve signal quality.
Since the EVDO forward link operates in the simplex mode, MRD maintains the RF link
quality at or above the acceptable level leading to continuous voice packet transmissions
within the network coverage. With MRD, the overall mobile received signal quality can
improve significantly, up to 3 dB on average with balanced and uncorrelated antennae.
It also greatly reduces the possibility of the simplex RF connection becoming extremely
poor due to deep channel-fading conditions.
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3.3.5.2 Interference Cancellation on EVDO Reverse Link

The EVDO reverse link air interface capacity is generally interference limited due to its
CDMA operation, so naturally interference mitigation or avoidance techniques have
been widely investigated to improve the capacity. One of the interference mitigation
solutions, namely, successive interference cancellation (SIC), has been considered in the
latest EVDO BTS design. The concept works like this: the BTS first tries to decode all
users’ data. If some users’ data can be successfully decoded, the BTS reconstructs the
received signals and removes those signals from the total received signal. The BTS then
tries again to decode the remaining users’ data. With the removal of a part of the interfer-
ence from those signals that have been successfully decoded, the effective signal quality
of the remaining users” data improves, and with it, the possibility of being successfully
decoded as well. Since the strongest interference source is typically from the transmis-
sions within the same sector, SIC is able to eliminate a significant fraction of the interfer-
ence from the decoding process. As a result, the same data can be transmitted with a
reduced power while maintaining the same decoding performance, which in turn low-
ers the interference received by the BTS. Under the same operational target of interfer-
ence level, SIC provides an effective means to improve the overall RF capacity on the
EVDO reverse link. Interested users can refer to Ref. [9] for more information.

3.3.5.3 Reverse Link Discontinuous Transmission

Each active EVDO terminal maintains an RF connection with the BTS. In EVDO Rev0 and
RevA, the terminal continuously transmits through the pilot channel to facilitate channel
estimation in the BTS receiver. The reverse feedback channel signals are also transmitted
continuously to assist forward link operations. For applications that involve large amounts
of data transmissions, the transmission power overheads are minor. However, for VoIP
applications, which generate a low volume of user data, the overheads become high both
in terminal power consumption as well as the interference generated. Given the nature of
the VoIP application, and the enabling of silence suppression, almost no VoIP packets
are sent over the air interface when a user is not talking, resulting in low reverse traffic
channel activity. Under this condition, due to the continuous transmission of the
pilot channel and all the overhead channels the power overheads are quite heavy on the
VoIP terminal.

To address the issue, EVDO RevB allows discontinuous transmission (DTX) on the
reverse link. Figure 3.5 illustrates the DTX reverse link channel transmission. All feedback
channels for a forward link operation are gated with a 50% duty cycle. If there is no data
traffic during a subpacket interval, the terminal also gates off the pilot and the associated
reverse rate indication (RRI) channel transmissions with a 50% duty cycle. To maintain the
performance, the gated overhead channels are transmitted with boosted power. Meanwhile,
to conserve the terminal power, the terminal also shuts off the forward signal reception
during gated periods. From a VolP capacity perspective, pilot gating using a DTX opera-
tion reduces interference to other users and hence improves the overall VoIP capacity on
the reverse link.

With all the techniques described above, the VoIP capacity in the EVDO RevA is esti-
mated as 35 Erlang per sector-carrier with the EVRC vocoder [12]. The EVDO RevB system
provides further improvement by about 35%, yielding a significantly higher capacity than
the circuit-based voice capacity of the existing CDMA2000 network, which operates at a
target capacity of about 26 Erlang per sector-carrier.
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FIGURE 3.5 EVDO RevB reverse channels with DTX operation.

3.4 Techniques and Performance to Support VoIP in UMB

Unlike EVDO, the support for multi-media applications, including VolP, is an inherent
part of the UMB standard. Many techniques have been specified to optimize the perfor-
mance of VoIP over the air interface.

3.4.1 Fine Resource Allocation Unit

In UMB, the resource allocation unit for a packet transmission is a tile, which consists of a
group of 16 contingent subcarriers for one frame duration. Each subcarrier occupies a
bandwidth of 9.6 kbps, and each frame lasts around 1 ms. The small VoIP packet size
generally occupies only a single tile resource assigned for packet transmission. A straight-
forward calculation shows that in a 5 MHz carrier, more than 1000 VoIP users can be
accommodated solely from the tile resource perspective, which fundamentally lifts the tile
resource as a potential bottleneck when evaluating VoIP capacity. Through the HARQ
operation, the tile resource can be traded off against transmission power resource.

3.4.2 Flexible RL Frame Durations for Extended Coverage

In order to improve RF transmission efficiency, UMB, like EVDO, employs HARQ on both
the forward and reverse links. The HARQ process consists of up to six transmissions, each
lasting a single frame duration for most packet formats. For VoIP applications, however,
continuous network coverage and reliable packet transmission are essential, as the real-
time nature of the service precludes the use of application layer re-transmissions, which
usually incurs long delayed. Due to the limited power of transmission in the mobile termi-
nal, under poor RF conditions, reverse link performance can become a matter of concern.
To address this, UMB designs a special set of packet formats that use extended frame
structures, where each HARQ transmission lasts three frames instead of one frame. This
effectively reduces the transmission power requirements to 1/3 for the same amount of
information, greatly improving the VoIP network coverage. The tradeoff is that more tile
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resources will be used for extended frame packet transmissions, which is another example
of the tile versus power resource tradeoff.

3.4.3 Persistent Assignment to Minimize Signaling Overhead

The UMB air interface packet transmissions are determined by the BTS scheduler for
both the forward and reverse links. In each open frame, the scheduler decides which
subset of users will transmit or receive packets, together with the tile allocations, power
allocations, and packet format selections. The scheduling decisions are notified to the
target users via the forward link control channel. For general packet data applications
that can tolerate relatively long latency and large jitter, the scheduling decision can be
made on a packet-to-packet basis, optimizing the aggregate spectral efficiency by analyz-
ing RF dynamics. On the other hand, VoIP packets have a much more stringent delay
requirement, and the VoIP traffic is composed of a stream of small but frequent packets.
If each VoIP packet has to be explicitly scheduled and the scheduling decision has to be
explicitly notified to the user on the forward control channel, it can lead to an excessively
high signaling overhead when the number of VoIP users increases, degrading the overall
RF performance. As the packets arrival periodically during a talk-burst, it is much more
efficient to preallocate a sequence of RF resource to the user throughout the talk-burst as
long as the mobile’s RF condition does not change significantly. This is the idea behind
the persistent assignment specified in UMB. The resource assignment decisions by the
scheduler are categorized into two:

1. Non-persistent assignment, which applies to a single packet transmission. This
type of assignment is highly suited to non-periodical bursty data applications that
have relatively loose delay requirements, and allows the scheduler to select the
best user for packet transmission.

2. Persistent assignment, which applies to all subsequent packet transmissions unless
overridden by new assignments or implicitly nullified by packet transmission fail-
ures. This type of assignment is well suited to real-time applications such as VoIP,
which have recognized packet arrival patterns and relatively stable packet sizes.

With persistent assignment, the scheduler signaling overhead is greatly reduced. For
example, for a talk-burst composed of 100 VoIP packets, nonpersistent assignment
would cause up to 100 assignment messages to be sent to the mobile, and persistent
assignment would, in most cases, need only one assignment and one possible deassign-
ment message.

3.4.4 Seamless Mobility Support for VolP

In UMB the mobile terminal still maintains an active set with the network as in a CDMA
system. The active set represents the top set of the sectors radiating strong signals to the
mobile. The terminal transmits CDMA pilot and some other feedback channel informa-
tion to the active set members in a dedicated CDMA control segment allocated in both the
frequency and time domains. The embedded CDMA operation allows the terminal to
communicate with multiple BTSs and determines which RF connectivity has the best
quality for data communications, as the packet transmissions in UMB operate in simplex
mode on both forward and reverse links. The terminal receives packets from only one of
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the sectors within the active set, that is, the forward link serving sector (FLSS), and the
terminal transmits packets to only one of the sectors within the active set, namely, the
reverse link serving sector (RLSS). Typically, the FLSS and RLSS are the sectors with the
best forward and reverse channel qualities, respectively. At any moment of time, the FLSS
and RLSS can be the same, or they can be different if a significant link imbalance occurs.
When the user moves across different cell or sector boundaries, the FLSS and RLSS must
change to match the user’s new RF conditions. If the user is engaged in an active VoIP call
during this period, the process of changing FLSS and/or RLSS must be done quickly and
reliably to ensure voice continuity.

In UMB, the terminal determines the desired FLSS (DFLSS) based on the strength of the
forward pilot signal of each sector within the active set, and the desired RLSS (DRLSS)
based on the reverse pilot quality indications fed back by each sector within the active set.
Since packet transmission on the forward link requires feedback support from the reverse
link channels, and vice versa, the new sector serving in one direction must have reason-
able channel quality in the other direction to maintain acceptable performance of the feed-
back channels. To that end, UMB specifies the following criterion to determine switching
for the serving sector.

The reverse pilot quality indicated by the FLSS must not be poorer than the best reverse
pilot quality indicated by the active set by more than a preconfigured margin. Otherwise
the terminal must find a different DFLSS that complies with this requirement. The rule
applies to RLSS and DRLSS as well.

Once the terminal has determined a new serving sector, it sends a handoff indication to
the new sector. Meanwhile all the feedback channels for data transmissions still communi-
cate to the existing serving sector, so that it can continue to serve the user during the hand-
off. Once the new serving sector detects the handoff request, it coordinates with the existing
serving sector and other network components to re-arrange the data path for the user. When
it is ready to serve the user, the new serving sector notifies the mobile on the forward control
channel. The mobile then switches the data transmission and reception to the new serving
sector. This ensures that data transmission interrupts due to the handoff is minimized.
Figure 3.6 illustrates the process.
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FIGURE 3.6 Serving sector switch time-line in UMB.
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3.4.5 Other Performance Improvement Techniques for VolP in UMB
3.4.5.1 Spatial Time Transmit Diversity

Besides receiving diversity as employed in the EVDO system, UMB also introduces spa-
tial time transmit diversity (STTD) on the forward link to further improve performance
for users located at outer reaches of the network coverage. STTD is a technique to transmit
multiple transformed versions of a data stream across multiple antennae to improve the
reliability of data transmission. The data transmitted on each antenna is a certain combi-
nation of multiple temporal stream data points based on a preconfigured combination
matrix. The transmission antennae are widely spaced toprovide spatial channel diversity.

S; -5 o :
! *11 can be used as a combination matrix for
Si+1 Si

For example, Ref. [4] specifies that A :{

STTD with two transmission antennae.

3.4.5.2 Spatial Diversity Multiple Access

When two users are at different locations, such as when the propagation paths between the
BTS and the users are sufficiently separated, spatial diversity multiple access (SDMA) can
be used to improve the RF capacity. That is, the BTS can transmit different data to the users
on the same channel resource using differently steered antenna beams that cause little
interference between data streams. The aggregate spectral efficiency can thus be increased
multiple fold.

In SDMA operations, a steered antenna beam is created by transmitting the data over
multiple antennae with different phases. The antennae are placed close together to create
a narrow beam pointing in the desired direction when fed with a certain combination of
antenna gains and phases. The available set of steered beams is specified by a predefined
or downloadable set of precoding matrices. Figure 3.7 illustrates the SDMA operation on
the forward link traffic channel. The terminal measures the difference between channel
qualities of different beams. It reports the channel qualities, together with the preferred
precoding matrix and the selected beam index. Based on feedback from the terminal, the
BTS selects a set of users to be superposed on the same channel resource. Adaptive modu-
lation and coding (AMC) and power allocation are performed for each selected user, based
on the respective channel condition. Precoding is applied based on the beam index reported
by the terminal within the precoding matrix, and the beam-formed data streams are sent
to the transmitting antennae.

3.4.5.3 Fractional Frequency Reuse

Like CDMA and EVDO systems, UMB systems operate with universal frequency reuse, that
is, each sector in the network is configured to operate in the same carrier frequency. Since
the traffic loading in different sectors are expected to fluctuate, the interference between
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FIGURE 3.7 SDMA operation for forward link in UMB.
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FIGURE 3.8 Resource set concept in UMB.

sectors is dynamic as well. In general, the OFDMA system capacity is other-cell interference
limited; hence, the system’s performance can be improved if the data transmissions from
different sectors are coordinated in the frequency domain to minimize co-channel interfer-
ence. Fractional frequency reuse (FFR) is a technique used to achieve this goal.

When FFR is enabled, the entire RF resource is partitioned into multiple resource sets,
defined as a set of two-dimensional resource pairs: subzone in frequency and interlace in
time. Figure 3.8 depicts the concept of the resource set. The resource set partition is broad-
cast to the sector, and each terminal reports the RF conditions observed in each resource
set. This enables the BTS to preferentially allocate the resource sets to different users. For
example, a resource set can be preferentially allocated to users under good RF conditions
by every BTS, since these users generally require small channel transmission power and
hence cause minimum interference to other cells. Some other resource sets can be pre-
ferred allocations to users close to cell boundaries. From the feedback given by the termi-
nal, the BTS is able to sense which resource set is experiencing a high interference level
from cells adjacent to the user’s location, and avoid allocating the same resource set to the
user at that moment. In this manner, data transmissions to and from different BTSs
are effectively coordinated to minimize the cross-cell interference among adjacent cells,
especially when the traffic condition does not demand full band transmission simultane-
ously across all cells. For real network deployments, the traffic situations typically vary
across cells and rarely become fully loaded at the same time, hence the FFR is able to
improve the overall performance of the system significantly.

A recent performance study [13] has shown that the OFDMA-based UMB system is able
to support over 200 Erlang of VoIP calls within the 5 MHz spectrum. As compared to
EVDO RevB, it offers yet another significant improvement on VoIP capacity.

3.5 Summary and Conclusion

In this chapter, we presented the challenges of supporting VolP service in wireless mobile
data networks, and the various techniques that can be used to meet these challenges. With
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careful design and optimization, the 3G/4G mobile data networks are able to provide VoIP
service with not only a similar service quality as in the existing 2G circuit voice network,
but also a significantly higher RF capacity for the application. By supporting voice service
using VoIP techniques, the 3G/4G mobile data networks offer an integrated solution that
has high spectral efficiency and high mobility for multimedia applications.

A final note: while the discussions are based on 1x EVDO and UMB systems, most of the
principles and many of the techniques also apply to high speed packet applications and
long term evolution networks, since the technologies of the two wireless networks are
quite similar.
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In recent times, the wireless mesh network (WMN) has become a popular choice in Internet
connectivity offers, since it allows fast, easy, and inexpensive network deployment. In
WDMN, it is important to support high quality multimedia service, such as voice over IP
(VoIP), in a flexible and intelligent manner. The ultimate goal of VoIP is to deliver reliable,
high quality voice service comparable to that provided by traditional circuit-switching
networks. However, due to the limitation on bandwidth and the deficiency in control
mechanisms, the delivery of VoIP through WMN-accessed Internet often suffers from
unpredictable delay/jitter and packet loss. This is because both the Internet and the WMNs
were originally designed for data communications.
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To address this issue, this chapter studies the session initiation protocol (SIP) for
wireless VoIP applications. We especially investigate the technical challenges in WMN
VoIP systems, and propose to design an enhanced SIP proxy server to overcome them.
An analysis of the signaling process has shown the advantages of our proposed
approach.

4.1 Introduction

Providing a WMN is the first step toward providing broadband wireless access with large
network coverage [1-3]. Through several years of study, the research community has
made significant progress in developing the WMN as a fast, easy, and inexpensive solu-
tion for wireless service providers. However, there still exist many challenges in the
design of WMNs. One of the most important issues is how to efficiently support wireless
VolIP applications, as they are expected to become one of the predominant applications of
wireless networks.

Many researchers advocate SIP as a feasible signaling solution for VoIP applications
[4,5]. SIP is a signaling protocol for initiating, managing, and terminating voice and video
sessions across packet networks. SIP sessions involve one or more participants and can use
unicast or multicast communication. In the year 2000, SIP was selected by the Third
Generation Partnership Project (3GPP) as the call control protocol for 3G IP-based mobile
networks [6]. In this chapter, we address the deployment of SIPs in WMNs in order to
support quality of service (QoS)-guaranteed multimedia communication. In particular,
we assume that a WMN is connected through a gateway to the IP core network, which
employs multi-protocol label switching (MPLS) technology [7].

To deploy SIP in such a network architecture, we have to deal with many new
technical challenges that have never been faced in wired networks. These new chal-
lenges arise from the inherent combination of wireless infrastructure, user mobility,
and heterogeneous network computing [8]. In this chapter, we mainly address the
following three issues. First, the interaction between a WMN and the IP core network
can increase signaling complexity and cause a long delay in call setup. Second, band-
width access requirements change from time to time in WMNSs, due to the mobility of
users and the variation in wireless channel conditions, making it necessary to design a
dynamic access bandwidth prediction and reservation scheme. Third, a call admission
control (CAC) mechanism has to be implemented, as there may be a distinction between
the actual access bandwidth requirements and the predicted/reserved access band-
width condition.

To overcome these challenges, we have also designed an enhanced SIP proxy server that,
using a common open policy service (COPS), reserves some access bandwidth from the
IP core network for all the SIP terminals in a WMN. COPS is a protocol that distributes
clear-text policy information from a centralized policy decision point to a set of policy
enforcement points in the Internet. Moreover, the enhanced SIP proxy server contains two
special modules to deal with traffic prediction and CAC problems.

The remainder of this chapter is organized as follows. We first introduce the background
of WMN’s and SIP-based VoIP. We then discuss the challenges of deploying SIP in WMN
and develop an enhanced SIP proxy server to deal with these challenges. Finally, we evalu-
ate the performance of our proposed approach and conclude.
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4.2 VoIP in WMNS
4.2.1 Overview of WMNs

WMN is a promising solution for large open areas, both indoors and outdoors, where
network cabling does not exist and is costly to install. As the pioneers, the cities of
Philadelphia and Tempe are currently planning to install WMNSs to provide government
employees, residents, and visitors with citywide wireless access to the Internet. Moreover,
many universities across the world are considering the deployment of WMNs to provide
campus-wide coverage for faculty and students.

Figure 4.1 shows that a WMN consists of two types of nodes: mesh routers and mesh
clients. The mesh routers form a backbone infrastructure for mesh clients. In general, mesh
routers have minimal mobility and operate exactly like a network of fixed routers, except
that they are connected by wireless links through wireless technologies such as IEEE
802.11. We can see from Figure 4.1 that the WMN can access the Internet through a gate-
way mesh router connected to the IP core network with physical wires.

In this study, we assume that the IP core network employs MPLS technology, which has
emerged as the answer to the management challenges of carrier-class IP networks. In
MPLS networks, the packets are labeled at the edge of the network and are routed through
the network based on these simple labels. This enables them to be explicitly routed and
differentiated even as the core routers are kept simple. Although MPLS development was
begun with the goal of expediting packet forwarding, the main benefit in the current
network environment stems from its traffic-engineering capabilities. The ability of MPLS
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FIGURE 4.1 An example of wireless mesh network.
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to provide constraint-routed load-switched paths (LSPs) across MPLS domains enables
sophisticated load balancing, QoS, and virtual private network (VPN) deployments over
single multipurpose networks. Many researchers recommend MPLS as a reliable way to
provide QoS-guaranteed services [7].

In WMN:s, every mesh router is equipped with a traffic aggregation device (similar to an
802.11 access point) that interacts with individual mesh clients. The router relays the clients’
aggregated data traffic to and from the IP core network. Typically, a mesh router has multi-
ple wireless interfaces to communicate with other mesh routers, and each wireless interface
corresponds to one wireless channel. Each of these channels has different characteristics,
inherent in the nature of the wireless environment. In practice, wireless interfaces usually
run on different frequencies and are built on either the same or different wireless access
technologies, such as IEEE 802.11a/b/g/n. It is also possible that directional antennas are
employed on some interfaces to establish wireless channels over long distances.

4.2.2 Overview of SIP-based VolP

VoIP is a technology that enables the transmission of voice over an existing IP network,
such as the Internet or a local network. Simply speaking, VoIP is a way of converting the
analog signals of the sender to a digital format, transmitting the data across an IP network,
and then converting the digital format back into analog for the receiver. Currently, there
are two main competing VolP standards: H.323 and SIP.

H.323 has been developed by the International Telecommunications Union for the trans-
mission of audio, video, and data across IP-based networks, including the Internet [9].
H.323 consists of a series of protocols for signaling, for the exchange of device functional-
ities and status information, and for the control of dial-up and data flow. The most impor-
tant protocols of the H.323 standard are H.225, H.245, and H.450.x. H.225 describes signaling
protocols like remote access service (RAS) and call signaling, H.245 is the control protocol
for multimedia communication, and H.450.x contains additional features, for example, for
mapping the capability characteristics between ISDN and IP.

SIP is defined in RFC 2543 as an Internet Engineering Task Force (IETF) standard for
multimedia conferencing over IP. It is an ASCII-based, application-layer control protocol
that can be used to establish, maintain, and terminate calls between two or more end
points. Like other VoIP protocols, SIP is designed to provide the functions of signaling and
session management within a packet telephony network. Signaling allows call informa-
tion to be carried across network boundaries. Session management provides the ability to
control the attributes of an end-to-end call.

As compared to H.323, SIP is a much more streamlined protocol, developed specifically
for IP telephony [5]. SIP is simpler and more efficient than H.323, and it takes advantage
of existing protocols to handle certain parts of the process. For example, the media gate-
way control protocol (MGCP) is used by SIP to establish a gateway connecting to the
PSTN system.

Figure 4.2 shows the deployment of SIP-based VoIP in WMNSs. Here, the SIP proxy server
is an intermediate device that receives SIP requests from a client and then forwards the
requests on their behalf. Basically, proxy servers receive SIP messages and forward them
to the next SIP server in the network. Proxy servers can provide functions such as routing,
reliable request retransmission, authentication, authorization, and security. Moreover,
each WMN is connected to the MPLS-based IP core network through a label edge router
(LER) that operates at the edge of an MPLS network, uses routing information to assign
labels to datagrams, and then forwards them into the MPLS domain.
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FIGURE 4.2 The deployment of SIP based VoIP in WMNs.

4.3 Technical Challenges of SIP Deployment in WMNs

We now address the issue of how to use SIP to support wireless VoIP in WMN-accessed
IP networks. According to the original design, SIP only sets up and tears down sessions,
and focuses only minimally on the management of active sessions. To deploy SIP in
WMNSs, we have to face many new and challenging issues caused by the instability of the
wireless environment and the frequent movement of users. Here, we focus on three tech-
nical challenges in WMN SIP deployment: call setup delay, access bandwidth prediction/
reservation, and CAC.

4.3.1 Call Setup Delay

In the real world, a WMN usually serves as an access network to the Internet. To provide
QoS-guaranteed service, IP core networks are built with wired technologies such as MPLS.
Moreover, most VoIP applications are intended to go out of their own local WMN:Ss to their
counterparts in the Internet. Therefore, when SIP is used to setup a VoIP session, it has to
face a heterogeneous network environment, which increases signaling complexity, leading
in turn to a long delay in call setup.

Without loss of generality, we study the scenario where a WMN is connected to the
MPLS-based IP core network. We assume that the MPLS network has traffic-engineering
capability, which is essential to achieving high efficiency. In traffic engineering-enabled
MPLS networks, a constraint-based routing label distribution protocol, CR-LDP, or a
resource reservation protocol with traffic engineering extensions, RSVP-TE, is employed
to set up an LSP dynamically for a connection with QoS requirements. As a result, if an
SIP client in a WMN wants to communicate with its counterpart in another through the
MPLS-based IP core network, the total delay in setting up the VoIP call will be the sum of
the time taken by SIP and MPLS signaling.

4.3.2 Access Bandwidth Prediction and Reservation

When designing a SIP architecture for WMNs, we have to note two facts: (1) users in
WMN:s are free to move anywhere at any time; (2) wireless channel conditions may vary



74 VoIP Handbook: Applications, Technologies, Reliability, and Security

from time to time. Clearly, these two facts can result in varying access bandwidth require-
ments in WMNs.

To accommodate this variation, it is best to let the WMN gateway mesh routers
dynamically reserve access bandwidth from the IP core network, since the fixed band-
width reservation approach is not efficient in this scenario. For example, there may be two
straightforward ways to reserve the fixed access bandwidth for variable requirements. The
first is called the optimal user satisfaction scheme, which reserves the maximum band-
width that a WMN would ever require. The second is called the optimal cost scheme,
which reserves the minimum bandwidth that a WMN would ever require. However, both
these methods have their shortcomings. The first is not economical, although it can always
provide enough access bandwidth for WMN users, and the second may not satisfy all
users, although it is able to reduce WMN operator costs.

Dynamic access bandwidth reservation requires the prediction of outgoing traffic load
in WMN:s. Since there always exists a distinction between the exact and the predicted
access bandwidth requirements, the CAC mechanism must be implemented.

4.3.3 Call Admission Control

The CAC mechanism must be employed when the predicted and reserved access band-
width is different from the real bandwidth. The CAC is used to accept or reject connection
requests based on the QoS requirements of these connections and the system state
information.

In a traditional telephony network, users access the system via the CAC. However, most
current IP networks have no admission control and can only offer a best-effect service.
In other words, new traffic may continue to enter the network even beyond its capacity.
Consequently, both the existing and new flows suffer packet delay and losses. To prevent
these, CAC mechanisms should be in place. The CAC mechanism complements the capa-
bilities of QoS tools to protect audio/video traffic from the negative effects of other audio/
video traffic and to keep excessive audio/video traffic away from the network. CAC can
also help WMN s to provide different types of traffic load with different priorities by
manipulating their blocking probabilities.

The most important criterion for an admission controller to admit a new VoIP flow is
the availability of the requested resource. Once VoIP calls are accepted, a medium access
control (MAC) protocol capable of service differentiation and rate control is required to
efficiently coordinate the activities of different types of traffic that coexist in a wireless
environment, so that VoIP calls ultimately delivered provide a high QoS. The current fun-
damental access method in the IEEE 802.11 MAC protocol is the distributed coordination
function [10], which is contention-based and lacks a priority mechanism to guarantee
the QoS of VoIP packets. In this mechanism, all stations compete randomly for channel
capacity. The work in [11] proposes a rate control mechanism to dynamically adjust the
transmission rate of the coexisting best-effort traffic so that it only uses the residual band-
width left by the VoIP traffic. VoIP traffic is given the highest priority in the ongoing
queue, and it accesses channel capacity before the best-effort traffic. The MAC layer
dynamically monitors and updates the free channel capacity, which is then evenly divided
among all stations that have best-effort traffic to send. The best-effort traffic will only
transmit with the rate given, so that channel capacity is efficiently utilized and VoIP QoS
will be guaranteed.
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4.4 Enhanced SIP Proxy Servers for Wireless VoIP
4.4.1 Framework of Enhanced SIP Proxy Servers

Conventionally, a proxy server is an optional SIP component that handles routing of SIP
signaling but does not initiate SIP messages. Proxy servers can also provide a few auxil-
iary functions such as authentication, authorization, reliable request retransmission, and
security. To overcome the technical challenges in wireless VoIP deployment, we have
developed an enhanced SIP proxy server with the framework shown in Figure 4.3.

In particular, the enhanced SIP proxy server utilizes COPS messages to negotiate with
the MPLS LER about the overall access bandwidth requirement, on behalf of all SIP termi-
nals in a WMN (not only on behalf of one SIP terminal). Then, the LER exchanges traffic
engineering signaling with other routers inside the MPLS core network, thereby setting
up the corresponding LSPs before SIP calls are made. As a result, the SIP call setup delay
in the MPLS network is decreased significantly.

We use a set of time marks {t, t,, t,, ..., t, 1, t, t,1, . . .} to distinguish the time instances
of the system. If the enhanced SIP proxy server knows that the overall access bandwidth
requirement of its WMN during time [t,_,, t,] is B,_, ,, then at time ¢,_,, the enhanced SIP
proxy server negotiates with the MPLS network to get B, _, , outgoing bandwidth using
COPS messages. In time, if the overall bandwidth requirement of the WMN during [t,, ¢,.4]
changes to B, , ., then at time £, the enhanced SIP proxy server should renegotiate with the
MPLS network to increase/decrease the bandwidth requirement to B, ;.

However, it is impossible for the enhanced SIP proxy server to know the exact value
of B,_,, before time t,_,. Usually, the enhanced SIP proxy server can only use a certain
bandwidth prediction algorithm to give an approximate value of B which can be
defined as B’

n—1n*

IfB', ., <B,,,during [t,_,, t,], the WMN does not have enough outgoing bandwidth to
accommodate all SIP calls, and the enhanced SIP proxy server has to utilize a CAC mecha-

nism to decline some of the call requests. In contrast, if B’,_, , > B,_, , during [t,_,, t,], some

n—1ns/

SIP
messages
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protocol stacks
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............................................................

Call admission and bandwidth
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FIGURE 4.3 The framework of enhanced SIP proxy server.
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outgoing bandwidth resource of the WMN would be wasted. As the preceding discussion
shows, the algorithms for access bandwidth prediction and for running the CAC on the
enhanced SIP proxy server are critical in our approach.

4.4.2 Access Bandwidth Prediction in Enhanced SIP Proxy Servers

Predicting the behavior of network traffic is always an important issue in designing pro-
active management schemes for communication networks. In the literature, extensive
studies have been conducted on access bandwidth prediction. Given a history of past val-
ues, current prediction approaches construct stochastic models to forecast subsequent
time series values. As a result, our proposed enhanced SIP proxy server can directly inherit
these research results.

The simplest linear prediction models are the autoregressive (AR) and the autoregres-
sive moving average (ARMA) models [12], which are used in cases of stationary time series.
The parameters of these models can be estimated by the least-mean square (LMS) and the
recursive-least square (RLS) algorithms [13].

Other than the AR and ARMA models, some researchers suggest employing artificial
neural networks for prediction [14]. Studies show that neural networks can naturally
account for the practical issues arising in real data: they are often nonlinear, nonstationary,
and non-Gaussian.

The authors of [15] have specially developed a multiresolution finite-impulse-response
neural-network-based learning algorithm for access bandwidth prediction, using the max-
imal overlap discrete wavelet transform (MODWT) method. The authors demonstrated
that the translation-invariant property of MODWT allows alignment of events in a multi-
resolution analysis with respect to the original time series and, therefore, preserves the
integrity of some transient events. This algorithm is a good choice for the enhanced SIP
proxy server, because it has a satisfactory tradeoff between prediction accuracy and com-
putational complexity.

4.4.3 CAC in Enhanced SIP Proxy Servers

The CAC plays an important role in QoS provisioning in terms of the signal quality,
call blocking and dropping probabilities, packet delay and loss rate, and transmission
rate. CAC in wireless networks has been receiving a great deal of attention during the
last two decades due to the growing popularity of wireless communications network-
ing. As pointed out in [16], using CAC can benefit the wireless network in the follow-
ing areas.

Signal Quality CAC is essential to guarantee the quality of the signal in CDMA net-
works or other interference-limited wireless networks that have a soft capacity
limit. In such cases, a CAC scheme can be used to admit users only if the wireless
system is able to provide them with a minimum signal quality.

Call-Dropping Probability In bandwidth-limited wireless networks, CAC is often
employed to reduce the handoff failure probability by reserving some resources
exclusively for handoff calls, because dropping an active call is usually more
annoying than blocking a new call.

Packet-Level Parameters In wireless networks, traffic overloading can cause unac-
ceptable excessive packet delay and/or delay jitter. Therefore, the CAC could be
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used to limit the traffic load entering the network, in order to guarantee packet-
level QoS parameters.

Transmission Rate As in wireline networks, CAC schemes are used in data-service
wireless networks to guarantee a minimum transmission rate.

Revenue-Based CAC In general, service providers expect the network to produce
the maximal revenue. Considering that different classes of traffic have different
revenue rates, CAC can help to achieve this goal by increasing the probability of
high revenue rate connections accessing the network. Moreover, if we view reve-
nue rate as the priority factor, then revenue-based CAC can grant differentiated
priorities to different users.

Fair Resource-Sharing CAC is an importance measure to guarantee fairness among
different users, if the wireless network is required to allocate network resources
equally.

In the enhanced SIP proxy server, the CAC is committed to a session layer. More com-
plicated than revenue-based CAC, the CAC policy for an enhanced SIP proxy server can
be formulated as an optimization problem, where the demands of both, the WMN
service provider and user, are taken into account. To solve this optimization problem,
we proposed a utility-constrained optimal revenue policy in [17], which can be easily
implemented.

4.5 Analysis of the Signaling Process

Figure 4.4 shows the signaling flow in the proposed SIP architecture containing the
enhanced SIP proxy server. The call setup starts with a standard SIP INVITE message
sent from the caller to the local enhanced SIP proxy server in a WMN. This message
carries the call receiver’s URL in the SIP header, and the QoS requirements of the SIP call
in the session description protocol (SDP) body:.

After identifying the caller ID, QoS requirements, and remaining outgoing bandwidth
in the local WMN, the enhanced SIP proxy server decides whether to admit the SIP call
request. If the call request is admitted, the enhanced SIP proxy server will forward the
original INVITE message to the callee; otherwise, it simply sends the caller a DECLINE
message to drop the call.

Furthermore, regardless of whether the call is admitted or not, it would be registered in
the enhanced SIP proxy server for the purposes of access bandwidth prediction and CAC
in the future. If the access bandwidth has to change, the enhanced SIP proxy server uses
COPS messages to negotiate with MPLS-based IP core networks in order to set up new
LSPs with the required bandwidth. The COPS protocol is part of the IP suite as defined by
the IETF’'s RFC 2748. COPS specifies a simple client-server model for supporting policy
control over QoS signaling protocols (e.g., RSVP). As shown in Figure 4.4, the enhanced SIP
proxy server uses COPS REQ and COPS DEC messages to negotiate on-demand band-
width with the MPLS core network.

These discussions clearly show that the enhanced SIP proxy server approach can consid-
erably reduce call setup delay, because the LSPs needed by SIP telephony are set up in
MPLS-based IP core network even before SIP calls begin.
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FIGURE 4.4 The signaling flow with the enhanced SIP proxy server.

4.6 Conclusion

One of the key capabilities of next-generation wireless networks is to carry VoIP and sup-
port seamless wireless data and voice communications. In this chapter, we investigated the
deployment of SIP-based VoIP in WMNs and discussed the technical challenges in wireless
VoIP systems, such as call setup delay, access bandwidth prediction and reservation, CAC,
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and so on. In general, these technical issues arise from the instability of the wireless envi-
ronment and the frequent movement of users.

To overcome these problems in wireless VoIP systems, we proposed the use of a novel
enhanced SIP proxy server that utilizes COPS messages to negotiate the overall access
bandwidth requirement with the IP core network on behalf of all SIP terminals in a WMN.
Moreover, an extensive analysis of the signaling exchange between the enhanced SIP
proxy server and the MPLS-based IP core network was done in order to demonstrate the
advantages of our proposed approach.
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In general, one of the major challenges for wireless communication is the capacity of
wireless channels, which is especially limited when a small delay bound is imposed, for
example, for voice service. A Voice over Internet Protocol (VoIP) packet, on the other hand,
has large overheads compared with circuit-switched voice. VoIP signaling packets are also
typically large, which in turn could cause a long signaling delay when transmitted over
wireless networks. In order to use the wireless channel capacity efficiently and make VoIP
services economically feasible, it is necessary to apply compression techniques to reduce
the overheads in the VoIP bearer and signaling packets. In this chapter, we discuss the
following compression techniques for VoIP: robust header compression (RoHC) for bearer
paths and signaling compression (SigComp) for signaling paths. RoHC and SigComp are
the most favored compression techniques for VoIP in wireless communication today.

5.1 Robust Header Compression

The main specification for RoHC is contained in RFC 3095 [1], which was published by the
Internet Engineering Task Force (IETF) in July 2001. It has since been clarified in RFC 3759
[2] and RFC 4815 [3] in April 2004 and February 2007, respectively. In this section, the mate-
rial is based primarily on the above RFCs. In particular, we focus here on the following
three aspects:

¢ Why is RoHC required for VoIP over wireless?
¢ How is compression efficiency achieved?

e How is robustness achieved?

RoHC has different profiles that target different application flows such as profile for
uncompressed IP flow, Profile for User Datagram Protocol (UDP)/IP compression, and so
on. In this section, we focus on RoHC for a VoIP application, and therefore the Real-time
Transport Protocol (RTP)/UDP/IP compression or RoHC profile 1, is the main subject of
discussion.

5.1.1 Motivation

To make VoIP over wireless an economically viable solution, a number of technical
challenges must be addressed. One of the most critical is the bandwidth efficiency.
For mobile wireless communications, bandwidth remains a scarce resource and it is of
vital importance that it be used efficiently. If today’s circuit-switched cellular system can
support X number of users per cell per carrier, when converted to VoIP, the system must be
able to support more than X number of VoIP users; otherwise, the spectrum and deploy-
ment costs would be prohibitive.

Having said that bandwidth efficiency is critical for VoIP over wireless, one immediate
problem is the large VoIP header overheads. Speech data for IP telephony is typically
carried by the RTP protocol. A VoIP packet will have an IP header of 20 octets, a UDP
header of 8 octets, and an RTP header of 12 octets. This makes a total of 40 octets for the
RTP/UDP/IP header. If IPv6 is used, the IP header alone will be 40 octets and the total
RTP/UDP/IP header will be 60 octets. This is in addition to the air interface protocol
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overhead as well as a possible link layer framing overhead. On the other hand, the size
of the speech payload is typically as small as 2 to about 20 octets. As a result, the header
overhead ratio is enormous. It is thus imperative to compress the RTP/UDP/IP header in
order to utilize the wireless spectrum efficiently.

There have been a number of header-compression techniques prior to RoHC, such as the
one specified in RFC 2508 [4]. One of the main differences between RoHC and the other
header-compression schemes is robustness, which is critical for maintaining the VoIP
service quality. Mobile wireless communications typically operate at high packet error
rates in order to achieve spectral efficiency. The packet error rate over wireless channels
can be as high as a few percentage points. The loss of a packet must not cause extensive
decompression errors or failures in subsequent packets as this could lead to severe impair-
ment of the speech quality.

Another characteristic of the mobile wireless channel is the long round-trip time (RTT),
which can be as high as 100-200 ms. In RFC 2508, the header compression scheme uses
signaling messages from the decompressor to the compressor to indicate that the context
is out-of-sync. The RTT of the wireless link limits the speed of this context-repair mecha-
nism. Each packet lost over the link causes several subsequent packets also to be lost since
the context is out-of-sync during at least one link RTT. In VoIP, such bursts of packet drops
can cause a perceivable muting of speech and result in voice quality degradations.

The RTP/UDP/IP header compression, therefore, must be both efficient and robust. We
now describe in more detail how this can be achieved with RoHC.

5.1.2 Achieving Efficiency While Preserving Robustness
5.1.2.1 Characteristics of Header Fields

In the packet flow of RTP/UDP/IP headers, significant correlations can be found both
for the same header field across different packets and for some different header fields
within the same packet. By sending static field information only initially, and utilizing
dependencies and predictability for other fields, the header size of most packets can be
significantly reduced.

Figure 5.1 shows that most header fields never, or seldom, change, so that they can be
easily compressed. Only 5 fields, or about 10 octets in total, need more elaborate mecha-
nisms. These fields are:

e [Pv4 Identification (IP-ID), 16 bits
UDP Checksum, 16 bits

RTP Marker (M-bit), 1 bit

RTP Sequence Number (SN), 16 bits
RTP Timestamp (TS), 32 bits

Typically, the SN field increments by one for each packet sent by the RTP source. The TS
and IP-ID fields can usually be predicted from the SN. The M-bit is usually the same. The
UDP Checksum should not be predicted and is sent as-is when enabled.

Given these characteristics of the header fields, RoHC compression first establishes
functions from the SN to the TS and IP-ID fields. Once functions are established, the com-
pressor need only reliably communicate the SN. If a function from the SN to another field
changes, additional information is sent to update the parameters of that function.
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FIGURE 5.1 RTP/UDP/IP header fields.

Next, we describe how SNs are compressed while preserving robustness. If the TS and
IP-ID fields need to be updated, for example when establishing the functions initially or
when the functions change, the same compression approach is followed.

5.1.2.2 Basic Compression Approach

As mentioned earlier, the packet drop rate in wireless communications is not trivial. In
addition, there is the possibility that packets can become out of order. Therefore, although
the SN field typically increments by one in successive packets at the RTP source, packet
drop and reordering can alter such a pattern at the RoHC compressor or decompressor.
The compression approach must therefore communicate the field successfully to the
decompressor even when such a pattern is broken. This calls for reliability in addition to
compression efficiency.

The basic approach that achieves this is least significant bits (LSB) encoding. With LSB
encoding, the k least significant bits of the field value are transmitted instead of the origi-
nal field value, where k is a positive integer. After receiving k bits, the decompressor derives
the original value using a previously received value as a reference (v_ref).

The idea is that even if the wireless link drops or reorders packets, the value to be
compressed should have a high likelihood of remaining in the vicinity of the reference
value (v_ref) at the decompressor. The parameter k represents the range within which the
value to be compressed might fall. The wider the range, the larger the k needed, and the
less the compression efficiency. This range is called the interpretation interval (for the k
LSB). The interpretation interval can be expressed as [v_ref — p, v_ref + (2¢ — 1) — p], where
p is an integer. It can be seen that by specifying the k LSB, a unique value in the interpreta-
tion interval is identified. If the parameters k and p are selected properly, this unique value
will be the original field value. Some examples are shown below.

Example 1

With k=4, p=—1 and v_ref = 0x001f, the compressor sends bits 1111 for field value 0x002f.
The decompressor finds 0x 002f to be the unique value in the interpretation interval [0x 0020,
0 x 002f], thus decompressing the field correctly. Note that the decompressor can decom-
press correctly even if packets containing field values 0x0020, 0x0021, . . ., 0x002e are lost.
Hence damage propagation is prevented and robustness achieved.
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Example 2

With k=4, p=6and v_ref= 0x001f, suppose packets become disordered and a packet with
a field value 0x0019 is received at the decompressor after packet 0x 001f. The decompressor
can successfully decompress the bits 1001 as 0x0019, since the interpretation interval is
now [0x 0019, 0x0028].

From these examples, it can also be seen that with a given k value, p provides a tradeoff
between the capability to handle out-of-order packets and the capability to handle packet
loss. The value p is fixed for the compression of a particular field. However, different fields
may use different p values depending on specific needs. The p value is known to both
compressor and decompressor, and is not explicitly communicated.

The value k is dynamically selected at the compressor for each compressed field value. It
is implicitly communicated from compressor to decompressor through Packet Type, which
is described later. The choice of the k value should be large enough that the field value is
highly likely to fall into the interpretation interval at the decompressor, and it should be as
small as possible to maintain efficiency.

In practice, the compressor maintains a sliding window, which contains the possible
values that the decompressor may use as v_ref. The exact value of v_ref cannot be deter-
mined by the compressor due to possible packet drops, reordering, and damage in the com-
munication link between the compressor and decompressor. The compressor then calculates
the k value such that no matter which v_ref in the sliding window the decompressor uses,
the original value is covered by the resulting interpretation interval, thus guaranteeing
successful decompression. By using feedback and/or by making reasonable assumptions
based on the characteristics of the communication link, the compressor can limit the size of
the sliding window. Compression efficiency is thereby achieved and robustness preserved.

This compression approach is referred to as Window-based LSB encoding, or W-LSB
encoding. In Example 1, assuming the compressor uses a sliding window of [0 x 001f,
0 x 0028] when compressing the field value 0 x 002f, the compressor will determine that
k = 4 is sufficient and necessary to ensure that the value 0 x 002f is covered by the inter-
pretation interval at the decompressor, as long as the reference value v_ref used by the
decompressor is in the compressor’s sliding window.

5.1.2.3 Special Treatments of the TS Field

In VoIP, the RTP TS field typically exhibits certain properties, using which the TS field can
be compressed more efficiently.

First, from packet to packet in a VoIP flow, the increments of the TS field are usually
in multiples of a certain unit. Such a unit is denoted as TS_STRIDE. For example, the
sampling rate for voice is typically 8 kHz and one voice frame is 20 ms long. Furthermore,
each voice frame is often carried in one RTP packet. In this case, the TS field always
increments in multiples of 160. Hence, here we have TS_STRIDE = 160. Note that silence
periods have no impact on this characteristic, as the sample clock at the source normally
keeps running during silence periods without changing either the frame rate or the
frame boundaries.

So for RTP TS field compression, the TS is usually first downscaled by a factor of
TS_STRIDE before compression. The resulting scaled TS (TS_SCALED) and the original
TS have the following relation:

TS = TS_SCALED = TS_STRIDE + TS_OFFSET
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The parameter TS_STRIDE is explicitly communicated from the compressor to the decom-
pressor. The TS_OFFSET is implicitly communicated to the decompressor by sending
several unscaled TS values. After the TS_STRIDE and TS_OFFSET are known to the
decompressor and the relation given above is established, the compressor need only send
TS_SCALED from then on.

Next, we describe in some detail timer-based compression of the RTP TS. This is very
important to maintain RoHC compression efficiency when silence suppression is used.

With silence suppression, RTP packets are not sent, or are sent only occasionally, by the
RTP source during silence periods. As a result, at the beginning of a new speech spurt follow-
ing a silence period, the TS field value of the RTP packet could jump significantly, compared
with that of the previously transmitted RTP packet. The TS field value increment depends on
the duration of the silence interval or on when the last update was sent. Note that the SN
field only increments by one at the RTP source. Hence, TS values must be sent to the decom-
pressor to update the function from the SN to the TS field. The problem here is that a large
increase in TS value will require a large k value when using the W-LSB encoding to compress
the TS value. By using certain special properties of RTP TS fields, timer-based compression
is able to compress the TS field using a small k value, thus improving compression efficiency.

At the RTP source of a VoIP flow, the RTP TS closely follows a linear function of the time
when the RTP packet is generated. At the RoHC decompressor, where the compressed
packet is received, the RTP TS is approximately a linear function of the time when the
packet is received. Clearly, this linear function at the RoHC decompressor will have an off-
set compared with the linear function at the RTP source, due to the delay from the RTP
source to the RoHC decompressor. More importantly, at the RoHC decompressor, there
will be more deviations from the linear function because of the delay jitter between the
RTP source and the RoHC decompressor. However, during normal operation, the delay
jitter is bounded in order to meet the real-time conversational requirements of the VoIP
service. Hence, by using a local clock at the RoHC decompressor, the decompressor can
obtain an approximation of the TS value from the packet’s arrival time. The approximation
can then be refined with the k LSBs of the (scaled) TS transmitted by the RoHC compressor.
The value of k required to ensure correct decompression is a function of the jitter between
the RTP source and the RoHC decompressor.

For the RoHC compressor, the main task associated with timer-based compression of the
RTP TS is to determine the value of k. The compressor can estimate the jitter introduced prior
to the compressor by measuring the packet arrival times at the compressor and comparing
them against the RTP TS. Then, if the compressor knows the potential jitter that could be
introduced between compressor and decompressor (it typically makes some assumptions on
the jitter, based on the link characteristics between compressor and decompressor), it will be
able to derive the jitter all the way from the RTP source to the RoHC decompressor and
thereby determine the k value required to ensure a successful decompression.

TIME_STRIDE is defined as the time interval equivalent to one TS_STRIDE. For VolIP,
with a fixed sampling rate of 8 kHz, 20 ms in the time domain is equivalent to an incre-
ment of 160 in the unscaled TS domain. Therefore, if TS_STRIDE = 160, the corresponding
TIME_STRIDE is 20 ms. TIME_STRIDE is explicitly communicated from the RoHC
compressor to the decompressor. When the compressor is confident that the decompressor
has received the TIME_STRIDE value, it can switch to timer-based compression.

5.1.3 RoHC Packet Formats

Depending on which fields have to be updated, how many bits are required, and which
mode RoHC is operating in (U, O, or R modes, which we describe in more detail in later
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FIGURE 5.2 UO-0 packet format.

sections), there are many packet formats for RoHC. RoHC can compress the 40-byte RTP/
UDP/IP header down to even 1 byte.

RoHC uses three packet types to identify compressed headers. Since the format of a
compressed packet also depends on the mode, packet format is expressed in the form:

(modes format is used in) — (packet type number) — (some property).

For example, packet format UO-1-TS indicates this format can be used in U or O mode, is
of packet type 1, and provides update on TS field.
Next, we briefly describe the packet types and show some examples of packet formats.

5.1.3.1 Packet Type 0

Packet type 0 includes three packet formats: R-0, R-0-CRC, and UO-0. This packet type is
used when the decompressor knows all the SN-function parameters, and the header to be
compressed adheres to these functions. Thus, only the W-LSB encoded RTP SN have to be
communicated. Among the three packet types, packet type 0 provides the least amount of
update, and is the most efficient. Figure 5.2 shows what the UO-0 packet format looks like.

With RoHC operating in U or O mode, the first bit “0” of a compressed header indicates
that this is a UO-0 packet. The SN field is W-LSB encoded to 4 bits. The compressed header
also contains a 3-bit cyclic redundancy check (CRC). The CRC is computed at the RoHC
compressor based on the original header, which allows the decompressor to check (with
high probability) whether the decompressed header is correct. Hence, the CRC helps
prevent context damage at the RoHC decompressor.

In the example of the UO-0, the RoHC decompressor first decompresses the SN field
based on the reference value, or in other words, the context, of the SN, as well as the received
4-bit W-LSB encoded SN value. Then, the decompressor derives the other field values such
as TS and IP-ID from the decompressed SN value based on the established functions. When
decompression is complete, the decompressor must compute a 3-bit CRC over the recon-
structed header, and compare it against the CRC sent by the compressor. If the CRC matches,
the decompression is successful. The decompressed packet is delivered to the application,
and also the context of the SN updated for decompression of subsequent packets. If the CRC
does not match, the decompressor may attempt a context repair mechanism. If it still fails,
the decompressed packet is discarded and the context of the SN not updated.

5.1.3.2 Packet Type 1

Packet type 1 includes the following packet formats: R-1, R-1-ID, R-1-TS, UO-1, UO-1-ID, and
UO-1-TS. This packet type is used when the number of bits required for the SN update
exceeds those available in packet type 0, or when the parameters of the SN-functions for
TS or IP-ID field change. Figure 5.3 shows a UO-1-TS packet.

With RoHC operating in U or O mode, the first three bits “101” of a compressed header
indicate that it is a UO-1-TS packet. The SN field is W-LSB encoded to 4 bits, and the TS
field is W-LSB encoded to 5 bits. The RTP Marker (M bit) is also transmitted, and it takes
1 bit. Similarly to UO-0, the UO-1-TS packet format uses a 3-bit CRC to protect against
context damage.
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FIGURE 5.3 UO-1-TS packet format.

If the UO-1-TS packet is decompressed successfully, as verified by CRC, the contexts of
both SN and TS are updated at the decompressor.

When timer-based compression of TS is employed, packet type 0 cannot be used since TS
must be updated to address the delay jitter between the RTP source and the decompressor.
Hence, packets of packet type 1, such as the UO-1-TS packets, are often used at the begin-
ning of talk spurts, after the silence periods. After the function for the TS field is success-
fully updated at the decompressor, no further update is required, and the compressor can
then switch to a more efficient packet format, such as UO-0 of packet type 0.

5.1.3.3 Packet Type 2

Packet type 2 includes packet formats UOR-2, UOR-2-ID, and UOR-2-TS. This packet type
can be used to change the parameters of any SN function, or when the number of bits
required for the update exceeds those available in packet type 0 or packet type 1. The
decompressor updates its context for the fields updated through packet type 2.

Packet type 2 is the least efficient of the three packet types for compressed headers.
However, it is occasionally required to establish or update the SN function; for example,
when the full 32-bit TS value has to be sent, and sometimes for mode transitions, to be
described later.

In addition to the three packet types for compressed headers, there are two for
initialization/refresh. They are the initialization and refresh (IR) packet, and initialization
and refresh-dynamic part (IR-DYN) packet. The IR packet communicates the static part of
the context, and the IR-DYN packet communicates the dynamic part.

5.1.4 RoHC Operation

As mentioned earlier, RoHC retains the relevant information from past packets in a context,
and uses it to compress/decompress subsequent packets. The compressor and decompressor
update their contexts upon certain events. Communication impairment may lead to incon-
sistencies between the contexts of the compressor and decompressor, which in turn may
cause incorrect decompression. As a robust header compression scheme, RoHC provides
mechanisms for avoiding context inconsistencies and for making the contexts consistent
when they are out-of-sync.

First, RoHC operates in one of three modes: unidirectional (U-mode), bidirectional
optimistic (O-mode), and bidirectional reliable (R-mode). Both compressor and decom-
pressor must be in the same mode.

Under each mode, RoHC can operate in a number of states, which determines what
packet type can be sent and received by the compressor and decompressor, respectively.
Under different modes, the state transitions, as well as the actions that can be performed
in each state, are different.

Next, we describe in more detail the three RoHC operation modes, and how to transition
among them. Using the O-mode as an example, we then describe the states under the
O-mode, as well as when state transitions occur.
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5.1.4.1 ROHC Operation Modes

In the U-mode, packets are sent in only one direction: from the compressor to the decom-
pressor. Due to lack of feedback, the compressor has no knowledge of whether packets
have been successfully received at the decompressor. Therefore, to avoid propagation of
context damage, periodic refreshing of the context is needed in the U-mode. This is the
least efficient of the three operation modes, often used only in the initial stage, as compres-
sion must start with it.

In the O-mode, a feedback channel is used to send error recovery requests from the
decompressor back to the compressor. The O-mode aims at maximizing compression
efficiency with sparse use of the feedback channel. As a result, the frequency of context
invalidation may be higher than for the R-mode, especially when bursts of errors occur.

The R-mode is similar to the O-mode, but it makes a more intensive use of the feedback
channel. It aims at maximizing robustness against damage propagation, that is, it mini-
mizes the probability of context invalidation, even under bursty error conditions.

The optimal mode in which to operate depends on the characteristics of the communica-
tion channel, such as whether a feedback channel is available, the packet error rate, bursti-
ness, and the like.

There are primarily three types of feedback to the compressor: ACK, NACK, and
STATIC-NACK.

* ACK acknowledges successful decompression of a packet, which indicates to the
compressor that the context at the decompressor is very likely in-sync.

* NACK indicates that the dynamic context of the decompressor is out-of-sync.
NACK is generated when several successive packets have failed to decompress
correctly.

e STATIC-NACK indicates that the static context of the decompressor is not valid or
has not been established.

The feedback packets not only provide error recovery requests, but can also carry a mode
parameter indicating the desired compression mode: U, O, or R. This is important for mode
transitions, which we see in the next section.

5.1.4.2 RoHC Mode Transitions

The RoHC compressor and decompressor always start from the U mode, and can transi-
tion to other modes depending on what the other end supports. The decision to move from
one compression mode to another is taken by the decompressor. The possible mode transi-
tions are shown in Figure 54, where Feedback (X) denotes a feedback packet with the
desired compression mode set to X, with X € {U, O, R}.

Next, we show two specific mode transition examples, to give an idea how mode tran-
sition is done. Mode transitions must be smooth: that is, the decompressor must be able
to decompress packets sent by the compressor during the transition period. RoHC
achieves this by imposing restrictions on the compressor and decompressor during the
transition phase.

Transition from U- to O-modes

When a feedback channel is available, the decompressor may at any moment decide to
initiate transition from the U- to the O-modes. Any feedback packet carrying a CRC and
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Feedback (R)

Feedback (O)

FIGURE 5.4 RoHC mode transitions.

with the desired mode set to O can be used to initiate the transition. CRC is essential for the
feedback packet, as it prevents false transition at the compressor in case the feedback
packet is erroneously received at the compressor. The decompressor can then directly start
working in O-mode, because all packets generated in U-mode can be decompressed in
O-mode (such as UO-0, UO-1, UO-1-ID, UO-1-TS, UOR-2, UOR-2-ID, UOR-2-TS, IR, and
IR-DYN). The compressor transits from the U- to the O-mode as soon as it receives a feed-
back packet that has the desired mode set to O and that passes the CRC check. The transi-
tion is then complete.

Transition from O- to R-modes

Transition from O- to R-modes is permitted only after at least one packet has been correctly
decompressed, which means that at least the static part of the context is established. The
decompressor sends an ACK or NACK feedback packet carrying a CRC, and with the
desired mode set to R to initiate the mode transition. The compressor must not use packet
types 0 or 1 during the transition period. For example, if the compressor sends UO-0,
UO-1, UO-1-ID, or UO-1-TS packets and the decompressor has already transited into
R mode, it will not be able to decompress these packets correctly. In other words, if the
decompressor is still receiving packets of type 0 or 1 after initiating the transition, the
decompressor cannot transition into R mode.

When the compressor receives the ACK or NACK packet that has the desired mode set
to R and that passes the CRC check, it can transit into the R-mode. However, there are
restrictions on what packet types the compressor can send at this point, because the decom-
pressor is still in the O-mode. The only packets generated in the R-mode but that can be
decompressed in O-mode are UOR-2, IR, or IR-DYN packets. These packets can carry a
mode parameter indicating the mode in which they have been generated. In this case, the
compressor sets the mode parameter to R, which indicates to the decompressor that the
compressor has already transitioned into the R-mode. The decompressor, upon receiving a
UOR-2, IR, or IR-DYN packet with its mode parameter set to R, transits into the R-mode.
Meanwhile, the compressor continues to send the UOR-2, IR, or IR-DYN packets until it is
sure that the decompressor has transited into the R-mode, the indication of which is an
ACK from the decompressor for a UOR-2, IR, or IR-DYN packet that was sent with its
mode parameter set to R. After the compressor receives such an ACK, the mode transition
is considered complete at the compressor side, and the compressor can start sending type
0 or type 1 packets (such as R-0 and R-1). When the decompressor receives packets of type
0 or 1, the mode transition is considered complete at the decompressor side.
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It can be seen during mode transitions that larger packets such as UOR-2, IR, or IR-DYN
packets are sometimes needed. The impact on compression efficiency should be quite
small, as mode transitions do not happen often during the life of a traffic flow. These pack-
ets help to achieve robustness, which is critical for mode transitions.

In the next section, we take O-mode as an example and describe its operations, including
what packet types can be sent or received in each state, and when state transitions should
occur. The state machines at the compressor and decompressor sides help ensure that the
contexts at the two sides are in-sync and that packets can be decompressed successfully.

5.1.4.3 Operations in O-Mode

As mentioned earlier, the O-mode provides good compression efficiency as well as
robustness through sparse use of feedback when the packet error rate is not very high. In
the following, we describe in more detail the operations in the O-mode, and see how this
is achieved.

Compressor states and logic

At the compressor, there are three states: initialization and refresh (IR), first order (FO),
and second order (SO). The compressor starts in the lowest compression state, IR, and
moves gradually to the higher, more efficient, states. The compressor always operates in
the highest possible compression state, under the constraint that it is sufficiently confident
that the decompressor has the information necessary to decompress headers compressed
according to that state. Figure 5.5 shows the state machine for the compressor in the
O-mode.

* The IR state In the IR state, the compressor initializes, or refreshes after failure,
the static part of the context at the decompressor. The compressor sends the
complete header information, including both the static and dynamic fields, in
uncompressed form. The compressor stays in the IR state until it is fairly confident
that the decompressor has received the static information successfully.

¢ The FO state The purpose of the FO state is to communicate efficiently the irregu-
larities in the packet stream. When operating in this state, the compressor rarely
sends information about all dynamic fields, and the information sent is usually at
least partially compressed. Only a few static fields can be updated.

Optimistic/ACK

FIGURE 5.5 Compressor state machine in O-mode.
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The compressor enters this state from the IR state, and also from the SO state,
whenever the headers of the packet stream do not conform to their previous
pattern. It stays in the FO state until it is confident that the decompressor has
acquired all the parameters of the new pattern. Changes in fields that are always
irregular (such as UDP checksums) are communicated in all packets and are
therefore part of what is considered a uniform pattern.

All packets sent in the FO state carry context updating information. It is very
important to detect corruption of such packets to avoid erroneous updates and
context inconsistencies. Strong CRC protection, as available in UOR-2, IR, or
IR-DYN packets, meets this requirement.

The SO state Compression is most efficient in the SO state. The compressor enters
the SO state when the header to be compressed is completely predictable from the
RTP SN, and it is sufficiently confident that the decompressor has acquired all the
parameters of the functions from SN to other fields. As long as the decompressor
can correctly decompress SN, it will be able to successfully reconstruct the packet
headers sent in the SO state.

The compressor returns to the FO state from SO state when the header no longer
conforms to the uniform pattern.

Upward transition, optimistic approach Transition to a higher compression state
in the O-mode can be carried out according to an optimistic approach principle.
This means the compressor transits to a higher compression state when it is fairly
confident that the decompressor has received enough information to correctly
decompress the packets sent according to the higher compression state. The com-
pressor normally obtains its confidence by sending several packets with the same
information in the lower compression state. If the decompressor receives any of
these packets, it will be in-sync with the compressor.

Upward transition, optional acknowledgments Alternatively, positive feedback
(ACKSs) may be used for UOR-2 packets in the O-mode. Upon reception of an ACK
for an updating packet, the compressor knows that the decompressor has received
the acknowledged packet and the transition to a higher compression state can be
carried out immediately. Hence, if the optional acknowledgment approach is used,
it generally provides better compression efficiency and higher robustness com-
pared with the optimistic approach.

Downward transition, need for updates The compressor immediately transits
back to the FO state when the header to be compressed does not conform to the
established pattern, thus requiring updates to be sent for the parameters.

Downward transition, negative acknowledgments (NACKs) Upon receipt of a
NACK, the compressor transits back to the FO state and sends updates (UOR-2,
IR-DYN, or possibly IR) to the decompressor. NACKSs carry the SN of the last suc-
cessfully decompressed packet, and this information can help the compressor to
determine the fields that require updating.

Similarly, reception of a STATIC-NACK packet makes the compressor transit
back to the IR state.

Choosing packet formats The compressor chooses the smallest possible packet
format that can communicate the desired changes and has the required number of
bits for W-LSB encoded values.
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Decompressor states and logic

The decompressor also has three states: no context (NC), static context (SC), and full context
(FC). The decompressor starts in its lowest state, NC, and gradually transits to higher
states. The decompressor state machine normally never leaves the FC state once it enters.
The decompressor never attempts to decompress headers in the NC or SC state unless
sufficient information is included in the packet itself (e.g., IR packet for NC state, and IR,
IR-DYN, or type 2 packet for SC state).

Initially, when the decompressor is in an NC state, the decompressor would not yet have
successfully decompressed a packet. Once a packet has been decompressed correctly (for
example, upon reception of an IR packet), the decompressor can transit all the way to the FC
state. The decompressor stays in the FC state unless there are repeated decompression fail-
ures, which will make the decompressor transit back to lower decompression states. When
that happens, the decompressor first transits back to the SC state. There, successful reception
of any packet sent in the FO state from the compressor is usually sufficient to enable transi-
tion to the FC state again. Only when decompression of several packets sent in the FO state
continually fails in the SC state, will the decompressor return all the way to the NC state.

As mentioned earlier, the decompressor uses feedback to request context updates, and it
is essential for the state transitions of the compressor under the O mode. In the following,
we describe when feedback is sent by the decompressor in the O mode. The feedback logic
depends on the state in which the decompressor is. Figure 5.6 shows the state machine for
the decompressor in O-mode.

If the decompressor is in an NC state, under each of the conditions given here, it acts
as follows:

* when an IR packet passes the CRC check, the decompressor will send an ACK;

¢ whenreceiving a type 0, 1, 2, or IR-DYN packet, or when an IR packet fails the CRC
check, the decompressor may send a STATIC-NACK.

If the decompressor is in SC state, under each of the conditions given here, it acts as
follows:

¢ when an IR packet passes the CRC check, the decompressor will send an ACK;

¢ when a type 2 or IR-DYN packet is successfully decompressed, the decompressor
may optionally send an ACK;

Success

Success

contex

Repeated failures Repeated failures

No static

FIGURE 5.6 Decompressor state machine in O-mode.
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¢ when a type 0 or type 1 packet is received, the decompressor will treat it as a failed
CRC and may send a NACK;

e when a type 2, IR-DYN, or IR packet fails the CRC check, the decompressor may
send a STATIC-NACK.

If the decompressor is in FC state, then under each of the conditions given here, it acts as
follows:

¢ when an IR packet passes the CRC check, the decompressor will send an ACK;

¢ when a type 2 or IR-DYN packet is successfully decompressed, the decompressor
may optionally send an ACK;

e when a type 0 or type 1 packet is successfully decompressed, no feedback is sent;
¢ when any packet fails the CRC check, the decompressor may send a NACK.

5.1.5 Summary

With RoHC compression, the RTP/UDP/IP header of VoIP packets can usually be com-
pressed down to 1 byte (with packet type 0) or 2 bytes (with packet type 1, used especially
at the beginning of talk spurts, with timer-based compression of RTP TS), assuming the
UDP checksum is not enabled. With the UDP checksum enabled, 2 more bytes are added
to the compressed header.

A few packet drops in the communication link do not necessarily cause context damage
and it is highly likely that the RoHC decompressor can still successfully decompress the
subsequent packet. In the rare cases when extensive bursts of packet drops happen or
when an erroneous packet is delivered to the RoHC decompressor due to undetected errors
at lower layers, decompression failure or context damage may occur. However, RoHC is
robust enough to prevent damage propagation, and the RoHC state machine is able to
bring the contexts at the compressor and the decompressor back into sync.

5.2 Signaling Compression
5.2.1 Motivation

VoIP applications often use session initiation protocol (SIP) [5] as the signaling protocol. SIP
is a text-based protocol, and typical SIP messages are rather large, usually in the range of a
few hundred bytes to two thousand bytes or more. For example, typical SIP INVITE mes-
sages are more than 600 bytes. When transmitting large SIP messages over wireless channels,
not only are precious wireless channel resources consumed, but more importantly, long
message transmission delays are induced, which can adversely impact the call setup latency
performance and other signaling-related performance metrics. Hence, it is highly desirable
to compress the signaling messages before sending them over the wireless channel.
Signaling compression was specified in IETF RFC 3320 [6] in January 2003, and was fur-
ther clarified in RFC 4896 [7] in June 2007. SigComp provides a method to compress mes-
sages generated by application protocols such as SIP. Different compression algorithms
can be used in SigComp, such as LZ77 [8] and DEFLATE [9]. SigComp standardizes the
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decompressor, the so-called universal decompressor virtual machine (UDVM), which can
be programmed to understand the output of many well-known compressors.

5.2.2 Compression Algorithms

To choose a compression algorithm for SigComp, one should consider the desired compres-
sion ratio, processing and memory requirements, code size, implementation complexity,
and intellectual property (IPR) issues [10]. Typical algorithms include the following:

. LZ77
e LZSS
o« LZW
e DEFLATE
e LZJH

For example, LZ77 is a dictionary-based method. It tries to compress data by encoding
phrases as small tokens that reference entries in the dictionary. LZ77 uses a sliding window
to maintain the dictionary. The dictionary is a finite sliding window containing previously
seen text. The compressor searches for the longest matching string up to a certain look-
ahead bulffer length. Based on the search results, the compressor sends the next character
or phrase as a token (match_offset, match_length, next_char). The dictionary is updated by
sliding the window to include the most-recently encoded phrases.

Another example is DEFLATE, a combination of LZ77 and Huffman coding. First,
the data is encoded using LZ77, either as a literal character or as an (offset, length) pair.
Then, the output elements (character, offset, length) from LZ77 are encoded using the
Huffman coding.

The compression usually achieves its maximum efficiency after a few message exchanges
have taken place. This is because the first message the compressor sends to the decompres-
sor is only partially compressed, as there is no previous stored state to reference against.
As one of the main goals of SigComp is to reduce the call setup time as much as possible,
it is desirable to employ a mechanism to improve the compression efficiency from the first
message.

RFC 3485 [11] defines a static dictionary for SIP and the session description protocol
(SDP). The static dictionary is a collection of well-known strings that appear in most SIP
and SDP messages. It constitutes a SigComp state that can be referenced in the first SIP
message that the compressor sends out.

In addition to the static dictionary, a user-defined dictionary can also further improve
compression efficiency. SigComp compressors can include the user-specific dictionary as a
part of the initial messages to the decompressor, even before any time-critical signaling
messages are generated from a particular application. This will improve the compression
efficiency once the messages start to flow.

REC 3221 [12] defines several mechanisms to improve the compression efficiency com-
pared with per-message compression. These include dynamic and shared compression.
Dynamic compression uses information from previously sent messages. To make sure
these messages have been received by the decompressor, an explicit acknowledgement
mechanism is used together with dynamic compression. For shared compression, the com-
pressor makes use of received messages to improve compression efficiency.
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5.2.3 Robustness Consideration

In addition to encoding the application messages using the chosen algorithm, the SigComp
compressor is also responsible for ensuring that messages can be correctly decompressed
even if packets are lost or misordered during transmission. The SigComp feedback mecha-
nism can be used to acknowledge successful decompression at the remote endpoint. The
following robustness techniques are usually employed in SigComp [10]:

* Acknowledgements using the SigComp feedback mechanism

Static dictionary
CRC checksum
¢ Announcing additional resources

Shared compression

5.2.4 Universal Decompressor Virtual Machine

Decompression functionality for SigComp is provided by the UDVM. The UDVM is a
virtual machine like the Java virtual machine, but with a key difference: it is designed
solely for the purpose of running decompression algorithms.

The motivation for creating the UDVM is to provide flexibility in choosing a method to
compress a given application message. Rather than choosing from a small number of pre-
negotiated algorithms, compressor implementers have the freedom to select an algorithm
of their choice. The compressed data is then combined with a set of UDVM instructions
that allow the original data to be extracted, and the result is outputted as a SigComp mes-
sage. As the UDVM is optimized specifically for running decompression algorithms, the
code size of a typical algorithm is small (often less than 100 bytes). Moreover, the UDVM
approach does not add significant extra processing or memory requirements compared
with running a fixed preprogrammed decompression algorithm.

5.2.5 Summary

SigComp provides a compression mechanism for signaling protocols of VoIP applications,
such as SIP. The compression efficiency depends on the compression algorithm used. With
a typical SigComp implementation, SIP messages can often be compressed down to less
than 50%, and sometimes even less than 10%, of the original message size. This can greatly
reduce the message transmission delay over wireless channels and significantly improve
critical VoIP performance metrics such as call setup delay.
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6.1 Introduction and Motivation

Voice over IP (VoIP) is an attractive choice for voice transmittal compared to traditional
circuit-switching technology for the following reasons: lower equipment cost, integration
of voice and data applications, lower bandwidth requirements, widespread availability of
IP, and the promise of novel, value-added services [1]. In future, VoIP services will be
expected to operate seamlessly over a converged network referred to as a Next Generation
Network (NGN), comprising a combination of heterogeneous network infrastructures,
including packet-switched, circuit-Switched, wireless, and wireline networks.

In order for VoIP services to be widely adopted, they must offer as good a quality of ser-
vice (QoS) as the current Public Switched Telephone Network (PSTN) services. As a result,
similarly to PSTN services, VoIP services must also be designed and optimized to offer
superior QoS. Furthermore, during operation, QoS must comply with the service level
agreements between the provider and the subscribers. In this chapter, we use the term QoS
to refer to the actual quality that the end user of a service experiences. This notion of QoS
is different from the traditional notions that define and measure QoS in terms of the perfor-
mance parameters of the packet traffic flowing through the network. Examples of such
parameters include delay, loss, and jitter. User-defined QoS, on the other hand, is concerned
with metrics such as the response time, reliability, and availability of a service.

Despite the design and provisioning, a user may still experience poor QoS degradation
caused by (i) higher than anticipated load and (ii) failure or weakening of the allocated
resources. In addition to the these benign factors, intentional malicious attacks by adversar-
ies may also threaten the QoS of VoIP services. Unlike the traditional PSTN, where the
service logic resided in the trusted perimeters of the service provider, VoIP services reside
in a more open environment and rely on network infrastructures involving standard pro-
tocols such as Transmission Control Protocol (TCP)/Internet Protocol (IP). As a result, these
services are exposed to many more vulnerabilities that could potentially be exploited to
threaten their quality. Thus, monitoring must also detect such anomalous or suspicious
behavior in a timely manner to mitigate its impact.

In this chapter a QoS monitoring methodology for VoIP services is described. We con-
sider the signaling performance of a VoIP session* as an indicator of its user-perceived
QoS. The methodology relies on service-level data collected using open, standard
Application Programming Interfaces (APIs) that were originally intended to facilitate rapid
service creation across heterogeneous network infrastructures. We then discuss how the
service-level data are aggregated and analyzed to monitor the signaling performance of
VoIP sessions. We also describe how the data can be used to detect anomalous behavior.
We discuss our experience in the experimental demonstration of the methodology using
an example of an open, standard API environment, namely, Java APIs for Integrated
Networks (JAIN) APIs [2] along with some insightful results. The architecture of a
prototype monitoring system which encapsulates the methodology is also described. The
methodology promotes dual use of open, standard APISs, one for rapid service creation and
two for QoS monitoring. Also, by virtue of using open, standard APIs, the methodology
can be used uniformly across heterogeneous network infrastructures and services
provided by multiple vendors.

The layout of this chapter is as follows: Section 6.2 provides an overview of open,
standard APIs. Section 6.3 describes the monitoring methodology. Section 6.4 discusses

* The terms session and call are used interchangeably in this chapter.
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the experimental demonstration of the methodology and the prototype architecture.
Section 6.5 summarizes related work. Section 6.6 offers conclusions and directions for
future research.

6.2 Open, Standard APIs

Creating a VoIP service that operates seamlessly across heterogeneous networks often
requires an understanding of not only the desired service capabilities but also of the
different protocols, data formats, end-user devices, and capabilities of the different types
of networks on which the service is to be offered. Ideally, the service developer should only
focus on the essential characteristics of the service and not be distracted by the complexi-
ties of the underlying heterogeneous networks. An API can help service developers deal
with some of these complexities by enabling the application provider to make requests
of the underlying network. If an API is open, it can then enable the reuse of components
and subsystems. If an APl is adopted as a standard, it can enable interoperability between
systems and applications.

The APIs for services offered over NGNs can be roughly grouped into three categories:
resource APIs, network capabilities APIs, and external APIs [3]. The QoS monitoring
methodologyis based on resource APIs which are described in this section. The resource
APIs provide access to low-level communication protocols and hide implementation details
and message transmission formats. Applications developed using such APIs can be
deployed across multiple networks and in multi-vendor environments. These APIs are
termed as resource APIs as they control the network and special resources such as switches,
media gateways, and messaging stores that adhere to a specific protocol. From the point of
VoIP services, resource APIs would offer open and standardized interfaces to protocols
used in VoIP including Session Initiation Protocol (SIP) [4], Megaco [5], and H.323 [6].

The APIs provide a layer of abstraction between network and application. They follow
a provider/listener or an event-driven software architecture model [7]. An event model
enables components to notify a state change to other components. Such a component
is referred to as an event source, a producer, or a provider, whereas components that
are interested in learning of the state change are referred to as event sinks, consumers, or
listeners. The listeners can subscribe to the event sources to receive notification of state
changes in either the synchronous or the asynchronous mode. In the synchronous mode,
the event source or the provider suspends any further processing after notifying the
listener, and waits for the listener to react to the event. On the other hand, in the asyn-
chronous mode, the event source notifies the listener of the occurrence of an event, and
continues with the normal processing. Typically, only one listener can subscribe to receive
an event in the synchronous mode, whereas multiple listeners can subscribe in the
asynchronous mode.

The platform implementing the API serves as the provider and informs the appli-
cations of the relevant events taking place in the network through the APL The applications
interpret these events and take necessary actions to provide the services. In addition,
an application may also initiate actions using the API that the platform will translate
into appropriate protocol signaling messages delivered to the network. It is the job of the
platform to interface to the underlying network and translate API methods and events to
and from underlying signaling protocols as it sees fit.
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6.3 QoS Monitoring Methodology

The QoS monitoring methodology comprises three activities: data collection, data aggre-
gation, and data analysis. Each activity is described in separate subsections.

6.3.1 Data Collection

This methodology is based on the collection of service-level data, which consists of events
raised by the platform implementing the open, standard APIs to inform the applications
which provide services of the relevant happenings in the network. These events indicate
important milestones that occur while providing a service and hence represent the
progression of the service. Since service-level data are concerned with the experience of
the user when the service is provided and not on how the service is provided, it should be
possible to collect this data in an implementation-independent manner. The use of open,
standard APISs to collect service-level data allows us to fulfill this objective easily.

To capture the events raised by the platform, Event Collection Applications (ECAs) are
written. ECAs register with the platform to receive these events. The ECAs receive event
notifications in an asynchronous mode and hence the platform will merely inform the
ECAs of the event occurrences and continue processing. The ECAs will thus receive and
record the stream of events raised by the platform through the APIs.

6.3.2 Data Aggregation

Service-level data may be aggregated in two ways before analyzing it for QoS monitoring.
In the first aggregation, frequencies of event occurrences for different event types may be
generated. These frequencies can provide an indication of the usage distribution of all the
services across all the users, distribution of the use of services for a single user, and a
group of users. In the second aggregation, events generated from a single session may be
aggregated to infer the state machine representing the service offered in the session.

6.3.3 Data Analysis

The aggregated data are used to monitor the signaling performance and detect anomalous
behavior.

6.3.3.1 Performance Monitoring

The signaling performance of a VoIP service is obtained using the second type of aggre-
gation; by consolidating the service-level events raised from a single session. Thus, a
performance estimate for specific operating conditions and service load may be obtained.
Using this aggregation, performance may be monitored during operation. In addition, this
technique may also be used to obtain a performance estimate prior to deployment of a
service. Correlating the performance with the resource consumption can also provide
guidance for provisioning prior to deployment.

6.3.3.2 Anomaly Detection

Statistical anomaly detection seeks to detect departures from the baseline or normal behav-
ior of a service. It is therefore necessary to first establish the baseline or normal behavior.
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On the basis of service-level data, baseline behavior may be defined at various levels of
granularity, such as, the entire platform (for all services), for each service, for a collection of
related services, a single user, and a group of users. For the baseline behavior of the overall
platform, event counts for all services and users may be used. For the behavior of each
service, event counts for that service may be used. Finally, for the behavior of a user or a
group of users, events from individual sessions may be used. For example, aggregation of
the events from sessions originating from user A may reveal important characteristics
such as the average call duration, and most frequently called numbers which could be the
attributes of user A’s baseline behavior. Similarly, the average number of times a particular
service is requested in an interval may form the baseline for that service.

A preliminary baseline behavior maybe established prior to the deployment of a service.
This can be adapted continuously as additional event data becomes available after deploy-
ment. The event data collected and aggregated during operation will be used to detect
anomalies from the baseline. Different techniques such as threshold and profile-based
detection [8], machine learning [9], neural networks [10], and rule-based expert systems
[11] may be used for detection.

6.4 Experimental Demonstration

In this section we discuss our experience in the experimental demonstration of the
methodology and also provide some insightful results.

6.4.1 Experimental Test Bed

Many initiatives are concerned with the definition and the development of open, standard
APIs to facilitate rapid service creation across heterogeneous networks. These include
JAIN™ [12,13],* OSA/PARLAY [13], and 3GPP [14]. We chose JAIN APIs for the experi-
mental demonstration for the following reasons: First, TSAS, 3GPP, and PARLAY define
examples of external APIs and not resource APIs. JAIN on the other hand defines a rich
set of integrated resource, and network capabilities APIs for both trusted and untrusted
network access. Second, reference implementations of the JAIN APIs are available. Third,
the use of Java™' language enables us to exploit the most important benefit, namely,
portability across different execution platforms. Fourth, since the JAIN architecture uses
Java technology, in the future, this will also allow us to benefit from many existing and
ongoing development efforts in the Java programming language space. A brief overview
of JAIN APIs is presented in this section.

JAIN is a community of companies led by Sun Microsystems that develops standard,
open, published Java APIs for NGNs consisting of integrated Internet Protocol (IP) or
Asynchronous Transfer Mode (ATM), PSTN, and wireless networks [12]. The protocol layer
in JAIN is based on Java standardization of specific protocols [15] (e.g., SIP [4], Media
Gateway Control Protocol (MGCP) [16,17], H.323 [6], TCAP [18-20], ISUP [21], INAP/AIN
[22], MAP [23], etc.). JAIN protocol APIs are examples of resource APIs, and these APIs

* JAIN is a trademark of Sun Microsystems.
t Java is a trademark of Sun Microsystems.
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enable “service portability” by reshaping proprietary interfaces into uniform Java inter-
faces. The JAIN layer translates the proprietary primitives into standard JAIN events and
informs the application of the occurrence of these events through the use of the APL In
addition, the application will be able to initiate actions using the API that the JAIN API
layer will translate into vendor-specific proprietary primitives. Applications that are
developed using resource APIs will have an underlying call model or a state machine,
which will be specific to the service that is being provided by the application.

JAIN APIs have been defined for the different protocols used for VolIP including SIP [24]
and H.323 [6]. Initially, we chose to use JAIN SIP APIs for the following reasons: Com-
pared with H.323 [6], SIP is a more flexible solution, simpler and easier to implement, better
suited to support intelligent user devices, as well as for the implementation of advanced
features. Many believe that SIP, in conjunction with the MGCP [16], will be the dominant
VoIP signaling architecture in the future [1].

The experimental infrastructure consists of public implementation of the JAIN SIP API
available from NIST [25]. It contains Reference Implementation (RI), TCK, examples, some
basic tools for JAIN-SIP-1.1 (JSR-32 maintenance release), and an SDP library that conforms
to the public release of JSR 141 (JAIN-SDP) interfaces [25]. JAIN-SIP Rl is a full implementa-
tion of the SIP specification as given in RFC 3261 [4].

Session initiation protocol is a peer-to-peer protocol, with the peers called as user
agents (UAs). The typical message flow between two UAs in SIP shown in Figure 6.1
was used in our experimentation. In Figure 6.1, UA1 initiates the session by sending an
INVITE request to UA2. UA2 is alerted (i.e., the phone is ringing) and an interim
response, “180 Ringing,” is sent back to UAL. Subsequently, UA2 answers the phone,
which generates an OK response back to UA1. UA1 acknowledges this response by
sending an ACK message to UA2. After this INVITE/200/ACK three-way handshake
[4], the session is established and the two UAs begin to exchange data. At the end of the
data exchange, UA2 sends a BYE request to UA1. Upon receiving this request, UA1
sends a “200 OK” response back to UA2 and the session is closed bidirectionally. The
signaling or the call set up delay for setting up a session among the two UAs was used
as the performance metric.
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FIGURE 6.1 Typical SIP message flow.
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The hardware platform hosting the infrastructure comprises two machines with the
following configurations: The first one is a Dell OptiPlex GX260 (Intel Pentium 4 processor
at 24GHz, 1GB of RAM, 40GB hard driver and Intel PRO 1000 MT network adapter) and
the other is an IBM ThinkPad T40 (Intel Pentium-M processor at 1.5 GHz, 512 MB of RAM,
40GB hard driver and Intel PRO 100 VE network adaptor). Both computers are installed
with Windows XP professional SP1 and are connected via a 100 M Ethernet connection
across a LAN. Each machine hosts a UA.

6.4.2 Experimental Scenarios

The experimental scenarios require multiple simultaneous sessions to be sustained among
the two UAs, which is achieved as follows: Our previous research, which studied the
impact of intermediate proxies on the signaling delay [26], indicated that the signaling
performance was not influenced by whether UA1 or UA2 initiated and terminated the call.
As a result, we assume, without loss of generality, that UA1 initiates calls to UA2. UA1
accepts the following parameters as input: (i) distribution and the parameters of the inter-
arrival time of the calls and (ii) distribution and the parameters of the call-holding time.
Using the interarrival time distribution, UA1 generates a series of interarrival times {t},
i=1,2,...and computes the arrival time of each call S; as S, = E;zl t;. Using the informa-
tion on call-holding time distribution, UA1 also generates the holding time of each call d,,
and computes the ending time of each call as T; = S; + d,. At each arrival time S;, UA1 auto-
matically initiates a call to UA2 by sending an INVITE request and the call is established
after a bi-directional three-way handshake. The transport protocol used is UDP. For
messages that have a SDP body (e.g., INVITE request), the size of the different messages
ranges from 450 bytes to 650 bytes. For messages without a SDP body (e.g., ACK request),
the size ranges from 250 bytes to 400 bytes. This session is held for a duration d;. At time T},
which is the ending time of this session, UA1 sends a BYE request to UA2, which causes
the call to be terminated. A test media is exchanged between the two UAs during the
session. The test media is a QuickTime video clip (available from [27]), 3546 KB in size and
85 seconds in duration (audio property: 8000 sample rate, 8 bits per sample; video prop-
erty: 160 = 120 frame size, 7.5fps). It was sent repeatedly in the established session.

In our experiments, the interarrival time and the call-holding duration were assumed
to follow an exponential distribution. Each experimental scenario is characterized by
the number of simultaneous ongoing sessions among the two UAs, which is a function
of the mean call-holding duration d; and mean interarrival time f, Initially, at the begin-
ning of an experiment, there is a warm-up or a ramp-up period, when the number of
ongoing calls between the two UAs continue to rise. Eventually, after a period of continuous
increase, the rate of arrivals and departures of the sessions causes the system to reach a
quasi-steady state where the number of simultaneous ongoing sessions is approximately
constant with minor fluctuations. The signaling delay for the calls set up during ramp-up
is likely to be lower than the delay of the calls set up after reaching the quasi-steady
state. As a result, in order to avoid biasing the results, only the signaling delay measure-
ments for the calls set up in the quasi-steady state are used to compute the signaling
delay statistics.

6.4.3 Data Analysis

In this section we present the results of performance analysis and statistical anomaly
detection based on service-level data.
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TABLE 6.1

Average Number of Calls in Each Scenario

Mean Call Holding Duration (d,)

Interarrival

Time (%)) 30 60 120 180 240 300 360
30 1 2 4 6 8 10 12
15 2 4 8 12 16 20 24
10 3 6 12 18 24 30 36
6 5 10 20 30 40 50 60
4 8 15 30 45 60 75 90

6.4.3.1 Performance Analysis

The objective of performance analysis is to estimate the signaling delay of a session
between two UAs for different levels of load. Different levels of loads were emulated by
changing the number of simultaneous ongoing sessions in the following manner. In the
first set of experiments the mean interarrival time ¥; was held constant, and the mean call-
holding duration d; was increased. In the second set d; was held constant, and 7, was
decreased. Increase in the mean call-holding duration or/and a decrease in the mean inter-
arrival time increases the number of simultaneous ongoing sessions which results in an
increase in the workload on the end-user device.

As indicated in Section 6.4.2, the system reaches a quasi-steady state after an initial
ramp-up period. In Table 6.1 we summarize the average number of calls in the quasi-
steady state for each combination of the mean interarrival time and call-holding duration,
obtained as the ratio of the former to the latter. For each combination, once the system
reaches a quasi-steady state, the signaling performance of more than 50 calls was measured
and used to compute the average signaling delay.

Figures 6.2 and 6.3, respectively, illustrate the effect of the mean call-holding duration
and interarrival time on the call set up delay. Figure 6.2 indicates that for a fixed mean
interarrival time, the signaling delay increases as the mean call-holding duration increases
because of the increase in the workload. On the other hand, when the mean call-holding
duration is fixed, the call set up time decreases as the mean interarrival time increases
because of a lighter workload as indicated in Figure 6.3.
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FIGURE 6.2 Signaling delay as a function of call-holding duration.
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FIGURE 6.3 Signaling delay as a function of interarrival time.

Referring to Table 6.1, when the mean interarrival time is less than 6 seconds, some
combinations of f; and d; did not yield any valuable results, because the machines were
unable to sustain the number of simultaneous ongoing sessions that resulted in these low
mean interarrival times. The hardware configuration used in our experiments was able to
sustain less than 40 simultaneous calls without any problems. Hence, the signaling delay
results were obtained only when the average number of calls in the quasi-steady state was
less than 40. Figure 6.4 depicts the CPU utilization for the machine which hosts UA1
for each combination. From Figure 6.4, it can be observed that the CPU usage increases
rapidly as the number of simultaneous calls increase, and reaches close to 100% at 18 calls
in the quasi-steady state.

Although the general trend in the signaling delay as a function of the workload (and a
function of the mean interarrival and call holding times) is intuitive and expected, such
results obtained from the QoS monitoring methodology can be used to obtain a quantita-
tive estimate of the signaling delay for a given level of load prior to deployment.

6.4.3.2 Anomaly Detection

To facilitate anomaly detection, we establish the baseline or the normal behavior in terms
of the signaling performance of an incoming session request. The baseline signaling delay
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FIGURE 6.4 CPU usage of the machine with UAIL.
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FIGURE 6.5 Anomaly detection using x? test statistic.

was obtained by setting each of the mean interarrival time #; and the mean call-holding
duration d; to 30 seconds. This combination refers to the first cell in the topmost row
in Table 6.1, with only a single session in the quasi-steady state. For this combination the
average signaling delay of 50 measurements was 15.82 ms.

The two UAs were then subject to abnormal operating conditions by increasing the
number of simultaneous ongoing sessions between them. Abnormal operating conditions
in this case thus constitute a Denial-of-Service (DoS) type attack. It is expected that the
degree of abnormality will be determined by the level of increase in the number of simul-
taneous sessions. This number can be increased in two ways: (i) reducing the mean
interarrival time ¥, or/and (ii) increasing the mean call-holding duration d,. Abnormal
conditions were emulated by considering different combinations of ¥, and d; and are
depicted in all the cells other than the first one in the topmost row in Table 6.1. For each
abnormal condition, signaling performance was measured for over 50 sessions after the
system reached a quasi-steady state and the average signaling delay was computed.

The average signaling delay obtained for each combination was analyzed using the >
test [28], with a baseline signaling delay of 15.82ms to detect anomalous behavior. The
values of the ? statistic reported in Figure 6.5 indicate that for a given d, the )2 test statistic
increases as f; decreases. Similarly, for a given f, the y? test statistic increases with d. By
placing an appropriate empirical threshold on the value of the ? statistic, abnormal condi-
tions can be flagged. Thus, the y? statistic can be used effectively for anomaly detection
based on signaling performance.

6.4.4 Prototype Architecture

The prototype monitoring system follows a loosely coupled, distributed system architec-
ture [29] as shown in Figure 6.6. The system constitutes ECAs to collect the events raised
by different resource APIs. These events are aggregated by aggregation applications and
are then posted on a “whiteboard.” The performance analysis and anomaly detection
engines obtain these events from the whiteboard according to their requirements. Several
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FIGURE 6.6 Architecture of the prototype QoS monitoring system.

technologies including JavaSpaces [30] and Java Messaging Service [31] may be used to
implement the whiteboard. In the monitoring system, the ECA and aggregation applica-
tion for each resource API are tightly coupled. This eliminates the need to transport huge
volumes of raw data over the network. However, the loose coupling between aggregation
applications and the analysis engines promotes incremental development, adding one
analysis engine at a time. Further, it also promotes flexibility in that analysis engines to
conduct different types of analysis in addition to performance monitoring and anomaly
detection may be added at a later point. Also, collection, aggregation, and analysis of other
resource APIs can be incorporated into the system readily in the future. In its current form,
the system has the capability to collect, aggregate, and analyze the events generated by
JAIN SIP APIs. In the future, similar capability for JAIN H.232 APIs will be added.

6.5 Related Research

In this section we summarize the related research and place our work in context.

6.5.1 VolP Performance

Voice over Internet Protocol performance research can be roughly categorized into two
groups: (i) performance of the voice packet traffic including delay, loss, and jitter and (ii)
performance of the signaling or call set up.

Zheng et al. [32] study the delay and delay jitter at the IP packet level and its effect on
VoIP by using a transient queuing solution. Mase et al. [33,34] propose enhanced end-to-
end measurement-based admission control mechanisms for VoIP networks. Bilhaj et al.
[35] present QoS control enhanced architecture for VoIP networks, which uses probe
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flow delay and average loss rate measurement systems. Awoniyi et al. [36] investigate the
quality of voice communication over IEEE 802.11a WLANS taking realistic channel models
into account. Muppala et al. [37] study the performance of VoIP traffic aggregates over
DiffServ-enabled networks. Nguyen et al. [38] report performance results of laboratory
experiments evaluating VolIP over satellite links under different link and traffic conditions.
Furuya et al. [39] investigate the relationship between IP network performance criteria and
voice quality for VoIP service experimentally. Wang et al. [40] propose and investigate a
scheme that can improve the VoIP capacity in WLAN. Al-Najjar and Reddy [41] show that
when VolIP calls are aggregated over a network link or path, the provider can employ a
suitable linear-time encoding for the aggregated voice traffic, resulting in considerable
quality improvement with little redundancy. Amir et al. [42] employ two protocols for
localized packet loss recovery and rapid rerouting in the event of network failures in VoIP.
Sulaiman et al. [43] evaluate the performance of VoIP in a 3G network. They also discuss
voice quality in the presence of compression used to reduce the bandwidth requirements.
Portoles-Comeras et al. [44] extend previous work on the impact of the number of hops on
the quality of VoIP applications running over wireless multihop networks.

Compared to the performance of voice packet traffic, signaling performance has received
relatively little attention. However, given that there are stringent requirements on the call
set up delay of the PSTN, VoIP is expected to meet these requirements. E.721 [45] recom-
mends an average delay of no more than 3.0, 5.0, or 8.0 seconds, respectively, for local, toll,
and international calls. Practical set up delays in today’s PSTN networks are much better
than these standards suggest, as readers may attest from experience. AT&T [46], for example,
claims that their average set up delay for the domestic network is less than 2.0 seconds.

Based on the ITU Q.725 [47] targets for the PSTN, Lin et al. [48] propose call set up delay
targets for VoIP. Since the call set up time for PSTN has been reduced to a mere 1-2
seconds for toll calls, VoIP networks are expected to achieve the same level of delay.
Furthermore, set up delays in the range of 2.5-5 seconds are acceptable for international
calls. Eyers et al. [49] present a simulation study which targets the call set up delay based
on UDP delay/loss traces for SIP [45] and H.323 [6] protocols. Kist et al. [50] investigate the
call set up delay in 3GPP for possible sources and focus on the delays caused by the
Domain Name System (DNS) and message propagation. Das et al. [51] analyze the perfor-
mance of the H.323 call set up procedure over a wireless link using analytical techniques.
De et al. [52] discuss the effects of different QoS mechanisms on the performance of two
signaling protocols in VoIP (SIP and H.323). Wu et al. [53] study the signaling performance
of SIP-T system using a queuing model. Fathi et al. [54] propose optimizing SIP session
setup delay using an adaptive retransmission timer. They also evaluate SIP session set up
performances with various underlying protocols such as TCP, UDP, and RLPs as a func-
tion of the FER.

Most of the given efforts address VolIP signaling performance in the context of long-
distance calls routed over public wide area networks. Currently, however, VoIP is not really
a viable option for such calls due to some outstanding issues with reliability and sound
quality arising from the limitations in both Internet bandwidth and current compression
technology [55]. As a result, most corporations today confine VoIP applications to their
intranets. With more predictable bandwidth availability than the public Internet, intranets
can support full-duplex, real-time voice communications [55].

When using VoIP across corporate intranets, issues such as the workload of the user
devices (due to the number of simultaneous ongoing sessions and/or other applications
that may be running), number of proxies that may be used to route the call and the message
processing time at the user devices as well as at the proxies will have an impact on the call
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set up delay. When VoIP is used over the public Internet, the impact of these factors may
be relatively insignificant due to the dominant issue of limited bandwidth. These factors,
however, may become significant when VoIP is used across corporate LANs. The results
obtained using the QoS monitoring methodology can allow an assessment of the impact of
the workload on end-user devices on the signaling performance.

Corporate VoIP is also likely to be offered across heterogeneous network infrastruc-
tures. Corporations may also use implementations from different vendors simultaneously
to provide VoIP services to retain bargaining power by avoiding tying down to a single
vendor’s solution. As a result, it is necessary to be able to monitor the signaling perfor-
mance of VoIP sessions independent of the underlying networking technology as well as
the implementation from a specific vendor. The use of open, standard APIs as advocated
in the QoS monitoring methodology achieves the objective of platform independence and
vendor neutrality.

6.5.2 VolP Security

As the popularity of VolIP increases, the potential attacks targeted against VoIP applica-
tions will likely occur as attackers become more familiar with the technology through
exposure and easy access [56]. Existing research efforts in VolIP security address one or
more of the following three issues: (i) prevention and detection of the interception and
modification of voice packets during transport, (ii) prevention of intrusions and attacks,
and (iii) detection of intrusions and attacks.

A number of techniques such as IPSec can be used to ensure that the voice packets are
not intercepted and modified during transit. For example, TLS [57] and IPsec [58] are two
popular alternatives for providing security at the transport and network layer to guaran-
tee message confidentiality and integrity for SIP. Megaco also uses IPsec as the security
mechanism to prevent unauthorized protocol connections [5]. Typically, however, since
these techniques incur additional processing, their impact on voice quality needs to be
considered carefully. Guo et al. [59] propose a technique with a new hierarchical data
security protection scheme, HDSP, which can maintain the voice quality degraded from
packet loss and preserve high data security. Barbieri et al. [60] present the results of an
experimental analysis of the transmission of voice over secure communication links
implementing IPsec. Geneiatakis et al. [61] describe malformed message attacks against
SIP elements and propose a new detection “framework” of prototyped attacks’ signatures
to detect and provide effective defense against this class. Martin and Hung [62] discuss a
security policy from the perspective of communication and application security proper-
ties such as confidentiality, integrity, and availability for constructing a security frame-
work for VoIP applications.

A number of techniques such as authentication, authorization, VPNs, and firewalls can
be used to deter attacks on VoIP services. For example, SIP proxy servers, redirect servers,
and registrars are required to support both mutual and one-way authentication and to
implement Digest Authorization [4]. McBeth et al. [63] define an architecture for secure
network voice along the lines of the DoD C4ISR architecture framework. Once again in
this case, the impact of these approaches on the quality of a voice call needs to be consid-
ered. Aire et al. [64] regard VoIP security as an important factor in QoS and conduct a
comparative analysis of the effects of firewall and VPN techniques on the quality of a call.
Srinivasan et al. [65] propose a scheme for authenticating end users’ identities with the
outbound proxy server in that domain with the help of the registrar server. Cao and
Jennings [66] demonstrate a mechanism for providing and authenticating response
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identify, based on SIP. Lakey [67] studies the security and disruption time (delay) of SIP
and SIP signaling in wireless networks and services. Truong et al. [68] introduce a specifi-
cation-based intrusion detection system to protect H.323 gatekeepers from both external
and internal DoS attacks. Cao and Malik [69,70] outline the potential security issues faced
by the critical infrastructure sectors as they transform their traditional phone systems into
VoIP systems. A set of recommendations and best practices are offered to address the key
issues of VoIP security as IP telephony is being introduced into critical infrastructure.
Walsh and Kuhn [71] explain the challenges of VoIP security and outline steps for help-
ing to secure an organization’s VoIP network. Hung and Martin [72] discuss various VoIP
security threats and possible approaches to tackle the threats in VoIP applications.
Abdelnur et al. [73] present a security management framework for VoIP, which is capable
of performing advanced security assessment tasks. Rippon [74] provides an analysis of the
potential threats to the reliability and security of IP-based voice systems.

Prevention approaches provide the first line of defense, but cannot completely eliminate
the occurrence of intrusions and attacks. To mitigate the damage caused by the attacks, it
is necessary to detect the attacks in a timely manner. As attacks on network services have
become prevalent, intrusion detection has emerged as a favored area of research in the
past few years. Existing intrusion detection systems are based on two general approaches
of detection: anomaly detection and misuse detection. Anomaly detection involves speci-
fying the normal behavior of users or applications. Substantial deviations from this nor-
mal behavior can then be labeled as intrusive or at least suspicious. Misuse detection
involves modeling of each known attack through the construction of a signature. Incoming
activities that match a pattern in the library of attack signatures raise an alarm. Misuse
detection is thus useful for detecting known attacks whereas anomaly detection is useful
for detecting unknown attacks. Misuse detection has a low false positive rate, whereas
anomaly detection suffers from a high false positive rate. Some IDSs employ both anomaly
and misuse detection and are termed hybrid systems. Regardless of the method used for
detection, an IDS can be alternatively classified as network-based or host-based depending
on the input data upon which detection is based. A network-based IDS attempts to detect
intrusions by analyzing the packet traffic that is transported over the network. A host-
based IDS tries to identify intrusions by analyzing the activities at the hosts, mainly of
users and programs. Host-based IDSs rely on many different data streams such as system
call traces [75], resources consumed by the processes [76], file access events [76], network
audit data collected at a host [77], call stack information [78], and commands issued by a
user [79]. A few research efforts also use application data [81-83] as another form of host
data. Some IDSs employ both network and host data for detection [84]. An excellent survey
of intrusion detection techniques and systems is presented in [85].

While the general purpose intrusion detection systems can be used to detect attacks
launched on VoIP services, Wu et al. [86] propose a specialized IDS for VoIP, which trans-
lates the incoming packet traffic into protocol-dependent information units. Niccolini et al.
[87] analyze SIP intrusion detection and prevention requirements and propose an IDS/IPS
architecture. Marshall et al. [88] describe security architecture for real-time services over
IP (RSolP) architecture against internal and external threats including denial-of-service
(DoS) and distributed DoS (DDoS) attacks. Chen [89] proposes a method to detect DoS
attacks that involve flooding SIP entities with illegitimate SIP messages. Sengar et al. [90]
propose a VoIP intrusion detection system which utilizes not only the state machines of
network protocols but also the interactions among them for intrusion detection.

Vuong et al. [91] discuss the drawbacks of host-based and network-based IDSs in the
context of VoIP. Since VolIP-specific protocols rely on IPSec that renders the actual source,
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destination, and the content of the packets opaque while they are in transit, network-based
IDSs may be ineffective. Although host-based IDSs can address this issue, they require
significant processing power and memory capacity and hence cannot be employed in
large-scale environments. These concerns are aggravated in lightweight devices such as
mobile phones and handhelds over which VoIP services are likely to be offered. In addi-
tion, since VoIP services are time sensitive, additional processing required by any security
solution must be kept to a minimum.

Intrusion detection based on application data can offer solutions to many of the challenges
mentioned earlier. First, the data collected at the application level is generally not encrypted.
Second, the processing performed by the application can be leveraged mitigating the need
for additional processing for detection. Third, semantic information is available from
application data which can aid in the understanding of the impact of the attack on the
services provided by the application. Different types of application data including lan-
guage library calls [80], log files generated by web servers [81-83], database servers [83],
data access patterns generated by web portals [92], usage frequencies of the modules [93],
internal states of software programs [94], and source code [95] have been used for detection.
Signaling performance of a VoIP session can be considered to constitute application data.
It is important to note that signaling performance data may be anyway collected during
operation to monitor the QoS received by the customers. Thus, our approach may not
require the collection of any additional data, which may also potentially mitigate the
collection overhead.

6.6 Conclusions and Future Research

In this chapter we presented a QoS monitoring methodology for VoIP services. We consid-
ered the signaling performance of a VoIP session as an indicator of its user-perceived QoS.
The monitoring methodology relied on the collection and analysis of service-level data. We
used open, standard APIs that were originally intended to facilitate rapid service creation
across heterogeneous network infrastructures to collect service-level data. We then described
how the service-level data can be aggregated and analyzed to monitor the signaling perfor-
mance of VoIP sessions. Furthermore, we also discussed how the data could be used to
detect anomalous or suspicious behavior. We outlined our experience in the experimental
demonstration of the methodology using an example of open, standard API environment,
namely, JAIN (Java APIs for Integrated Networks) APIs along with some results. The archi-
tecture of a prototype monitoring system that encapsulates the monitoring methodology is
also presented. The methodology promotes dual use of open, standard APIs, one for rapid
service creation and two for QoS monitoring. Also, by the virtue of using open, standard
APIs, the QoS monitoring methodology can be used uniformly across heterogeneous
network infrastructures as well as across services provided by multiple vendors.

Our future research involves demonstrating the methodology using other resource APIs
used for VoIP services such as the JAIN H.323 APIs. Similar to performance, reliability,
and availability of VoIP services is also of paramount importance [96]. Extending the meth-
odology to enable reliability and availability monitoring is also the topic of future research.
Also, pattern-based misuse detection is a useful complement to anomaly detection for the
purpose of detecting malicious attacks. Incorporating pattern-based misuse detection
into the monitoring methodology is also the concern of future research.
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7.1 What is Quality of Service?

Quality of service (QoS) is a context-dependent term that expresses qualitative measures
for service consumers. In this chapter, QoS is defined as the capability to provide resource
assurance and service differentiation in an Internet Protocol (IP) network. Resource
assurance is a commitment expressed by the network to provide appropriate service to
suit the requirements of the application, such as bandwidth, packet loss, jitter, and
latency. Service differentiation is the ability of the network to treat packets of different
applications in different ways. QoS for Voice over Internet Protocol (VoIP) is usually
described in terms of service and voice quality. Service quality is associated with
availability, post-dial delay, and call-completion rates [1]. Voice quality is the user’s
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experience. This chapter focuses on the QoS resource assurance and service differentia-
tion approaches and mechanisms that affect voice quality.

Quality of service is typically measured in VoIP using two metrics: intelligibility and
latency. Intelligibility is a numerical indication of the perceived quality of voice after com-
pression and/or transmission and is expressed with one of two methods for end-to-end
intelligibility (handset to handset).* The first is based on the International Telecommuni-
cations Union Standardization Sector (ITU-T) Recommendations P.800" [2] and P.862%
standards, which expresses the intelligibility as the mean opinion score (MOS) with a num-
ber between 1 and 5, with 5 being optimal (i.e., not achievable). P.862 uses a comparison of
the output-coded signal to the received-coded signal. This means that the test devices
establish a sample of voice before the test begins. The sender test device transmits the
digital representation of the voice signal and the received test device compares it to the
original sample. In this model, delay is a separate measurement than MOS since it is
factored out using synchronization processes. Since it is an active approach, it makes it
difficult to evaluate voice performance in real-time.

A better model for measuring VoIP call quality is based on the E-Model described in
ITU-T Recommendation G.1077 [3] and G.1085 and is described in detail in the Telecom-
munications Industry Association (TIA) TSB-116A, “Telecommunications—IP Telephony
Equipment—Voice Quality Recommendations for IP Telephony,” which expresses the QoS
as an R factor with a range from 1 to 100 based on a variety or network and equipment
impairments that are captured through passive techniques [4]. The E-Model was originally
targeted in the VoIP environment for VoIP transmission planning. However, many vendors
are adopting the E-Model for providing voice quality measurements in the Call Detail
Records (CDRs) to capture call quality and conduct trend analysis. MOS is the more widely
used QoS measurement due to the familiarity of the telecommunications community with
the significance of the MOS numbers and is the measurement used in this chapter although
conversions between R-Factor and MOS are possible.** The legacy time division multi-
plexing (TDM) wireline (as compared to wireless) MOS target for commercial voice service
providers is 4.0 (R-Factor of 80) and is referred to as “Toll Quality.” Due to the proliferation
of wireless voice systems, users have come to accept a lower quality of voice services as a
tradeoff for mobility referred to as “Conversational Quality,” which has a MOS of 3.8.
Figure 7.1 compares user level of satisfaction to the MOS score as defined in ITU-T P.800
and G.109 standards [5]."*

In addition to the measurement of MOS, another factor that affects the user experience
is the latency of the bearer stream. In this chapter, latency is defined as the one-way packet
transfer delay for all successful and erroneous packets (includes packets discarded within
the jitter buffer) averaged over the measurement interval with the measurements points
being the handsets of the two end instruments (discussed in detail later in the chapter).

The ITU-T recommendation Y.1291# [6] designates three planes that are used to provide
QoS: control plane, data plane, and management plane. The control plane is associated

P.564 is not considered since it is not handset to handset and only addresses IP network impairments.

http://www.itu.int/rec/ T-REC-P.800/en

http://www.itu.int/rec/ T-REC-P.862/en

http://www.itu.int/rec/ T-REC-G.107/en

http://www.itu.int/rec/ T-REC-G.108/en

** The conversion formula for converting R Factor to MOS is MOS =1 + R +.035 + R * (R — 60) * (100 — R) *
7 »107¢ for the ranges discussed in this chapter.

* http://www.itu.int/rec/ T-REC-G.109/en

# http://www.itu.int/rec/T-REC-Y.1291-200405-1/en

wn s+ %
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FIGURE 7.1 Comparison of user satisfaction with MOS.

with mechanisms for controlling the traffic flows in the system, using call admission con-
trol (CAC), routing, or bandwidth reservation mechanisms. The data plane is focused on
affecting individual packets with the aid of buffer management, packet marking, queuing
and scheduling, traffic classification, and traffic conditioning. Finally, the management
plane and is focused on the operation, administration, and management (OA&M) aspects
using service level agreements (SLAs) and traffic restoration. This chapter focuses on the
current and emerging approaches that could be used to provide QoS for VoIP in the control
and data planes.

7.2 Why is QoS Needed?

For those who remember the days of dial-up modems, consumers did not always have access
to high speed Internet connections. Even in today’s environment of high speed optical core
networks, IP edge connections to the core network are sometimes bandwidth constrained due
to cost or infrastructure limitations (my parents can only get dial-up modem service in Maine).
Compounding the problem is that carrier networks are designed for data applications that run
over the transmission control protocol (TCP) and whose performance are not as sensitive to
latency, packet loss, and jitter as VoIP. Even with proper traffic engineering, unexpected surges
can cause congestion on normally uncongested networks, such as during the 9/11 attack or
when the Starr Report was uploaded. In times of congestion, QoS techniques ensure that
acceptable resource assurance and service differentiation is provided for VoIP subscribers.

7.3 Factors that Affect QoS

Mean opinion score is affected by a number of impairments. The sources of the impair-
ments differ depending on the technology. In VoIP, the major factors that affect MOS are
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jitter, echo, speech compression, and packet loss. The first source of impairment is jitter,
which is defined in this chapter to be the latency variation during the measurement inter-
val. All VoIP end instruments are designed to compensate for jitter by using a de-jitter
buffer. Most VoIP end instruments employ an adaptive rate de-jitter buffer that expands
and contracts in size, dependent on the measured jitter. Another factor that affects the size
of the de-jitter buffer is the CODEC. For example, if the CODEC used is G.711 with 20ms
samples, the de-jitter buffer will occur in increments of 20 ms (i.e., 40, 60, or 80ms). If the
CODEC used is G.711 with 10 ms samples, the de-jitter buffer will occur in increments of
10ms (i.e., 20, 30, or 40 ms). The primary effect of jitter control is its impact on latency and
packet loss. If the jitter exceeds the size of the de-jitter buffer, the VolP packet is discarded
resulting in increased packet loss. If the jitter buffer size is increased to minimize the packet
loss, then the end-to-end latency is increased due to the time spent in the de-jitter buffer
resulting in a degradation of the user experience caused by high latency. Therefore, a trad-
eoff between packet loss and latency is required when sizing the de-jitter buffer and it is
usually sized to be one to two times the sample interval if a static de-jitter (vs. adaptive)
buffer is used.

The second source of impairment is echo. Echo is defined in this chapter as the audible
leak-through of a speaker’s voice into her own receive path and is manifested in VoIP in
two ways. The first manifestation is when the speaker hears her own words a short period
of time after she says something. However, as long as the delay between talking and hear-
ing is less than 25 ms, the human brain compensates for the echo so that it is not noticeable.
This type of echo is often called sidetone. The second manifestation of echo is the perceived
echo and is caused when a speaker’s voice is returned to the speaker from the “leak-
through” at the distant end and is typically caused by the remote end instrument. It should
be noted that “leak-through” in digital portions of the connection does not occur. Because
the delay associated with long-distance calls is typically above 25 ms, perceived echo is
noticeable and must be eliminated.

Most of the “leak-through” occurs at the end instrument or in an analog tail circuit to the
end instrument. Often the “leak-through” occurs in the analog portions of the end instru-
ment and is caused by poor insulation between transmit and receive wires. Another source
is acoustic echo, which is when the air and parts of the telephone provide a coupling
between the speaker and the microphone. This effect is more significant when a speaker
phone is used. Echo becomes more distracting as the loudness increases and is typically
expressed as the talker echo loudness rating (TELR) and for VoIP phones is typically from
62 dB to 65dB for low delay sessions. As the delay increases, the effect of the echo on the
MOS increases with the MOS measuring approximately 4.0 with a delay of 250 ms when
the TELR is 65 dB [7]* Therefore, echo cancellation focuses on attenuating the echo part
of the signal so that it is not as loud and disappears when compared to the conversation
(echo 6 dB quieter than the conversation). One issue that is unique to VolP is that the bearer
path typically exists only between the two VoIP end instruments. This makes it difficult to
centrally locate an echo canceller and vendors have designed echo cancellers into the media
gateways and some VoIP end instruments in order to compensate for echo.

The third impairment affecting MOS is caused by speech compression. Speech compres-
sion is defined in this chapter to be the use of predictive coding to reduce the bit rate
needed for transmission of the voice bearer stream. The impairment caused by speech
compression is usually referred to as the equipment impairment factor (Ie) and results
from the distortion of the voice during the compression process. The Ie value for G.711,

* TIA/TSB-116-A Figure 74.
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CODEC Bit rate in kbps le MOS
G.711 64 0 4.0
G.726 32 7 3.85
G.728 16 7 3.6
G.729A 8 11 3.7

G.723.1 6.3 15 3.6

G.723.1 5.3 19 3.9

FIGURE 7.2 Comparison of CODECs attributes.

which does not use compression, is 0 and the Ile value generally increases proportional to
the level of compression (although new CODECs compensate to minimize the le value).
Figure 7.2 shows a comparison of some attributes of several CODECs.*

The effect of distortion is more pronounced as the latency increases. For example, a MOS
of 4.0 is achievable for G.711 when latency is less than 250 ms, whereas it is only achievable
for G.729A when the latency is less than 125m:s.

The last factor that affects MOS is packet loss. It is defined as the ratio of the packets
transmitted successfully to the number of packets transmitted during the measurement
interval expressed as a percentage. Compared to TDM, VoIP is tolerant of packet loss. In
TDM, packet loss was manifested in bit error rates that resulted in noise that degraded the
MOS. In VoIP, packet loss is the result of lost, corrupted, or discarded voice samples (pack-
ets). Most conversations involve a large percentage of time either listening to silence or
with one talking. During those times, it is difficult to detect lost packets. Typically, lost
packets only become noticeable when listening to the other person talk. To compensate
for a single lost packet, a VoIP waveform CODECs (i.e, G.711) end instrument typically
plays the previous packet. A VoIP non-waveform CODECs (e.g., G.723.1) end instrument
typically uses forward error correction (FEC) to compensate for lost packets! Both tech-
niques are referred to generically as packet loss concealment (PLC) techniques. The result
is that the listener does not hear the dropout unless multiple consecutive packets are lost
because of the small sample size (i.e., 10-20ms).

Another reason is that the probability of multiple lost packets occurring sequentially is
relatively small. For instance, a 2% packet loss will result in two samples being lost dur-
ing a second of speech (assumes a 10 ms sample size). The probability of the lost packets
occurring consecutively is relatively small. Since the end instrument corrects for the loss
of the first packet and the dropout is only for 10 ms, most listeners cannot detect the loss
unless they are in a quiet room with limited background noise. With the use of PLC and
the natural distribution of packet loss, testing has shown that the listener typically does
not detect packet loss until it is around 3-5%. The sources of packet loss in VoIP systems
are consistent with those found in IP networks with the addition of packet loss due to the
de-jitter buffer, which is caused by a packet being discarded when the end-to-end jitter
exceeds the de-jitter buffer size.

* The MOS values are representative and actual measurements vary.
t Speech packet n contains speech sample m and m 1 1, packet n 1 1 contains speech samplem11and m12.
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As mentioned previously, latency is the second of two metrics that are used to measure
QoS. Most VoIP systems are designed to minimize latency to avoid “talk over.” “Talk over”
is a condition that occurs in a conversation when one person starts to talk at the same time
as the other is talking due to a delay in hearing the start of the remote party’s words and
is caused by high latency. “Talk over” is most noticeable in international calls and calls that
transit satellite networks. In a typical conversation, after one person speaks, there is a
slight pause (approximately 200 ms) before the other person speaks. This phenomenon is
called “turn-taking” and when the latency approaches the “turn-taking” pause a loss in
synchronicity in the conversation occurs and results in “talk over.” In VoIP, “talk over”
typically occurs at around 220 ms, depending on the person.

In addition to the “talk over” issue, long pauses caused by latency often change the
meaning of a statement (i.e., “Will you marry me (delay) (delay) Yes” is interpreted differ-
ently than “Will you marry me (immediate) Yes”). The sources that affect the end-to-end
VoIP latency are shown in Figure 7.3 and the three sources of latency that telecom engi-
neers influence are CODEC, de-jitter buffer, and the switching delays (discussed in detail
in the QoS mechanisms discussion).

Most of the Voice QoS standards available today are based on the impact of jitter, speech
compression, echo, packet loss, and latency of end-to-end TDM systems. These standards
are being adapted for VoIP slowly, and the result of the delay is that most SLAs for VoIP are
conservative due to the use of TDM measurement values instead of VoIP measurement
values. In addition, most SLAs provided by IP service providers are focused on data appli-
cations and measurement intervals are often 30-day averages, measured at the network
layer (vs. handsets), and only use a small subset of measurement points. Because a typical
voice call is considered dropped if packet loss is 100% for a continuous 6-10s interval, a
30-day average can hide a very large number of periods with unacceptable performance.
Measuring at the network layer ignores the latency and packet loss that occurs above the
network layer, such as CODEC and de-jitter buffer delays. Finally, limiting the measure-
ments to a limited number of paths will result in unobserved degradations occurring
between nodes that are not measurement points.

Local Area Network (LAN) Ne\:\\//:/?)?kpglt\eliN) Local Area Network (LAN)
A
Dp
e A _ Dx = Dj
Wide Area @:;% Ds WV "
(Network (WAN)] U y =5 FeE|
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IP Access Distribution Customer edge
phone  switch switch router

Traffic flow

Dc — CODEC delay (includes packetization & algorithmic delays)
Ds — Serialization delay

Dj — De-jitter buffer delay

Dp — Propagation delay

Dx — Switching delay (includes processing delays)

Dt — Total 1-way delay

Dt = Dc + Ds + Dp + Dx + Dj

FIGURE 7.3 End-to-end latency sources.
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7.4 QoS Mechanisms

As mentioned earlier, there are three distinct approaches for achieving QoS for VoIP called
the control plane, data plane, and management plane approaches. Since the focus of this
chapter is on the voice quality aspect of QoS, both the control plane and data plane QoS
mechanisms will be discussed and management plane mechanisms are deferred. In discuss-
ing the mechanisms, it is important to discriminate between mechanisms that are currently
in use and ones that may become viable in the future [8]. The following section focuses on
currently available mechanisms and then discusses future candidate mechanisms.

7.4.1 Current Control Plane QoS Mechanisms

The first discussion focuses on the control plane and deals with controlling the flows
(versus individual packets) in the network. The mechanisms used today by telecom engi-
neers to provide control plane QoS are traffic engineering, CAC, multiprotocol label
switching, and QoS routing. The first requirement of all commercial approaches using
control plane QoS is to conduct accurate traffic engineering. Typically, traffic engineering
involves converting legacy voice DSOs to IP throughput needs. The conversion factor
varies depending on the CODEC, IP version, and the sample interval. The IP throughput
calculation should include IP overhead and user signaling packets. A simple conversion
method is to multiply the existing DSOs from an enclave by the conversion factor (G.711
with IPv4 and 20ms samples has a conversion factor of 89.2kbps including signaling).*
A more thorough calculation uses the Busy Hour Erlang B. For example, if the following
assumptions are made with a Busy Hour Erlang B of 25, the access circuit should be
designed with an allocation of 2.5Mbps for VoIP traffic to include signaling as shown in
the following;:

Assumptions:

Call arrival distribution = Poisson

CODEC type = G.711 (coding rate: 64,000 bits/sec)
Frame size = 20 ms interval time (0.020 sec)
Samples/packet = 80 samples per packet
Frames/packet = 1

Frames/second = 50

Frame size/packet = 160 bytes

Frames/Erlang = 50

Packets/second/Erlang = 50

Packet size (for Ethernet) = 246 bytes (assumes IPv6)

Access bandwidth formula Busy Hour Erlang B = Packet Size *
Packets/Second/Erlang * 8 bits/byte

Access bandwidth = 25 * 246 * 50 * 8 = 2,460,000 bps or 2.5 Mbps.

The next requirement for the control plane approach is to use CAC to ensure that the
offered call load stays within the traffic engineered load. CAC is a function found within
the call control agent (CCA) of a Softswitch or local session controller (LSC), which are
the IP equivalent of today’s end offices. CAC is typically stated in terms of a call count or

* RTCP adds 5% additional overhead.
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budget. For example, a CAC call count of 10 means that the CAC will block all call requests
after it has 10 active and/or pending calls. A budget-based CAC uses the bin-packing algo-
rithm using actual bandwidth requirements of each call dependent on the used CODEC.
For example, if the CAC budget is 1 Mbps, the CAC can allow 11 G.711 (20 ms sample) calls
to be active or 30 G.729 calls (assumes 33.2 kbps per call) or a combination of both CODECs
that add up to less than 1 Mbps.

The second control plane QoS mechanism discussed in this chapter is QoS routing to
control the paths over which the flows travel. For example, premium customers may be
routed over the direct path between two points, whereas routine customers are routed
over suboptimal paths to avoid congestion on the preferred paths. The path may be sub-
optimal because it involves more propagation delay or more switching delays even though
it meets the QoS requirements.

The final control plane mechanism is the use of MPLS* [9] to provide QoS. In current
VolIP networks, MPLS is primarily used to provide logical separation of traffic, fast failure
recovery (FFR) around local failures, and to minimize switching delays within the core
network. Sometimes service providers are required to logically separate user traffic and
the MPLS virtual private network (VPN) capability allows the service provider to achieve
that goal. In this case, the use of IPsec to encrypt the VPN is not always implemented due
to encryption performance degradations. Another use of MPLS is for recovery of end-
to-end connectivity around local failures. Most routing vendors who support MPLS on
their platforms claim a FFR around a local failure to be under 50 ms. Although the recov-
ery from the failure is noticeable to the VoIP subscriber, the call will remain active. The
final benefit of MPLS is that it reduces the end-to-end latency due to the label switching
feature. It is important to note that MPLS-Traffic Engineering (MPLS-TE) is a feature of
MPLS, but the feature is typically not associated with VoIP QoS on a per flow basis, but
may be applied on an aggregate basis to improve performance.

7.4.2 Current Data Plane QoS Mechanisms

The second approach is the data plane approach and is focused on providing QoS on a per
packet basis. The mechanisms used by the data plane approach include traffic condition-
ing, differentiated services (DiffServ), and per hop behaviors (PHBs). In combination with
CAC, traffic conditioning is conducted at the IP layer to ensure that the offered VoIP load
remains within the engineered traffic limits. Traffic conditioning is defined in RFC 2475°
[10], but for our purpose is focused on metering, policing, and shaping. Metering is the
process of measuring the traffic in order to perform shaping and policing. Policing is the
discarding of packets based on specified rules. Finally, shaping is the process of delaying
packets to cause a traffic stream to conform to a desired traffic profile. Within VolDP, traffic
conditioning is normally associated with customer edge routers (CER) found at the
enclave boundary and the CER access circuit to the service provider’s provider edge rout-
ers (PER). Normally, traffic conditioning is applied to both ends of the access circuit if
congestion is likely to occur.

In congested networks, it is necessary to discriminate between VolIP packets and other
packets in order to ensure that the VoIP packets are given preferential treatment. The
method used by commercial VoIP vendors is to mark a field in the IP header of the VoIP
packet called the differentiated services field (DS Field). The DS Field has a six-bit field

*  http://www.ietf.org/rfc/rfc3031.txt
t http://www.ietf.org/rfc/rfc2475.txt
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(allowing for 64 possible settings) within the IP header of the bearer and signaling pack-
ets and is described in RFC 2474* Once a packet is marked, the marking is called the
differentiated services code point (DSCP) of the packet and is used for the application of
PHBs. Typically, the DSCP is marked by the end instrument or by the first LAN switch
encountered by the VoIP packet. Normally, the signaling, bearer, and network manage-
ment packets are marked with different DSCPs.

As mentioned previously, DSCPs are set so that PHBs can be applied. PHBs are defined
in RFC 2475, but for our purpose are externally observable forwarding behaviors applied
at a DS-compliant router or LAN switch to a DS behavior aggregate. PHBs may be speci-
fied in terms of their resource (e.g., buffer, bandwidth), priority relative to other PHBs, or
in terms of their observable traffic characteristics (e.g., latency, packet loss, and jitter). In
VolIP, the behavior aggregates are usually segmented into bearer, signaling, and network
management. Typically, PHBs are associated with the access link and other WAN connec-
tions. However, if the LAN is not properly designed and congestion occurs, PHBs can be
implemented within the LAN switches to mitigate congestion.

Because the VoIP bearer packets are sensitive to jitter, packet loss, and latency, they
receive the expedited forwarding (EF) PHB as described in REFC 3246* [11]. The EF PHB is
a forwarding treatment for a particular DS aggregate that ensures that the departure rate
of the aggregate’s packets equal or exceed a configurable rate independent on the intensity
of any other traffic attempting to transit the node. The effect of applying the EF PHB to the
VoIP bearer packets is that the latency, packet loss, and jitter experienced by the VoIP
packets is minimized.

In contrast to the bearer packets, the VoIP signaling packets use the TCP, which toler-
ates losses. Even though signaling is more tolerant of network impairments, it must
receive preferred PHBs to minimize call setup delays and to terminate calls during over-
load conditions. Depending on the vendor preferences, the VoIP signaling packets may
receive the EF PHB or may receive the assured forwarding (AF) PHB as defined in RFC
25971 [12]. The performance of the AF PHB depends on the resources allocated to the
AF class of the packet, the current load of the AF class, and, in case of congestion within
the class, the drop precedence of the packet. Each AF PHB has three drop precedence and
user signaling is normally given the lowest drop probability. Sometimes, VoIP vendors
place both the network control and VolP signaling packets in an AF queue separate from
all other traffic.

The final aggregate behavior is the network management behavior aggregate. This
aggregate normally consists of two types of traffic: the bulk traffic associated with call
detail records and Syslog files; time sensitive traffic associated with SNMP traps and alerts.
The network management traffic receives the AF PHB and sometimes the bulk traffic is
queued in a different AF queue than the time sensitive network management traffic.
Figure 7.4 shows the points where QoS mechanisms can be applied.

7.4.3 Future Control Plane QoS Mechanisms

The mechanisms discussed earlier are referred to as “Open Loop” QoS mechanisms
because the data plane is de-coupled from the control plane and there is no feedback from

http://www.ietf.org/rfc/rfc2474.txt
http://www.ietf.org/rfc/rfc2475.txt
http://www.ietf.org/rfc/rfc3246.txt
http://www.ietf.org/rfc/rfc2597.txt
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FIGURE 7.4 Current QoS mechanisms.

the data plane to the control plane. The second approach is referred to as “Closed Loop”
and is focused on providing QoS through the signaling plane and involves coupling
the control plane to the data plane by providing a feedback mechanism from the network
to the CAC. The “Closed Loop” tools vary in their maturity and majority of them are still
in the research and development stage at the time of this writing (early 2008). The following
section provides an overview of the different approaches to include their strengths
and weaknesses.

7.4.3.1 Resource Reservation Protocol

The most mature “Closed Loop” approach at this point is the resource reservation protocol
(RSVP). It is defined in RFC 2205* [13] as a protocol that makes resource reservations for
both unicast and many-to-many multicast applications, adapting dynamically to changing
group membership as well as to changing routes. In VoIP, RSVP is initiated by the LSC or
Softswitch, on behalf of the end instrument, to the router. Upon receiving a call request,
the LSC or Softswitch sends a request to the router for a reservation to be established to the
distant end. This step in the call setup process is called a precondition and is described
for the session initiation protocol (SIP) in RFC 3312* [14]. The router will convert the LSC
or Softwitch request into a RSVP request. Only if the request is satisfied does the LSC or
Softswitch continue with the call setup signaling. RSVP is used in the WAN where band-
width limitations require some mechanism to provide QoS. An example of a call-signaling
flow using preconditions with SIP is shown in Figure 7.5.

*  http://www.ietf.org/rfc/rfc2205.txt
t http://www.ietf.org/rfc/rfc3312.txt
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The RSVP requests usually result in resources being reserved in each RSVP aware node
along the data path. RSVP does not require that every node in the data path support RSVP.
Typically, it is only enabled on nodes where congestion occurs. A single RSVP request
results in resources being reserved in one direction. Therefore, both ends of the VoIP
session must initiate a RSVP request to support the bi-directional bearer stream. RSVP
does not have a routing function and is designed to operate with existing routing protocols.
A benefit of this approach is that RSVP maintains a “soft” state in routers and adapts auto-
matically to routing changes.

The limitation usually associated with RSVP is scalability and is caused by the need of
RSVP to maintain the state on every node of the path for every VolP call, which incurs
processing and memory resources. The scalability issue has been addressed by the emer-
gence of an approach that aggregates RSVP sessions in the network core routers and is
described in RFC 3175* Because the reservations of the core routers are aggregated to
decrease the number of reservations, the largest numbers of reservations are maintained
at the enclave level where aggregation is not feasible. Simulations have shown that mid-
level routers have the capacity to easily support the typical traffic engineered load. The
primary limitation today with RSVP is that most router vendors have not embraced it for
their products and it is primarily limited to Cisco routers. As a result, the VoIP community
has been hesitant to embrace RSVP and therefore commercial deployments are limited.
Figure 7.6 shows a typical VoIP call setup flow when RSVP is enabled.

*  http://www.ietf.org/rfc/rfc3175.txt
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FIGURE 7.6 Typical VoIP RSVP call flow.

7.4.3.2 Explicit Congestion Notification

The next approach is still in the research and development phase and is called explicit
congestion notification (ECN). ECN was originally described in RFC 3168* for TCP traffic to
provide an early warning mechanism to the TCP stack that congestion was occurring in the
network. The ECN bits are the last two bits in the TOS field of the IP header and the ECN bits
combined with the DSCP bits are the eight bits found in that field as shown in Figure 7.7.

The IETF and commercial industries are investigating the feasibility of using the ECN
bits as a mechanism for reporting network congestion to the CAC function in the
Softswitches and LSC via the end instruments [15]. The basic principle is that routers have
the ability to mark the ECN field of VoIP bearer packets (or probe packets sent by the end
instrument) when the router experiences congestion. When a VolIP call is being established,
the end instrument (or Softswitch or LSC on its behalf) transmits a probe to the distant
end. The ECN-enabled routers in the path will mark the packets using the ECN bits to
indicate the levels of congestion. The distant end will return the packet and upon receipt,
the originating node will know the level of congestion in both directions. This approach
recognizes that asynchronous routing may occur. Upon receipt of packets that indicate
congestion, the Softswitch or LSC may decide to block the call from entering the network
until the congestion is alleviated.

*  http://www.ietf.org/rfc/rfc3168.txt
t ]. Babiarz, K. Chan, and V. Firoiu, “Congestion notification process for real-time traffic,” 2005, draft-babiarz-
tsvwg-rtecn-05.
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FIGURE 7.7 Explicit network congestion bits.

Like RSVDP, the ECN approach only requires that it be enabled on routers where conges-
tion occurs. In addition, it is also designed to work with the call-signaling precondition
step discussed in the RSVP section discussed earlier and described in REC 3312. The
2 bits within the ECN field allow the router to indicate up to four states. The current
thoughts on the markings of the ECN bits are shown in Figure 7.8.

After a session is established, the marking of the ECN bits allow network providers
to monitor the network for congestion and determine whether their packets are being
marked inappropriately. The use of the packets for monitoring congestion is straightfor-
ward, but the detection of inappropriately marked packets is complex and is beyond the
scope of this chapter. The primary issue with this approach is that commercial routing

Traffic load Bit6 | Bit7 Action taken by
status in the communication
network server
Unknown 0 0 End system is not
ECN-capable
Not congested 1 0 Admit all calls
1% traffic level 1 1 Block admission of
(1! level of regular calls
congestion) (Admit emergency
‘911’ calls and public
service calls)
2" traffic level | 0 1 Future use
(2" level of
congestion)

FIGURE 7.8 ECN markings.



134 VoIP Handbook: Applications, Technologies, Reliability, and Security

Softswitch or
local session

End
instrument

B =

End
instrument

Al

Proceed with

call setup if
INVITE SDP1 hollsvellct
_________________________________ traffic end-to-
: end is below a
183 Session Progress SDP2 183 Session Progress SDP2 predefined
_______ PRACK ____, PRACK threshold;
"""""""" " otherwise
2000k (PRACK) [ _ 200OKERCH ___ terminate
_____________ RTP RequestProbe _ _ _ _. _. _.__| call setup
IO RTP Resporlse Probe____._._._. D
(_ ___UPDATESDP3 ___, UPDATE SDP3 3. Clients A and B complete the
200 OK (UPDATE) SDP4 | 200 OK (UPDATE) SDP4 Request/Response Probe Packet
P iy b e Mt ol et i N i e transaction
180 Ringing | ____80Ringing
M =
200 OK (INVITE) R EO_O_O_K_(I_N_VLT_E)_ T 4. Client A will send an UPDATE request to client
""" ; _K_ TTTTTT B. If the level of traffic along the network path
________ S S—— | _____ACK N (between clients A and B) is below a pre-defined
! threshold (ECN = “00”), then the precondition
e — — — — _Meda _ _ _ _ _ _ _,| attribute values in the body of the UPDATE
request will explicitly Indicate that the

precondition defined for the session has been
met.

FIGURE 7.9 SIP ECN precondition call flow.

vendors have not implemented this approach in their products due to a lack of perceived
customer demand. Another weakness of the approach is that it is reactive in nature in that
it cannot predict congestion. Finally, a third weakness is that it delays the call setup until
the probes are received and processed. Figure 7.9 shows a SIP with precondition call flow
using the ECN approach.

7.4.3.3 Bandwidth Broker

The final “Closed Loop” approach discussed in this chapter is the bandwidth manager
approach. Like the ECN approach, the bandwidth manager approach is still in the research
and development phase. However, several VoIP vendors are investing in the bandwidth
manager approach and it is likely that a commercial version will be available within the
next five years. There are several bandwidth manager options that are being investigated.
The first option is whether the bandwidth manager should be link or path-based. The
path-based approach calculates an end-to-end path for every call, whereas the link-based
approach only uses the routing topology information to calculate the load on each link
and does not maintain an end-to-end perspective. Independent of the approach taken, the
bandwidth manager has several responsibilities. The first responsibility is to maintain
a list of paths or links in the IP network and the allocated voice capacity for each. The
bandwidth manager then periodically polls the routers, Softswitches, and LSC to deter-
mine their utilization and routing behavior. Based on the inputs, the bandwidth manager
calculates new budgets for every Softswitch and LSC and pushes the information down
to the appliance.
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FIGURE 7.10 Basic elements of a bandwidth manager.

One impetus for the bandwidth manager approach is the large number of standards that
are under development for the approach. In particular, the 3rd Generation Partnership
Project (3GPP) has defined an end-to-end QoS that incorporates a policy decision function
that maps in part to the bandwidth broker functions described earlier. In addition, the
European Telecommunications Standards Institute (ETSI), Telecommunications and
Internet Protocol Harmonization over Networks (TIPHON), and Services and Protocols
for Advanced Networks (SPAN) have continued that work and published several architec-
ture documents with the bandwidth manager. Figure 710 shows the basic elements of a
bandwidth manager.

7.5 Summary

Voice over Internet Protocol is the future for voice services and the race for voice vendors
to bring VoIP and converged services has begun. QoS is essential to achieve an acceptable
MOS in IP networks. As discussed in this chapter, service providers typically combine
mechanisms in the control and data plane to achieve their QoS objectives. These QoS
mechanisms are sufficient to meet the constraints of today’s service offerings; however, it
is likely that they will be insufficient to meet the future needs. In response, the VoIP vendor
community is working with the standards community and service providers to develop
“Closed Loop” QoS mechanisms to provide closed loop mechanisms that couple the data
and control planes to overcome the obstacles of the future.
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Skype is currently the most popular Voice over Internet Protocol (VoIP) software used by
Internet users. Focusing on the quality of voice of this popular VoIP application, we survey

the

existing performance measurement studies on Skype. Skype has been developing

attractive features for its IP telephony services. We investigate the impact of network-base
factors, such as packet loss, delay, etc., on the quality of voice with respect to different
kinds of services: Skype client-to-client audio conversation, Skype client Public Switched
Telephone Networks (PSTN) to telephone call, group conference, and Skype calls in a
mobile environment.
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8.1 Introduction

The technology of VoIP brings easy-to-use and cost-saving communication. Different from
traditional telephony services, the packet infrastructure of IP network achieves the flexi-
bility in network transmission. Regular data files and multimedia streams are carried in
packets, and the network routers between the source and destination are unaware of the
upper application level details. The benefit of network resource sharing, together with the
network convergence, motivates the wide development and deployment of VoIP. For the
past few years, the rapid growth of Skype has evidenced the advantages of IP telephony
service over the traditional PSTN.

Skype was created by the entrepreneurs Niklas Zennstrém and Janus Friis. Since August
2003, when the Skype’s first public beta version was released, the number of Skype users
has experienced tremendous growth. In April 2006, Skype registered user accounts reached
100 million, and soon increased to 200 million in the second quarter of 2007. Up to September
30, 2007, the number of unique Skype user accounts is 246 million. It is reported that
10,140,836 concurrent users were online in October 30, 2007 [1]. Skype is well regarded for
offering stable and free VoIP service to its users, and is also inexpensive for calling from a
PC to a phone, which can either be a landline or a cell phone [2]. Its software integrates func-
tions of audio conference, instance message, file transfer, voice mail, call forwarding, and
maintenance of buddy list, providing a variety of attractive services for Skype users.

The recent investigations on Skype focus on different aspects of IP telephony services:
performance, security, network topology, and so on. In VoIP, performance issue is impor-
tant, because of the real-time nature of VoIP and the best-effort IP service model. It is very
challenging to increase the service quality to the PSTN level, but Skype is currently making
outstanding progress. In this study, Skype is measured in different models and analyzed in
different scenarios. Skype supports multi-party conversation, but in the context of group
conference there are no standard metrics to characterize the performance of a conferencing
application. A new subjective metric is proposed and applied on Skype conferencing.

In this chapter, we survey the measurement studies on Skype service quality under dif-
ferent network environments. We analyze the metrics used for evaluating Skype service
quality and classify the advantages and disadvantages. The basic measurements for voice
quality include subjective methods such as MOS and objective models such as E-Model
and PSEQ. The measurements mainly focus on quantifying network factors, such as
network delay, jitter, and packet loss, which directly affect the voice quality.

The remainder of the chapter is organized as follows: Section 8.2 introduces the
functionalities of Skype. Section 8.3 presents some of the frequently used models for
assessing the perceptual quality of IP telephony. Section 8.4 surveys on these models
applied to specific working scenarios of Skype, in group conference and mobile environ-
ments. Section 8.5 concludes the chapter.

8.2 Skype Overview

Skype is unique in its network structure, as shown in Figure 8.1. The same developing
team of Skype formerly produced the well-known peer-to-peer file-sharing application
KaZaa, and the Skype network is organized as a peer-to-peer overlay structure using a
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FIGURE 8.1 Skype decentralized topology: super nodes and normal clients.

specific protocol. Different from other VoIP applications that are based on the more
conventional centralized server model, Skype does not include central servers except for a
login server, with which the Skype clients would communicate when logging in.

The function of Skype begins with a login process, when the Skype clients first register
to the login server. They are then connected to a super node. Clients join the network after
this process.

Skype network consists of normal Skype clients and super nodes [3]. Multiple clients can
connect to one super node. The strategy of selecting a Skype super node is not very clear.
According to previous studies [3], if a client has a public IP, sufficient CPU power, memory,
and network bandwidth, and stays online for a long time, it is very likely to be selected as
a super node. The super nodes still run normal routines as clients, but at the same time,
they are connected to each other forming the backbone of the Skype network.

In the conventional VoIP process, the establishment of an audio session consists of two parts:
signaling and multimedia transition. In Skype, none of these two stages involve the login
server. Hence, when considering the Skype telephony functions, we can exclude the login
server from the Skype network topology. Skype clients and super nodes form an overlap-
ping, peer-to-peer topology. A client delivers its voice through the super node it connects to.

The peer-to-peer network infrastructure is one of the main reasons for Skype’s success.
On one hand, the decentralized overlay structure ensures high performance for the
demanding real-time telephony service while on the other, the network is cheap to maintain
and easy to scale. The Skype stores its user directory among the nodes across the network,
rather than in a complex and costly centralized global server. In this manner, the network
can scale very easily to a large size without too much degradation on the overall perfor-
mance. The Skype application works out the efficient network path, and takes as much
resource as it can access to ensure quality of service. The use of efficient audio coding with
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iLBC, iSAC, or a third unknown codec, is another reason that the quality of Skype VoIP
services is guaranteed.

Skype develops the following key feature functions, which make it very competitive
among its peer VoIP software.

Connection to PSTN Phones Skype supports call between a client on the Internet and
the traditional telephone network, including mobile network, with SkypeOut and Skypeln.
The Internet and PSTN are connected by two kinds of specialized servers, which convert
the VoIP packets to the traditional telephony signals and vice versa.

Group Conference The latest version of Skype allows users to establish audio con-
ference containing up to nine people online at the same time. In the group conference
case, Skype does not use a specialized central server either. The audio data are col-
lected from group members, mixed at one of the end points, and then distributed to
all participants.

NAT and Firewall Traversal Skype’s NAT and firewall traversal ability ensures that it
can work behind almost all kinds of NATs and firewalls. It is conjectured that the Skype
client uses a variation of STUN and TURN protocols. Moreover, as Skype can use both
UDP and TCP as its transport layer protocol, it can easily switch to TCP transition if the
UDP flow is blocked by some firewalls.

Security The website of Skype claims that it uses 256-bit Advanced Encryption
Standard (AES) for encryption, and yet a 1536 to 2048 bit RSA for negotiating symmetric
AES keys to secure the conversations carried over Skype.

8.3 VoIP Quality of Service

Unlike the circuit-switched PSTN, which is dedicated to deliver reliable telephony service,
IP network is constructed with the “best effort” service model. The packets could be
delayed or lost during transmission. A great deal of research work has been done to
improve the quality of VoIP services, such as load balancing and routing backup. But first,
the quality of service has to be measured, and the network factors have to be quantified.
One way to determine the quality of VoIP service is to measure it from a user perceptive
view. Models have been developed to evaluate the perceptive quality of voice. As shown in
Figure 8.2, the measurement methods can be categorized into subjective and objective.

Perceptive QoS evaluation
Subjective methods — Objective methods
Calibration

Parameter Signal
based comparison

Signal based

FIGURE 8.2 User-perceived QoS measurements.
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Subject methods simply depend on user’s opinions to measure the quality of voice, whereas
objective methods are divided into intrusive methods and non-intrusive methods, accord-
ing to whether both the original signal and the transmitted signal are monitored to com-
pare the degradation. Non-intrusive methods can be further divided into signal- and
parameter-based methods.

8.3.1 Mean Opinion Score (MOS)

Mean Opinion Score [4] is the most commonly applied subjective method. It is a set of
standard and subjective tests, in which test sentences are read aloud by both male and
female speakers over the communications medium. A number of listeners are then asked
to actually rate the quality of voice. All individual scores from the tests are collected to
calculate an arithmetic mean, resulting in a final MOS score. The score is normally between
1 and 5, with 5 being the best and 1 the worst, as listed in Table 8.1.

On one hand, the MOS scoring process requires the participation of human beings, hence
it is often time-consuming and expensive to operate. On the other hand, MOS gives a
prime criterion for the perceptual quality assessments, and provides the base for many
objective measurements.

8.3.2 Quality Factors

In VoIP, the following factors have direct impact on the quality of voice

Audio Codec: Audio codec is used to digitize normal voice, so that the voice can be pack-
etized and transmitted across the IP network. It is usually chosen with respect to band-
width limits, and different codecs have different impact on the coded voice signal.
G.711u/A, G.723.1, and G.729A are popular codecs in IP telephony. Skype claims that it
also uses iLBC and iSAC.

Delay: Delay can be induced from several links along the communication path: audio
codec, data packetization, serialization, network transmission, jitter buffer, etc. VoIP
service has the real-time requirement in its nature. Usually if the delay accumulated at the
receiver is less than 150 ms, it does not much affect the perceptual quality. Otherwise, the
impairment of delay must be considered. A simple and end-to-end metric would be mouth-
to-ear (M2E) delay [5] measured between the very end of the speaker and listener.

Packet Loss: During network transmission, packet loss is inevitable. Especially in the
VoIP context, a packet that arrives late (i.e,, beyond a certain threshold) is equivalent to a
packet loss.

In the IP packet networks, the transportation impairment cannot be totally removed.
Compared to traditional dedicated telephone connections, queuing in the IP routers induces
much more unsteady delay during packet transmission. Besides, it is one important source

TABLE 8.1

Mean Opinion Score

MOS Quality of the Speech Impairment

5 Excellent Imperceptible

4 Good Perceptible, but not annoying
3 Fair Slightly annoying

2 Poor Annoying

1 Bad Very annoying
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of delay jitter, causing uneven arrival and packet disorder, and a full queue will result in
packet losses.

Moreover, different implementations of silence suppression, jitter buffer, voice synchro-
nization, and design of network, may further complicate the measurements.

In IP telephony technology, buffer is commonly used to smooth the network jitter, but
the process transforms jitter into delay and packet loss. In the following, we introduce a
few objective models that are developed to measure these factors.

8.3.3 Perceptual Evaluation of Speech Quality (PESQ)

The Perceptual Evaluation of Speech Quality (PESQ) [6] is one of the most widely used
objective methods for measuring VoIP quality of voice. PESQ is the result of an integration
of the Perceptual Analysis Measurement System (PAMS) and PSQM99, an enhanced ver-
sion of Perceptual Speech Quality Measure (PSQM). It is based on signal comparison, but
different from its predecessor PSQM, which is designed to assess speech codecs. PESQ
takes more elements into consideration, such as coding distortions, errors, packet loss,
delay and variable delay, and filtering in analog network components. The PESQ model
collects signals from both the sender and receiver side for comparison, and the outcome is
the estimation of perceived quality of received voice, which can be mapped to scores from
subjective listening tests, for example, MOS scores.

First, PESQ uses time alignment algorithm to estimate the delay impact of the network.
Based on the set of delays, PESQ uses a perceptual model to compare the signal on the
sender side with the aligned degraded signal on the receiver side. This model transforms
signals from both sides into one internal representation, which maintains the voice feature
of perceptual frequency and loudness. The entire process can be structured in the follow-
ing stages [7], as illustrated in Figure 8.3:

Step 1. Signaling Preprocessing The preprocess takes signal frequency as input, and
applies time alignment to the signals. The time alignment algorithm computes the
delay between the sender and receiver, and compares the confidence of having
two delays in a certain time interval with the confidence of having a single delay
for that interval.

Step 2. Perceptual Modeling Signals from the sender and receiver sides are trans-
formed separately into one internal representation. The transformation applies
mapping in both time and frequency domains (32ms or 256 samples for §kHz,
similar to the PSQM), and it also utilizes a signal filter for typical telephone net-
work bandwidth (in order to not affect the PESQ measurement).

Step 3. Cognitive Modeling This phase is associated with noise computation. The
model first calculates a difference between reference signal and distorted signal
for each time-frequency cell. A positive difference indicates the presence of
noise, whereas a negative difference indicates a minimum noise presence such
as codec distortion. These values are considered to produce a MOS score predic-
tion. The model makes it easy to discover the time jitter, identify which frames
are involved, and which frames are affected by the delay and should be erased
to prevent a bad score.

The final PESQ score is in the range of —0.5 to 4.5. For most cases, the results are in the
MOS-like listening quality score range between 1.0 and 4.5.
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FIGURE 8.3 Overview of PESQ process.

8.3.4 E-Model

E-Model [89] was developed by the European Telecommunications Standards Institute
(ETSI), and standardized by the ITU as G.107. Currently it is among the most popular
objective measurement methods. E-Model belongs to non-intrusive parameter-based
method category, and therefore it does not need signals from both source and destination
to measure the quality of voice. The model quantifies the network factors, and can be used
to improve network environment for better IP telephony services.

E-Model characterizes damaging factors to estimate the quality degradation. It calcu-
lates a base value, then considering multiple network factors, the degradation is expressed
as damage factors, and subtracted from this base. The output of E-Model is the “Rating
Factor” R, which can be mapped to MOS scores with the range of 0-100, as shown in
Table 8.2 and the typical range of R is between 50 and 94. The values below 50 are unac-
ceptable, and the maximum rating for a typical telephone connection is 94. Thus, 94 is
often taken as the base value for E-Model.

The R factor could be different under different codecs, and for wideband codecs the
R factor may increase to above 100. For example, the R factor for an unimpaired connection
may be equal to 110.

The R factor is calculated as

R=R,—L-I—L+A+W.

TABLE 8.2

R Factor to MOS Value Mapping

R Value Range MOS Score User Satisfaction
90-100 4.3-5.0 Very satisfied

80-90 4.04.3 Satisfied

70-80 3.64.0 Some dissatisfaction
60-70 3.1-3.6 More dissatisfaction
50-60 2.6-3.1 Most dissatisfaction

0-50 1.0-2.6 Not recommended
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TABLE 8.3

E-Model Parameter Description

Parameters Description

R, The basic signal-to-noise ratio based on sender and receiver loudness ratings and the circuit and
room noise.

I The sum of real-time, or simultaneous speech transmission impairments, e.g., loudness levels,
sidetone and PCM quantizing distortion.

I; The sum of delay impairments relative to the speech signal, e.g., talker echo, listener echo, and
absolute delay.

The equipment impairment factor for special equipment, e.g., low bit-rate coding (determined
subjectively for each codec and for each percentage of packet loss and documented in ITU-T
Recommendation G.113).

A The advantage factor adds to the total and improves the R-value for new services.
W The wideband correction factor.

I, and I, indicate the network impact on speech signals. The parameters of E-Model are
explained in Table 8.3.

E-Model can be simplified; for example, Cole and Rosenbluth’s model [10] takes only two
parameters: loss and delay. The loss rate and delay time are translated into delay impair-
ment and equipment impairment factor by a mapping derived from experimental MOS
score curve. The simplified E-model is presented as

R=942 -1 —1I;

MOS =1+ 0.035%R + 710+ R * (R — 60) + (100 — R).

I
8.4 Quantifying Skype QoS

Skype is highly recommended by the users, because of its cost-saving advantage over
traditional telephones. It also overmatches its peer softphones on the quality of service.

8.4.1 Skype Quality of Service

The performance of Skype was compared with another commonly used VoIP client soft-
ware MSN messager by Gao and Luo [11]. The set up delay and M2E delay for the audio
conversation functions were compared. The experiments were performed under different
network environments including LAN, WLAN, DSL, GPRS, and CDMA2000x, with the
clients located in same or different domains.

Results

Connection Setup Delay: The connection setup delay is measured for the two softwares.
In most cases, Skype outperformed MSN messager with shorter delays. Because Skype can
traverse almost all types of NAT and firewalls, it can work under every testing condition,
whereas MSN can only set up communication for clients in the same domain or no NAT/
firewall is involved. The setup delay for Skype varies due to the traversal process.
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M2E Delay: The M2E delay is the the mouth-to-ear delay measured in the conversation.
The experiments show that when the network condition is good, that is, when in the
same domain or no NAT/firewall exists, MSN has shorter M2E delays in many such cases.
But both MSN and Skype has acceptable M2E delays, which does not much effect the
quality of voice.

8.4.2 Skype Connection to PSTN

The design of Skype also considers the compatibility with the traditional telephone net-
work. In order to connect to PSTN, common VoIP solutions set a conjunction point between
the two different networks, and signals are converted at this point. In Skype, the connect-
ing servers are Skypeln and SkypeOut, respectively.

Skypeln represents the IP end point as a normal phone number to the PSTN side. When
a PSTN number is dialed by Skype client software, the call is directed to SkypeOut, which
translates the PSTN number and setups the connection. During the conversation, Skypeln/
SkypeOut are responsible to convert the analog signal of voice data to digital format and
packetize them at the IP side. At the same time, Skypeln and SkypeOut servers are
connected to the Skype network as normal clients. Even functionally speaking, they run
completely different tasks from the ordinary client.

The quantification of quality of voice in Skype-to-PSTN scenario is difficult, because the
delay can be generated in both network transition and signal converting stages, and there
is less information about the Skypeln/SkypeOut path. An alternative is to consider in an
end-to-end way, and measure the E2M delay during the conversation.

Skypeln/SkypeOut provide high performance service for connecting PC to landline, but
compared to Skype-to-Skype telephony, the delay increase is obvious, caused by the signal
converting process and capacity limitation of Skypeln/SkypeOut.

8.4.3 Skype Group Conversation

Skype also supports group conversation. According to previous analysis on Skype traffic,
Skype uses end-mixing strategy in group conversation, that is, one of the members in the
group is chosen as the leader. The leader is responsible for accepting audio from all other
members, mixing the speeches, and forwarding them to all other participants.

As illustrated in Figure 8.4, in the end-mixing topology network, normal participants
transmit their own speech data to the mixer, or leader, where the voices are mixed and sent
back to them. Normal participants get a mixed copy of the voices from all other members
in the conference, including the mixer. The mixer collects all the individual voices, and
also generates a copy for its own use.

Although many measurement methods have been developed for two-party conversa-
tion, few studies have been done on the multi-party scenario. In a multi-party conversa-
tion, the additional audio-mixing process should be considered, but the impact of this
process has not yet been well studied.

Fu et al. [12] proposed a new metric Group Mean Opinion Score (GMOS) based on two-
party MOS. The key idea of GMOS was to calculate a subjective score based on MOS from
each pair of speaker and listener in the conference. Among the users in the voice confer-
ence, the quality of voice perceived by each participant can be very different. Because of
the heterogeneous network conditions, even for the same listener, the voice from different
speaker may not be of the same quality. In GMOS model, assuming that the session has
N participants, P,, P,, ..., Py, each participant provides MOS scores for the rest N — 1 others.
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FIGURE 8.4 Topology of multi-party Skype conversation.

Hence from one participant’s perspective, say the ith participant P, his/her score to the
overall quality of the conference session is his/her GMOS towards this conference. And it
can be computed as

GMOS(MOS(1),..., MOS(N), &) = AVE + a(AVE — MIN)U(—0/)
+ a(MAX — AVE)U(cw). (8.1)

where a is used to adjust the listener’s subjective opinion towards the quality of voice and
MOS;(k) is the MOS score set by participant i for participant k.

" MOs, (k
AVE = 2k—1N_1 i( )/ 8.2
MAX = max{MOS(1),..., MOS,(N)}, 8.3)
MIN = min{MOS,(1), ..., MOS(N)}, (8.4)
o€ [-1,1], (8.5)
uw=45 20 ©6)

Experimental Setup

Using the new metric, Fu et al. [12] performed experiments of three-person, four-person,
and five-person conferences, in which the participants were in different locations, as shown
in Figure 8.5. MOS and GMOS scores were collected from pairs of listeners and speakers.

Results

The experimental results of o are close to 0. The listeners score with o € (0, 1] are positive
towards the voice quality, whereas the listeners score with o € [—1, 0) are negative towards
the voice quality. About 10% of the GMOSes are beyond the MIN and MAX range, that is,
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FIGURE 8.5 Network setting of Skype conference. (Source: Fu et al., “Performance metrics and configuration
strategies for group network communication.” 07INQOS, June 2007. With Permission.)

about 50% of the values of a € [—0.2, 0.2]. For the 392 as, the average is 0.093 with the stan-
dard deviation of 0.464. Thus statistically, these subjects are positive on average for Skype.

Using the existing objective quality assessment model for two-party conversation, the
MOS for each pair can be calculated. For example, Fu et al. [12] developed a Two Step
Mapping Method (TSMM) [12], which uses E-Model to estimate MOS scores in one confer-
ence, and then compute GMOS based on these MOSes. As a result, the calculated GMOS is
very close to the subjectively collected GMOS of the conference.

8.4.4 Skype Over Wireless Environment

With the wide deployment of wireless networks, people would question if the mobile envi-
ronment can provide sufficient data transfer rates to support the VoIP applications. Hof3feld
et al. [13] have analyzed the achievable and actual quality of IP-based telephony calls on
Skype under wireless environments.

The study contains two parts: performance measurements in a real Universal Mobile
Telecommunications System (UMTS) network and in a test environment which emulate
rate control mechanisms and changing system condition of UMTS networks. In the experi-
ments, PESQ is used to evaluate quality of voice, packet loss, inter-packet delay, and
throughput, and capture the influence of network-based factors. Also, Network Utility
Function (NUF) is applied to describe the impact of the network on the quality of voice
eventually perceived by end-users.

As the PESQ model requires signals from both the sender and receiver, the voice data
were recorded in wav files. Therefore, the degradation of the quality of voice because of the
Skype iLBC codec should be considered. In the experiments, the PESQ value of 3.93 was
used as reference for the result of audio codec degradation.

The PESQ reduction caused by the network connectivity between sender and receiver is
described by the Network Utility Function (NUF) U,.: PESQ, s = Upero * PESQgops-

The UNF takes the impact of several common network factors into consideration:

ul\/etw = Hul = um * us' Ue {0/ 1} (87)
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Here the m-Utility Function (m-UF) U, captures the variation of the mean throughput
during a certain observation window AW. m,,,, is the average throughput of sender, and
m,., is the average throughput of receiver. Assuming a linear dependence on the loss ratio:
1 + max{1 — (m,.,/m.,,), 0}, then U, can be calculated as U,, = max{1 — k,I, 0}, where
k,, denotes the degree of utility reduction.

U, denotes the s-Utility Function (s-UF), which captures the change of the standard
deviation of the throughput from s, to s,.,; during an observation window AW. To calcu-
late the standard deviation, the throughput values are averages during a short interval of
AT. The relative change of the standard deviation is denoted as 6 = (S,.,s = Seent)/Ssent-

Then, U, can be calculated as

max{l-k;o, 0} fors,, <S4
us =41 for Seent < Srcud (88)
max{l-k;o, 0} fors,,, < S,..

Here the parameter k7 reflects the decrease of U, when the standard deviation doubles,
while k; is used when the standard deviation is vanishing.

Experimental Setup
First, a bottleneck scenario is set up in a LAN, which includes a traffic-shaping router to
measure the effect of bandwidth variation on VoIP services. Skype clients are then con-
nected to the Internet via a public UMTS operator, and the uplink and downlink of VoIP
traffic are monitored.

Figure 8.6 shows the experimental setup in the UMTS scenario, as well as the service
degradation caused by Skype codec.

Results

In the bottleneck LAN experiment, the dynamically changing condition in UMTS is
emulated by generating different packet loss rates. Skype is able to detect packet losses
and treat them as an indication of congestion in the network. It then increases the through-
put of the sender by sending packets with larger payload. The result of Skype throughput
and PESQ score are presented in Figure 8.7.

In the real UMTS experiment, the packet interarrival time and PESQ scores are
measured for uplink and downlink, and listed in Tables 8.4-8.7.

In this study, as expected, the packet losses degrade the PESQ value in the bottleneck
LAN experiment. Moreover, due to network jitter and the use of a different codec, the
PESQ values in the public UMTS environment are worse than those in the bottleneck LAN
emulation. However, the quality of voice is still acceptable, indicating that the capacity
offered by UMTS is sufficient for supporting mobile VoIP calls.

8.4.5 Skype User Satisfactions

In addition to the measurement of the perceptual quality of voice for Skype, Chen et al. [14]
presented a model to quantify a new objective index of user satisfaction.

The concept of user satisfaction is based on the assumption that if users are not satisfied
with the service, they will terminate the conversation sooner, resulting in a shorter session.
Hence a new metric, User Satisfaction Index (USI), is built upon call durations.
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FIGURE 8.6 Skype conversation on UMTS. (Source: T. Hoffeld et al., “Measurement and analysis of Skype VoIP
traffic in d 3G UMTS systems.” University of Wurzberg, December 2005. With permission.)
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FIGURE 8.7 Bottleneck LAN scenario. (Source: T. Hoffeld et al., “Measurement and analysis of Skype VoIP
traffic in d 3G UMTS systems,” University of Wurzberg, December 2005. With permission.)



150

VoIP Handbook: Applications, Technologies, Reliability, and Security

TABLE 8.4
Key Performance Measures for UMTS Uplink Scenario
Throughput Deviation Goodput Deviation
Mo (bps) Ssent (bps) m,q (bps) Srevd (bps) PESQ Q
u 18071.58 2300.95 18055.23 3497.57 224
c 8.84 568.87 21.20 858.38 0.16

Source: T. Hofifeld et al., “Measurement and Analysis of Skype VoIP Traffic in d 3G UMTS sys-
tems,” University of Wurzberg, December 2005. With permission.

TABLE 8.5

Received Packets in the UMTS Uplink Scenario

Payload Number Mean PIT Std. PIT
3 byte 3 20.02's 10.73 ms
108 byte 847 61.97 ms 35.00 ms
112 byte 28 1.92s 27.05 ms

Source: T. Hof3feld et al., “Measurement and Analysis of Skype VoIP Traffic in d 3G
UMTS systems,” University of Wurzberg, December 2005. With permission.

TABLE 8.6
Key Performance Measures for UMTS Downlink Scenario
Throughput Deviation Goodput Deviation
., (bps) Ssent (DPS) M, (bps) Srcod (DPS) PESQ Q
u 18023.77 1848.15 18007.08 2172.39 2.49
c 48.16 282.70 51.64 284.97 0.085

Source: T. Hof3feld et al., “Measurement and analysis of Skype VoIP traffic in d 3G UMTS sys-
tems,” University of Wurzberg, December 2005. With permission.

TABLE 8.7

Received Packets in the UMTS Downlink Scenario

Payload Number Mean PIT Std. PIT
3 byte 6 9.46s 449s
21 byte 14 1.73s 3.58s
108 byte 817 61.32 ms 16.00 ms
112 byte 16 3.20s 45.02 ms

Source: T. Hof3feld et al., “Measurement and analysis of Skype VoIP traffic in d 3G
UMTS systems,” University of Wurzberg, December 2005. With permission

Similar to the measurement of the perceptual quality of voice, in the new model, common
network factors are analyzed against call durations. The statistical study on experimental
traces indicates that the bitrate and jitter are closely related to the session time. As a result,
the USI of a session is defined as follows:

USI = —pZ

= 2.15 = log(bitrate) — 1.55 = log(jitter) — 0.36 = RTT,

8.9

(8.10)
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FIGURE 8.8 Voice interactivity metrics. (Source: K. T. Chen et al, “Quantifying Skype user satisfaction,”
SIGCOMM ’06, Pisa, Italy, September 2006. With permission.)

The new model only includes simple parameters, which are easy to measure. Furthermore,
USl s able to assess the voice interactivity and smoothness of the conversation. The authors
proposed three metrics as illustrated in Figure 8.8.

The index of interactivity denotes the responsiveness, which is the degree of alternation
between statement and response. The response time denotes the delay between two talk
bursts. Including the burst lengths, the three metrics are related to the quality of conversa-
tion, and thus they can directly affect USL. The correlation test verifies the relationship
between USI and the interactivity metrics. Overall, USI provides another effective quanti-
fication method for measuring VolP service quality.

8.5 Summary

Many studies have been conducted on the measurement and analysis of Skype’s quality of
service. Utilizing existing methodology on Skype, these studies quantified the factors that
affect the quality in different Skype working scenarios: common Skype client-to-client
audio conversation, group conference, and Skype calls in mobile environments.

As a widely used subjective quality of voice measurement, MOS connects user’s percep-
tual feeling with the objective quality of voice. Most objective measurements quantify
influencing factors in different aspects, and then map the results to MOS scores. For Skype
group conferencing, GMOS is a subjective metric based on two-party MOS. MOS scores
are collected from each pair of speaker and listener in the conference. Then an overall
opinion of the conference service quality is derived. This metric is aimed to help VoIP
software optimize their group conversation qualities by adjusting the network topology.

A study of Skype in a controlled LAN scenario shows that Skype changes its behavior
when it detects a congestion, thus concludes that network bandwidth would effect the
throughput of Skype. Furthermore, in the realistic UMTS mobile environment, Skype
quality of voice is measured using PESQ, with NUF quantifying relative network factors.
The result indicates that the mobile environment is less reliable and the performance of
Skype is degraded, but the network capacity is still sufficient to meet the basic quality
requirements.

Finally, a metric based on Skype session time is developed, indicating the degree of user
satisfaction. The quantified result is a user satisfaction index, which reveals the respon-
siveness and talk burst length of the speech.
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9.1 Introduction

The quality of voice communication services such as conventional Public Switched
Telephone Networks (PSTN) and Voice over Internet Protocol (VoIP) should be discussed
in subjective terms. For example, if some noise is added to the speech signal transmitted
over networks, this causes no problem if humans cannot hear it. In contrast, even if the
network transmits the speech signal without errors or noise, the quality becomes bad
when the terminal device causes a serious degradation such as acoustic echo.

Traditionally, the quality of telephone services has often been called quality of service
(QoS). Although the definition of QoS given by the International Telecommunication
Union—Telecommunication Standardization Sector (ITU-T) also includes the subjective
quality perceived by users, the term QoS has been used to represent network performance,
excluding terminal and human factors, in end-to-end services. Therefore, ITU-T defines
the new term “quality of experience” (QoE) as follows [1]:

The overall acceptability of an application or service, as perceived subjectively
by the end-user.

Notes
1. Quality of experience includes the complete end-to-end system effects (client,
terminal, network, services infrastructure, etc.).

2. Overall acceptability may be influenced by user expectations and context (ITU-T
Recommendation P.10/G.100).

Quality of experience includes the speech quality of VoIP services, the usability of tele-
phone terminals, the functionality of terminals and network services, and the propriety of
price, for example. However, this section only deals with speech quality because this is the
most fundamental aspect of “telephone quality” and has been well studied for decades.

First, we definitely need a means of quantifying the QoE level. There are basically two
approaches: One is to directly measure the quality of speech by a psycho-acoustic method,
which is called “subjective quality assessment.” The other is to estimate the subjective
quality, which is evaluated by a subjective quality assessment, solely from physical char-
acteristics of the speech transmission system/network and/or speech signal itself. This is
called “objective quality assessment.”

To achieve a sufficiently high QoE, we need to maximize the subjective quality evaluated
as indicated previously, under some realistic conditions, for example, with limited net-
work resources and cost. We can divide this process into two steps: quality design and
quality management.

Quality design is usually performed prior to providing services. In this process, we
determine the requirements for various quality-design parameters, such as end-to-end
delay, packet-loss rate, and echo return loss, for example. However, we can design services
more efficiently with an objective quality assessment such as the E-model, which was
standardized as ITU-T Recommendation G.107 [2]. It is introduced in a later section.

Quality should be managed in an in-service environment because the QoE of the service
must be monitored constantly or periodically to find system failures and transmission
degradation due to congestion, for example. To do this, objective quality-assessment
methodologies are indispensable. In particular, algorithms with a very light computational
load are desirable because, in some scenarios, one needs to estimate the QoE on a residential
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VoIP gateway. In addition, the algorithm only utilizes limited information, such as packet-
header information, and is required to be very efficient in quality estimation.

In this chapter, we first give an overview of the subjective quality-assessment methodol-
ogies that are standardized in ITU. Then, taking into account the importance of objective
quality assessment in the practical use of VoIP services, we introduce various objective
quality-assessment approaches and their state-of-the-art conditions.

9.2 Subjective Assessment Technologies

Subjective quality assessment is the most fundamental method to quantify speech quality.
Before conducting a subjective quality experiment, one has to be very clear about what to
evaluate. In addition, the testing methodology as well as other conditions such as source
speech materials, subjects, and listening devices must be determined. This section
summarizes the elements that should be taken into account in the design of a subjective
quality assessment.

9.2.1 Quality Factors

In a subjective quality-assessment experiment, the critical question is: “What should be
evaluated in the test?” The various factors that determine the quality of VoIP services
include, but are not limited to, the following:

¢ Coding distortion

® Packet-loss degradation
o Talker/listener echo

* Delay

* Loudness

* Sidetone

e Speech bandwidth

¢ Inductive noise

In determining the quality-assessment method, the method that can best evaluate the
quality factor(s) intended to be tested under given conditions, in a sufficiently sensitive
manner, must be chosen.

9.2.2 Quality Attributes

The quality of VoIP services has three attribute: listening, speaking, and conversational
qualities. For example, coding distortion and packet-loss degradation can be characterized
by listening-quality assessment, in which subjects are asked to listen to speech samples
and rate their quality. However, talker echo, by which speakers hear their own voice, elec-
trically reflected at a hybrid circuit, can only be characterized in terms of talking quality.
Similarly, the effect of delay cannot be evaluated in a one-way communication, and
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therefore we should use a conversational method for evaluating it. Although the final
evaluation of the quality attribute of VoIP services is conversational, listening and talking
qualities should not be neglected because they provide useful diagnostic information.

9.2.3 Subjects

An experimenter often uses only a few subjects in a subjective test. However, we should
use as many subjects as possible because the subjective score should be an average of indi-
vidual preference to guarantee its reproducibility. Due to limitations of time and expense,
a good compromise can be found between 24 and 40 subjects in ordinary subjective tests
carried out within ITU-T.

ITU-T Recommendation P.800 [3] gives the following guidelines for the selection of
subjects in a conversational test. Subjects taking part in the conversation test are chosen at
random from the normal telephone-using population, with the provisos that

a. they have not been directly involved in work connected with the assessment of
performance of telephone circuits, or related work such as speech coding; and

b. they have not participated in any subjective test whatever for at least the previous
six months, and not in a conversation test for at least one year.

If the available population is unduly restricted, then allowance must be made for this fact in
drawing conclusions from the results. No steps are taken to balance the numbers of male
and female subjects unless the design of the experiment requires it. Subjects are arbitrarily
paired in the experimental design prior to the test and remain thus paired for its duration.

9.2.4 Sound-Proof Booth

The subjective experiment to study VoIP services is a psycho-acoustic test, so it must be
conducted in an acoustically shielded chamber(s). A sound-proof booth specifically designed
to be used in the subjective quality assessment of telephone communications is shown in
Figure 9.1. There are more simplified booths that are less expensive. For testing normal
handset telephone services, P.800 requires that the volume of the chamber is less than 20 m3,
with a reverberation time less than 500 ms, and the noise floor level is NC25 [4] or NR25 [5].
Apparently, we need a pair of such booths when conducting a conversational test.

9.2.5 Listening/Terminal Devices

In a listening-only test, using the modified intermediate reference system (IRS)-receiving
characteristics defined in ITU-T Recommendation P.830 [6] is recommended. This can
be achieved by simply using handset/headset devices with such characteristics, or by
prefiltering the speech samples with these characteristics. In a conversational or talking
test, handset terminals with the modified IRS-sending /receiving characteristics are used.
For wideband VoIP services, which have a speech bandwidth of 7 kHz and are recently
becoming popular, one should use the sending/receiving characteristics specified in ITU-T
Recommendation P.341 [7].

9.2.6 Environmental Noise

We need to take into account the environmental noise at the sending and receiving ends.
These should be carefully considered, particularly in the listening-only test, where one
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FIGURE 9.1 Sound-proof booth.

needs to add the environmental noise at the sending side prior to the playback of speech
samples. That is, we should use source speech with the desirable environmental noise
when processing the speech through a system under test. When simulating a typical room
environment, Hoth noise [8] is often used. Other noise sources [9] are also used, particu-
larly in evaluating mobile systems.

9.2.7 Rating Method

There are several rating methods used in subjective quality assessment of speech commu-
nication services although the most well-known and widely used is absolute category
rating (ACR), which is introduced in the following subsection.

9.2.7.1 Absolute Category Rating

The ACR test has been used to characterize telephone services for a long time. In the
ACR test, subjects are asked to evaluate the quality of speech/conversation on the
five-point scale shown in Table 9.1. A procedure of ACR tests for evaluating the listening
quality is illustrated in Figure 9.2. The average value of opinion votes over all the subjects
is called the mean opinion score (MOS). The cumulative distribution of opinion score is
demonstrated in Figure 9.3. This figure implies that we can suppress the probability of
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TABLE 9.1

ACR Scores

Score Category

5 Excellent

4 Good

3 Fair

2 Poor

1 Bad
Sample #1 Sample #2
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FIGURE 9.2 ACR procedure.

MOS =3.5  90% of subjects vote for “fair” or better.
MOS =2.5 50% of subjects vote for “fair” or better.
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FIGURE 9.3 Distribution of opinion votes.

“poor” or “bad” to less than 10% if we design the service such that it achieves a MOS of
3.5 or better.

Although the MOS is a simple and convenient indicator of telephone services, we must
be very careful about its reproducibility. That is, subjective experiments are perceptual
and cognitive test, so the resultant score is affected by various internal/external experi-
mental factors, one of which is the quality balance in a test. Imagine that you conduct a



QoE Assessment and Management of VoIP Services 159

With many “low-
quality” conditions With many “high-
quality” conditions

High Exp. #1
Exp. #2

MOS

Different MOS for

the same
condition!

Low >
Bad Good

Quality

FIGURE 9.4 Experimental dependence of MOS.

subjective listening experiment in which most speech samples have very high quality.
Subjects tend to give a low score even if the quality degradation is subtle. Now, you evaluate
the same speech sample again but in a different test in which there are many low-quality
speech samples. In this case, subjects are more or less used to the quality degradation and
give a relatively high score for that speech sample. In this way, you will obtain a different
MOS for the same speech sample in a different experimental context (see Figure 9.4). This
is often called the “experimental dependence of MOS.”

To avoid this problem, one needs to design a well-balanced subjective experiment.
However, that is sometimes not easy for inexperienced experimenters. One effective method
is the use of the reference system called modulated noise reference unit (MNRU), which is
standardized as ITU-T Recommendation P.810 [10]. MNRU adds amplitude-correlated
Gaussian noise to original speech. The resultant signal sounds like pulse coded modulation
(PCM)-coded speech. The quality of MNRU is controlled by the signal-to-noise ratio (SNR),
which is called the Q-value. By using multiple MNRU signals with various Q-values, we
design the quality balance of speech samples used in a subjective test. A typical combination
of Q-values is, for example, 0, 5, 10, 15, 20, 25, 30, 35, and 40 dB.

The use of MNRU further removes the experimental dependence of MOS. The definition
of an “equivalent-Q” value, for which the quality of target speech is equivalent to that of
MNRU, is illustrated in Figure 9.5. While the absolute value of MOS may differ from
experiment to experiment, the relative quality between MNRU and target speech is
expected to be preserved over different subjective experiments. Thus, the equivalent-Q
value is not affected by the quality balance of a subjective test.

Care should also be taken when we compare MOS from different laboratories because
MOS is also dependent on language and culture. Japanese MOS and Western MOS
obtained under exactly the same coding conditions are plotted in a graph in Figure 9.6.
This indicates that Japanese MOS tends to be less than those of other countries. This may
be due to the interpretation of evaluation categories in different languages (excellent, good,
fair, poor, and bad), for example, source speech characteristics, and cultural effects in
voting for the maximum score.
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FIGURE 9.5 Definition of equivalent-Q value.

9.2.7.2 Degradation Category Rating

In evaluating the fidelity of a system, the ACR method is not necessarily the best one. If we
evaluate the coding distortion of speech with background noise by the ACR method, for
example, the MOS becomes low even for uncoded conditions simply due to the existence
of background noise. We would not like to obtain this result. In such a case, the DCR
method is appropriate.

In the DCR method, subjects are asked to evaluate the quality of target speech compared
to reference speech, which is usually without degradation. The five categories used in
the DCR test are shown in Table 9.2, and the flow of the DCR test procedure is shown in
Figure 9.7. The average value over all subjects is called degradation MOS (DMOS). (Note
that the term “DMOS” is also used for differential MOS, which is defined as a difference
between the reference and target MOS. This is completely different from degradation MOS.)

9.2.7.3 Comparison Category Rating

In evaluating noise-reduction systems, for example, we do not know whether the quality
of processed speech is always worse than the original because we can expect a quality
improvement by removing the noise. In this sense, the five categories in the DCR method
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FIGURE 9.6 Relationship between Japanese and Western MOS.
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TABLE 9.2

DCR Scores

Score Category

5 Degradation is inaudible

4 Degradation is audible but not annoying
3 Degradation is slightly annoying

2 Degradation is annoying

1 Degradation is very annoying

Reference Target
10s 10s <10s l
| Listening "Voting
«——— Evaluation of ——
! sample #1 !
FIGURE 9.7 DCR procedure.
TABLE 9.3
CCR Scores
Score Category
3 Much better
2 Better
1 Slightly better
0 About the same
-1 Slightly worse
-2 Worse
-3 Much worse

are not appropriate. Thus, we sometimes use the comparison category rating (CCR) method
for such a purpose.

In the CCR test, we ask subjects to compare two speech samples and rate the quality of
the second speech sample in comparison with the first according to the categories shown
in Table 9.3. In the CCR procedure, the order of the reference and target samples is chosen
at random for each trial. In half of the trials, the reference sample is followed by the target
sample. In the remaining trials, the order is reversed and collected scores must be multi-
plied by —1. Then, the resultant average score is called the comparison MOS (CMOS).

9.2.8 Analysis of Results

In interpreting the results of subjective quality assessment, one needs to conduct a statis-
tical analysis in addition to the calculation of a MOS. This includes the standard deviation
and confidence interval of the average score. These numbers should be reported with the
MOS data.
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9.3 Objective-Assessment Technologies

Subjective quality assessment quantifies users’ experience without estimation; thus, it is
the most reliable method to evaluate the QoE of VoIP services. Subjective quality assess-
ment is a psycho-acoustic experiment in which the actual users are involved, however, it is
time consuming and expensive. In addition, special facilities such as booths shown in
Figure 9.1 are required. Moreover, it is not applicable to in-service and real-time quality
management in principle. Therefore, an objective means for estimating subjective quality
solely from objective characteristics of VoIP services is desired. This is called “objective
quality assessment.” Objective quality assessment is not a method for deriving a simple
indicator of objective performance, but a method for deriving a good indicator of subjec-
tive quality in an objective manner.

Objective quality-assessment models can be categorized into several approaches from
the viewpoints of application scenarios and information used in a model (see Table 9.4).

9.3.1 Media-Layer Model

A media-layer model uses a speech waveform as input for the model. This can be further
distinguished into two categories (see Figure 9.8); one is a full-reference model, which uses
source speech as well as degraded speech, and the other is a no-reference model, which
uses only degraded speech. By definition, a full-reference model is superior to a no-
reference model in terms of quality-estimation accuracy. However, using source speech is
often impossible in some application scenarios such as in-service quality monitoring at a
user’s premises. For this purpose, only no-reference models are applicable.

The study of media-layer objective models of speech was started with SNR as a means
for evaluating PCM-coded speech. In the latter half of the 1980s, several objective models
that exploited spectral distortion rather than waveform distortion were proposed as objec-
tive quality-assessment methods that are more applicable to the evaluation of low-bitrate
codecs. However, due to their lack of accuracy in estimation, none was standardized as an
ITU-T Recommendation. Later, a model based on the Bark spectral distortion provided
adequate accuracy and was the basis for Recommendation P.861 “Perceptual Speech
Quality Measure (PSQM)” in 1998.

TABLE 9.4
Categories of Objective Quality-Assessment Models

Parametric
Media-Layer  Packet-Layer Parametric Bitstream Hybrid
Model Model Planning Model Model Model
Input Speech Packet header  Quality design/ Payload (Combination of
information waveform information management information any information)
parameters (not decoded)
Scenario Codec In-service Quality planning  In-service quality = In-service quality
optimization quality In-service quality management management
Service management management
bench-marking
Standard P.862 P.564 G.107 — P.CQO-L

P.563
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FIGURE 9.8 Two types of media-layer models.

This approach exhibits sufficient performance only under error-free coding conditions,
and hence, in general, it is inapplicable to the evaluation of VoIP speech, which often suffers
from packet loss. Therefore, the next target for standardization was the development of a
method that is applicable to the evaluation of the effects of discontinuous degradation
such as packet loss in VoIP. Consequently, a compromise between the algorithms of
perceptual analysis measurement system (PAMS), which utilizes different perceptual
modeling than PSQM and has quite a sophisticated time-alignment scheme, and PSQM+,
which is an extension of PSQM, was standardized as Recommendation P.862 “Perceptual
Evaluation of Speech Quality (PESQ)” in 2001. This recommendation describes a “full-
reference” objective model, that is, it requires input test speech as a reference, so its main
application is active measurement in which test speech samples are fed into the system
under test, and the original speech is compared with the post-transmission speech.

A very rough block diagram of the PESQ algorithm is shown in Figure 99. First, the
model synchronizes the source and degraded signals in the time domain. This is extremely
important because the algorithm quantifies the distortion by subtracting the spectrum of
degraded speech from that of original speech. If two signals are not aligned correctly, the
resultant distortion does not make sense. Then, the algorithm transfers both signals into
the Bark spectrum domain and represents the intensity by loudness, so that the estimates
obtained by the algorithm better fits the human perceptions. The distortion is defined
as the difference between source and degraded speech. Finally, the algorithm aggregates
the sequential distortion data based on its cognitive model. For more details, readers are
recommended to read Recommendations [11,12].

Some problems regarding the implementation of Recommendation P.862 have recently
been reported to ITU-T. An implementers’ guide is now available as Recommendation
P.862.3 [13], so equipment vendors and network operators and providers will be aware of
the problems and therefore be able to use the Recommendation appropriately. ITU-T also
standardized a no-reference model as Recommendation P.563 [14]. On the other hand,
Alliance for Telecommunications Industry Solutions (ATIS) adopted a different model,
which is called auditory non-intrusive quality estimation plus (ANIQUE+) [15]. These
algorithms can be powerful tools when one needs to monitor the quality of VoIP services
in a single-ended way, that is, without access to source speech data.
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FIGURE 9.9 Block diagram of PESQ algorithm.

9.3.2 Parametric Packet-Layer Model

ITU-T has also standardized the framework and performance criteria for an objective
quality-assessment methodology based solely on IP-packet information (not speech in the
payload) for use in real-time quality monitoring. This is Recommendation P.564 [16].
P.564 does not recommend any specific algorithms. If an algorithm satisfies the func-
tionality and performance requirements, then it is called “P.564-compliant.” P.564 has
three operation modes: dynamic operation mode, static operation mode, and embedded
operation mode.

The dynamic operation mode works with RTCP-XR [17], which is an extended report of
the RTCP protocol, and conveys quality characteristics of a terminal and network. RTCP-
XR includes information such as packet-loss rate in networks, packet-discard rate at the
terminal jitter buffer, and burstiness of packet loss/discard. A P.564 algorithm estimates
the resultant listening quality of speech using this information. The resultant quality
estimates reflect actual end-to-end speech quality because the packet discard at the
terminal jitter buffer, which is not usually available in networks but a very crucial quality
factor in VoIP services, can be taken into account.

The static operation mode requires a predetermined calibration file, in which the char-
acteristics of the terminal such as jitter buffer behavior are included. The static operation
mode can be used at a network midpoint for monitoring VolIP quality based on packet
capturing. If one knows which terminal is used by the end user, he/she can estimate the
packet discard rate at the terminal jitter buffer by taking into account both the terminal
jitter-buffer characteristics and delay jitter in networks.
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The last mode, which is the embedded operation mode, assumes that a P.564-compliant
algorithm is implemented in the terminal so that the algorithm has direct access to
the jitter buffer. The model reports, for example, the quality estimates to a quality-
management center.

9.3.3 Parametric-Planning Model

Parametric-planning models have long been studied in the ITU-T, and several models
were proposed in the early 1980s as candidates for an ITU-T standard. However, the
working group was unable to settle on a single algorithm as the international standard
and consequently created an informative document in which four different models were
introduced.

A new model called the “E-model” was proposed for ITU-T standardization in the 1990s.
The E-model is based on the OPINE model from NTT [18], in which all the factors responsi-
ble for quality degradation are summed on a psychological scale. The E-model and the TR
model from AT&T [19] produce similar output: a score on a psychological scale is produced
as an index of overall quality. In the E-model, the quality degradation introduced by speech
coding, bit error, and packet loss is treated collectively as an “equipment-impairment
factor.” ITU-T standardized the E-model as Recommendation G.107 in 1998. It was also
adopted by the European Telecommunications Standards Institute (ETSI) and Telecom-
munications Industry Association (TIA) as a network planning tool [20,21] and has become
the most widely used quality-estimation model in the world.

The E-model has 21 input parameters that represent terminal, network, and environ-
mental quality factors. Its output is called the “R-value,” which is a function of the five
quality factors calculated from the 21 input parameters (Figure 9.10). First, the degrees of
quality degradation due to individual quality factors such as loudness, echo, delay, and
distortion are calculated on the same psychological scale. These values are then subtracted
from the reference value.

Recommendation G.107 provides a set of “default values,” which can be used when
network planners assume that terminals and the usage environment are “normal.” An index
of the overall quality should thus represent perceptions of a user using a normal terminal
under normal circumstances.

Although R-values produced by the E-model have some correlation with the subjective
conversational MOS and are useful in network planning, they are not necessarily accurate
as estimators of subjective quality. In particular, the validity of the additive property
assumed in the E-model is sometimes questionable [22,23]. The accuracy of E-model pre-
diction is being thoroughly studied by ITU-T.
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FIGURE 9.10 R-value calculated by E-model.
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9.3.4 Hybrid Model

In practical quality measurement of VoIP services, using as much information as possible
to obtain reliable quality estimates is desired. From this viewpoint, combining the
earlier-mentioned technologies into “hybrid models” often works. In particular, utilizing
packet-transmission characteristics in a no-reference media layer model may improve
the estimation accuracy:.

9.4 Conclusion

In this chapter, we overviewed technologies that quantify human perceptions of speech
quality. First, we reviewed various subjective quality-assessment methodologies, which try
to directly measure subjective quality by psycho-acoustics testing. Then, we introduced
objective quality-assessment methodologies, which estimate subjective quality solely from
physical characteristics of VoIP systems. These are very effective, particularly for in-service
quality management that requires real-time quality evaluation without human subjects.
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10.1 Introduction

Voice-over-Internet Protocol (VoIP) has been identified as a critical real-time application
in the network quality of service (QoS) research community. Transmission of voice traffic
must meet stringent requirements on packet delay as it is an important factor affecting
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quality of call. The International Telecommunication Union (ITU) recommends that a one-
way delay between 0 and 150 ms is acceptable in Recommendation G.114 [1].

In traditional telephony, there is a call admission control (CAC) mechanism. That is, when
the number of call attempts exceeds the capacity of links, the request for setting up new calls
will be rejected while all calls in progress continue to be unaffected. Most current IP net-
works have no CAC and, therefore, only offer best-effort services. New traffic may continue
entering the network even beyond the network capacity limit, consequently causing both
the existing and new flows to suffer packet loss and/or significant delay. To prevent these
occurrences and provide delay guarantees, a CAC and other delay mechanisms have to
be introduced in IP networks in order to ensure that sufficient resources are available to
provide delay guarantees for admitted new and existing calls.

Several CAC mechanisms, such as site-utilization-based CAC (SU-CAC) and link-
utilization-based CAC (LU-CAC) have been used in existing VoIP systems. However,
none of the current VoIP systems can really provide delay guarantees to VoIP networks
as they are not able to effectively apply and support the CAC mechanisms. For exam-
ple, the SU-CAC mechanism performs admission control based on the pre-allocated
resource to the sites, which represents a host or a network with different sizes and
demands an approach to perform resource pre-allocation to sites at the configuration
time. Unfortunately, current VoIP systems, such as the Cisco’s VoIP system [2], have
not been able to define such an approach. Resource pre-allocation in these systems is
performed in an ad hoc fashion. The main approach of resource pre-allocation is over-
provisioning. The overprovision mechanism provides abundant network resources so
that applications behave as if the network is unloaded. It is the simplest but the most
expensive method. Hence, delay-guarantee service cannot be effectively provided.
Another case is the LU-CAC mechanism. With this mechanism, admission control is
based on the utilization of the individual link bandwidth. This mechanism needs
resource reservation on individual links in a network. Current VoIP systems rely on
resource reservation protocols, such as RSVP, to perform explicit resource reservation
on all routers along the path of traffic in the network. Such a resource reservation
approach will introduce significant overhead to the core-routers and, hence, greatly
comprise the overall network performance.

In [3-6] we developed a series of delay-analysis theories and utilization-based admission
control mechanisms to provide delay-guaranteed services for real-time applications in static-
priority scheduling networks. Given the traffic model, the network topology, and the traffic
deadline requirement, for any input of link utilization, we compute the worst-case delay
(deterministic case) or delay distribution (statistical case) with our delay-analysis methods.
Then, we can verify whether or not the utilization is safe to make the end-to-end delay meet
the deadline requirement using the utilization-based admission control. In [7], we designed
and developed a delay-provisioning system for VoIP, which has been realized in the Internet2
VoIP Testbed at Texas A&M University. We systematically evaluate our proposed delay-
provisioning system in terms of admission delay and admission probability. Our data show
that, if a VoIP system is enhanced by our delay-provisioning system, the overall system can
achieve high resource utilization while invoking relatively low overhead.

In this chapter, we illustrate our work [2-7] on delay management for the VoIP system.
In Section 10.2, we review the current delay-management mechanisms for VoIP system. In
Section 10.3, we introduce our work on delay analysis for utilization-based admission con-
trol. In Section 10.4 and Section 10.5, we introduce the integration of the delay-provisioning
system with existing VoIP system and illustrate the performance of the utilization-based
admission control of the VoIP system. In Section 10.6, we provide the conclusion.
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10.2 Overview on Delay Management

Most current IP networks can only offer best-effort services. New traffic may keep entering
the network even beyond the network capacity limit, consequently causing both existing
and new flows to suffer packet loss and/or significant delay. To prevent these occurrences
and provide delay guarantees for VoIP traffic, delay-management architecture must be
introduced in IP networks in order to ensure that sufficient resources are available to
provide delay guarantees for both admitted new and existing calls.

The delay-management architecture of VoIP System can be partitioned into two planes:
data plane and control plane [8]. Mechanisms in data plane include packet classification,
shaping policing, buffer management, scheduling, loss recovery, and error concealment.
They implement the actions that the network needs to take on user packets, in order to
enforce different class services. Mechanisms in control plane consist of resource provi-
sioning, traffic engineering, admission control, resource reservation, connection manage-
ment, etc. They allow the users and the network to reach a service agreement, and let the
network appropriately allocate resources to ensure delay guarantees to the calls that have
been admitted.

Delay-management mechanisms in both data plane and control plane work together to
provide delay guarantee to voice in IP networks. At the configuration time, resource
provisioning of control plane determines the portion of resources to be allocated for
voice traffic. At run time, upon a new call arrival, admission control of control plane will
decide the acceptance of the new call based on the amount of provisioned resources and
the usage of the resources by the admitted calls. Once the call is admitted, the end-hosts
start sending voice packets to the network. Delay mechanisms of data plane will be
invoked to perform traffic-enforced functions such as traffic classification, shaping,
buffer management, scheduling, error control etc, directly on the voice packets. As such,
resource provisioning and CAC mechanisms have to be in place to provide end-to-end
delay guarantees in VoIP systems.

Call admission control algorithms can be roughly grouped in two broad categories:
(1) measurement-based CAC algorithm and (2) parameter-based CAC algorithm. The
measurement-based CAC algorithm uses network measurement to estimate current load of
existing traffic. It has no prior knowledge of the traffic statistics and makes admission deci-
sions based on the current network state only [9-13]. Measurement-based admission con-
trol can only provide soft (rather than deterministic) delay guarantees for voice traffic. It
relies on the measurement period to reflect the dynamics of network status. Shorter
measurement period, which means measurement is conducted more frequently, can reflect
the networks better, but consumes more network resources; and that longer measurement
period cannot reflect the network dynamics well, but cost less network resources. Also, in
some cases, the probe messages are not payload messages themselves, which may not be
able to reflect how the network treats the real voice packets. The parameter-based CAC
algorithm uses the parameters of resource and service to decide whether the network can
accommodate the new connection while providing the end-to-end delay guarantees. The
parameters are used to compute a deterministic bound imposing that, in whichever traffic
situation, the end-to-end delay guarantees are provided for all flows [3-6,14-16]. Parameter-
based admission control can provide delay-guaranteed services to applications, which can
be accurately described, such as VoIP. However, when the traffic is very bursty, it is very
difficult to describe the traffic characteristics. Then parameter-based admission control may
result in overbooking the network resource and hence lowering network utilization.
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Utilization-based CAC (such as SU-CAC and LU-CAC used in this chapter) belongs
to parameter-based CAC category, where the parameters are the requested bandwidth
utilization for each new connection and the available bandwidth utilization in the resource.
Through effective resource provisioning and appropriate system (re)configuration steps,
the delay guarantee test at run time is reduced to a simple utilization-based test. As long
as the utilization of links along the path of a flow is not beyond a given bound, the perfor-
mance guarantee of the end-to-end delay can be met. Utilization-based CAC renders the
system scalable.

In [3-6], we developed a series of delay-analysis theories for the resource provisioning
and utilization-based admission control mechanisms to provide delay guarantees for real-
time applications, such as VoIP. Based on the research results in [3-6], we designed and
developed a delay-provisioning system for VoIP in [7] to support SU-CAC and LU-CAC to
provide delay guarantees for existing VoIP systems. In the following section, a delay-
analysis technique is illustrated to provide resource provisioning for utilization-based
admission control.

10.3 Delay Analysis for Utilization-based Admission Control

In utilization-based admission control, utilization is defined as the portion of resource on
average. This mechanism [16] makes an admission control decision based on a predefined
safe resource utilization bound; that is, for each task admission request, as long as the used
resource utilization plus the requested resource utilization are not beyond the predefined
safe resource utilization bound that is computed offline, the service guarantee can be pro-
vided. Utilization-based admission control involves only a simple utilization test and elimi-
nates the delay computation at the admission time. Utilization-based admission control
renders the admission control very efficient. However, it tends not to be effective, since it
does not take into account the dynamics of tasks in the admission process.

We assume that the network topology is known in advance, which includes the potential
end-to-end path information and link bandwidth information. Each voice traffic flow will
be regulated by a leaky bucket with burst size o and average rate p at the entrance of the
network. Link k is of capacity C,. The link bandwidth utilization allocated to voice traffic
is assumed to be u; at link k. Since the deadline requirement can be either deterministic or
statistical, resulting in deterministic services and statistical services, we classify the delay
analysis as utilization-based deterministic delay analysis and utilization-based statistical
delay analysis, respectively.

Utilization-based Deterministic Delay Analysis: If the deadline requirement is deterministic,
we can bound the worst-case queuing delay by the following theorem:

Theorem 1. The worst-case queuing delay d, suffered by any voice packet with the highest
priority at the buffer of output link k is bounded by

c —1
d, < huk (‘; + Yk), (10.1)

where ¢, = EjELk C/Cp Y = maxges, EseR d, L, is the set of the input links of output link k
with capacity C,, and S; is the set of all subroutes used by voice packets with the highest
priority upstream from output link k.



Delay Performance and Management of VoIP System 173

The proof can be found in Appendix A. In (10.1), the value of Y}, in turn, depends on the
delays d,’s experienced at output link s other than k. Then, we have a circular dependency.
Therefore, d, can be determined iteratively. Furthermore, the end-to-end worst-case delay
can be obtained, which only depends on the link utilization u,, the parameters for voice
traffic (burst size o and average rate p), and the network topology.

Utilization-Based Statistical Delay Analysis: If the deadline requirement is probabilistic,
we can bound delay-violation probabilities as follows:

Theorem 2. In this case, d, is a random variable and D, is denoted as its deadline. The
violation probability of delay for any voice packet with the highest priority suffered at
the buffer of output link k is bounded by

1 1-u D D
4=k Tk | > —k
mexp[ a/p] “=5/p

1 ex —61_u" u, + D, 2 u <i
N w® " o/p) ) KT a/p

Pld, > D,} < (102)

The proof can be found in Appendix B. The end-to-end deadline violation probability can
be bounded as

p§> 3,0} =1 TL, 0-rw > 00, 03

10.4 Integration of the Delay-Provisioning System with
Existing VoIP System

In this section, we would like to use the Cisco VoIP system to illustrate how our delay-
provisioning system can be integrated with the existing VoIP system. Figure 10.1 shows
our delay-provisioning system integrating with the commercial VoIP system.

The delay-provisioning system consists of three kinds of components (see Figure 10.2):

* QoS manager (QoSM): The QoSM implements three basic functions: (1) provides
user interface to control and monitor the components, which are in the same QoS
domain; (2) provides registration to the distributed agents and coordination among
the distributed agents in the same QoS domain; and (3) cooperates with the peer
QoSMs that belong to other QoS domains.

e Call admission control agent (CACA): CACA does delay analysis and makes
admission control to provide QoS guarantees for VoIP. It consists of two modules:
utilization computation module and admission decision-making module. The
utilization computation module performs delay analysis and computes the maxi-
mum bandwidth utilization. It supports both utilization-based deterministic
delay analysis and utilization-based statistical delay analysis. It usually runs at
the configuration time. The computed utilization will be allocated to either links
in the LU-CAC mechanism or to sites in the SU-CAC mechanism. At run time, the
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FIGURE 10.1  Architecture of the delay-provisioning system.

admission decision-making module will make an admission decision for each
incoming call request, based on the allocated bandwidth utilization (by the utili-
zation computation module) and the currently consumed bandwidth.

¢ Integration component (IC): IC integrates CACA into existing VoIP systems and
provides call signaling processing modules to monitor and intercept call setup
signaling from Gatekeeper or Call Manager, withdraws the useful message and
passes it to CACA, and executes call admission decision made by CACA.

Generally speaking, there are two approaches for the delay-provisioning system to inte-
grate with the existing VoIP systems to execute the call admission decision:

¢ Front-end approach: In this approach, the call setup requests must pass through
the delay-provisioning system before reaching the existing call admission deci-
sion unit (e.g., CallManager). The call setup responses must also pass through
the delay-provisioning system before coming back to the call request endpoint.
The delay-provisioning system can directly enforce its call admission decision
to the call setup request by adding, modifying, or dropping signaling between
the endpoint and the existing admission decision unit.

* Back-end approach: In this approach, the call setup requests and responses will be
forwarded to the delay-provisioning system by the existing call admission deci-
sion unit (e.g., Gatekeeper). The delay-provisioning system will indirectly execute
its call admission decision to the call setup request by negotiating with the exist-
ing call admission decision unit.

CallManager
(C™)

?_. Gatekeeper
(GK)

FIGURE 10.2 Components of the delay-provisioning system.
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In general, the back-end approach has the following advantages over the front-end
approach: (1) The implementation of the IC will not be very complicated since the existing
system normally allows the IC to selectively receive and process the signaling; (2) The
consistency of the signaling can be easily achieved since the IC directly interacts with
existing call admission decision unit; (3) The integration overhead is little because only the
existing admission control unit is aware of the agent. However, the back-end approach
requires the existing system to have the ability that the call setup requests and responses
can be redirected to the external application, for example, our CACA, whereas the front-end
does not. In the following, we will apply the above two integration approaches to integrate
our delay-provisioning system with the Cisco VoIP systems.

10.4.1 Integration with Cisco VolP Gatekeeper

Cisco Gatekeeper is a built-in feature of Cisco IOS in some Cisco Router series and is a light-
weight H.323 gatekeeper. The Registration Admission Status (RAS) signaling that the Cisco
Gatekeeper handles is H.323-compatible. Cisco Gatekeeper provides interface for external
applications to offload and supplement its features. The interaction between the Cisco
Gatekeeper and the external application is completely transparent to the H.323 endpoint.

As shown in Figure 10.3, the back-end approach is adopted for the IC to intercept the call
signaling between the CACA and the Gatekeeper. The IC handles the H.323 RAS signaling
and communicates with the Cisco IOS Gatekeeper. The communication between the Cisco
I0S Gatekeeper and the IC is based on Cisco’s propriety protocol, Gatekeeper Transaction
Message Protocol (GKTMP) [17]. GKTMP provides a set of ASCII RAS request/response
messages between Cisco Gatekeeper and the external application over a Transmission
Control Protocol (TCP) connection. There are two types of GKTMP messages: (1) GKTMP
RAS messages that are used to exchange the contents of RAS messages between the Cisco
I0S Gatekeeper and the external application and (2) trigger registration messages used by
the external application to indicate to the Cisco Gatekeeper which RAS message should be
forwarded. If an external application is interested in receiving certain RAS messages,
it must register the requests for the messages with the Cisco Gatekeeper. In our implemen-
tation, the IC is interested in receiving the following four RAS messages from the
Gatekeeper: admission request (ARQ), location confirm (LCF), location reject (LRJ), and
disengage request (DRQ). All of the four messages will be automatically registered to Cisco
Gatekeeper once the CACA is functional. Due to space limitations, we do not list out all the
possibilities of how the IC processes the RAS message. Figure 10.3a illustrates a successful
call-request procedure. Figure 10.3b illustrates a simple tearing down procedure, where
the IC will update the status of network resource once the message DRQ is received.

. : s Gatekeeper
I- I‘ I-_ (GK)
2: REQUEST ARQ

[5: AcF
CallManager CallManager
(CM) (C™)

(a) (b)

7: RESPONSE
6: REQUEST LCF Gatekeeper

(GK)

FIGURE 10.3 An Illustration of a successful call request procedure in IC for the Gatekeeper.
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FIGURE 10.4 An illustration of the communication protocol in IC for CallManager.

10.4.2 Integration with Cisco VolP CallManager

Cisco CallManager is a comprehensive and heavyweight VoIP processing application. It can
interact with endpoints using multiple protocols, for example, Skinny Call Control Protocol
(SCCP), H.323, Session Initiation Protocol (SIP), etc. In the delay-provisioning system,
we implement SCCP, a popular signaling protocol in Cisco VoIP system, in the IC for
CallManager. To the best of our knowledge, Cisco CallManager does not provide an inter-
face for external applications to supplement its CAC mechanism as Cisco Gatekeeper does.
In this case, only the front-end approach can be adopted to intercept the call signaling of a
CallManager. Figure 10.4 shows the basic idea of this method.

Since the basicidea and the procedure of the signaling process in both the IC for CallManager
and the IC for Gatekeeper are similar, we would like to highlight the difference in inter-
cepting the SCCP using the IC for CallManager. The CallManager is unaware of the IC.
It directly sends the implicit grant permission message (i.e., “StartMediaTransmission”)
to the endpoints of the admitted call. However, in case the CACA makes a decision to
deny the call because of the lack of available bandwidth, it should not let the message
“StartMediaTransmission” be received by the endpoints. One of the approaches is to
continue dropping the message from the CallManager until the CallManager terminates the
TCP connection after a finite timeout. There are two problems for this approach: (1) caller
does not get any indication whether the call is accepted or not and (2) waiting time (about
60 s) is too long for the caller. To compensate for the two problems, the IC can explicitly indi-
cate the caller by sending the busy tone message “StartToneMessage” to the endpoint and
prevent the CallManager from sending a message to the endpoint by sending the call termi-
nating message “OnHookMessage” to the CallManager. However, additional messages from
the IC would interfere with the synchronization of the TCP connection between the endpoint
and the CallManager. To speedup the resynchronization of the TCP connection, and limit the
impact on the CallManager, the IC will send a TCP RESET packet to the endpoint.

10.5 Performance Evaluation

To measure the overhead introduced to admission and the overall bandwidth utilization of
the system, we choose two measurement metrics: admission latency and admission proba-
bility. Admission latency is used to measure the overhead of admission and admission
probability is a well-known metric used to measure the overall bandwidth utilization. The
higher the admission probability, the higher the overall bandwidth utilization achieved.

10.5.1 Admission Latency

In this section, we run a suite of experiments to evaluate the admission latency in two VoIP
systems: (1) the one with our CACA and (2) the one without our CACA. Due to the different
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design and implementation methodology of CACA for CallManager and Gatekeeper, we
run experiments for both cases. The experiments are run in the Internet2 VolIP Testbed in
Texas A&M University.

10.5.1.1 Call Admission Control Agent for Cisco Gatekeeper

In this experiment, we tried 300 calls for each CAC mechanism. The call signaling crosses
two Cisco Call Mangers and two Cisco Gatekeepers from a Cisco IP phone in Texas A&M
University to another IP phone in Indiana University. To show the introduced overhead by
our delay-provisioning system, we have two sets of data: local admission latency and
round-trip admission latency.

Figure 10.5a shows the distribution of local admission latency between receiving ARQ
and sending out LRQ by Gatekeeper. Figure 10.5b shows the distribution of round-trip
admission latency between receiving ARQ and sending ACF out by Gatekeeper. Table 10.1
gives us the summary of the distribution of admission latency for each case in terms of the
mean value and standard deviation. The local admission latency excludes the network
latency and the processing latency on the other side. It shows a more accurate latency
introduced by our delay-provisioning system, which is shown by the standard deviation
of the latency distribution in Table 10.1. The round-trip admission latency gives us the
view of the overall admission latency.

With CACA, the introduced latency is about 4.4 ms. The overall latency is very accept-
able and the introduced latency is pretty small. To measure the introduced latency, we
measured the admission latency between receiving ARQ and sending out LRQ from the
Gatekeeper; not the additional latency from the CACA directly. Here, the additional admis-
sion latency includes not only the admission latency introduced in CACA, but also the
additional latency in Gatekeeper caused by interaction between Gatekeeper and CACA,
which cannot be measured directly.
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FIGURE 10.5 The distribution of local and round-trip admission latency.
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TABLE 10.1
The Mean Value and Standard Deviation of Latency Distribution

Local Admission Latency (ms) Round-trip Admission Latency (ms)

Mean Value Standard Deviation = Mean Value Standard Deviation

With CACA 8.286 0.863 44.302 2.665
Without CACA 3.850 0.277 39.870 1.530

10.5.1.2 Call Admission Control Agent for Cisco CallManager

In this experiment, we also initiated 300 calls for each CAC mechanism. The call signaling
crosses one Cisco Call Manger between two Cisco IP phones in Texas A&M University. To
show the introduced overhead by our delay-provisioning system, we have two sets of data:
local admission latency and round-trip admission latency. Figure 10.6a shows the distribu-
tion of local additional admission latency which is introduced by CACA in processing one
call-signaling message. Figure 10.6b shows the distribution of round-trip admission
latency. Table 10.2 gives us the summary of the distribution of admission latency for each
case in terms of the mean value and standard deviation. With CACA, the introduced
latency is about 1.2 ms (i.e,, additional latency). The overall latency is acceptable and the
introduced latency is quite small.

10.5.2 Admission Probability

To make the data convincing, the measure of admission probability requires a high volume
of calls in the VoIP system. However, it is not feasible or realistic to produce a high volume
of calls in the VoIP system: First, our delay-provisioning system is only deployed in
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FIGURE 10.6 The distribution of local and round-trip admission latency.
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TABLE 10.2
The Mean Value and Standard Deviation of Latency Distribution

Latency (ms)

Mean Value Standard Deviation
With CACA 476.002 94.796
Without CACA 479.367 92.114
Additional 1.202 3.080

Internet2 VoIP Testbed in Texas A&M University, where simultaneous calls from many
sites are not available. Second, even in the fully deployed VoIP system, a high volume of
calls for the experiment will affect the operation of VoIP heavily. Admission probability
can only be measured by simulation. In this section, we run a suite of simulation to evalu-
ate the admission probability for the LU-CAC mechanism and the SU-CAC mechanism,
respectively.

Traditionally, call arrivals follow a Poisson distribution and call lifetimes are expo-
nentially distributed. This call mode can approximate the realistic call mode very well.
In our simulation, we use this call mode to simulate calls by Mesquite CSIM 19 toolkits
for simulation and modeling. In the simulation, overall requests for call establishment
in the network form a Poisson process with rate A, while call lifetimes are exponentially
distributed with an average lifetime of y =180 s for each call. All calls are duplex
(bi-directional) and use G.711 codec, which has a fixed packet length of (160 + 40) bytes
(RTP, UDP, IP headers, and two voice frames) and a call flow rate of 80 kbps (including
64 kbps payload and other header).

Two different network topologies are chosen for the simulation: an Internet2 backbone
network and a campus network. The Gatekeeper and CallManager are configured to
perform CAC in the Internet2 environment and in the campus environment, respectively.

10.5.2.1 Internet2 Backbone Network

Abilene is an advanced backbone network that supports the development and deployment
of the new applications being developed within the Internet2 community. Figure 10.7
shows the core map of the Abilene network used in our simulation. There are 11 core node
routers, each located in a different geographical area. All backbone links are either OC48
or OC192. The call route will be chosen uniformly randomly from the set of all pairs of
core node routers. Suppose that the end-to-end deadline for queuing is 10 ms, then the
maximum utilization is 0.195 for deterministic service, that is, under the condition that
about 19.5% link bandwidth is used for voice traffic, the end-to-end delay for any voice
packet can meet the deadline requirement. The maximum utilization is 0.307 for statistical
service with deadline violation probability 10, that is, under the condition that about
30.7% link bandwidth is used for voice traffic, any voice packets may miss the deadline
with small probability 10-¢ at most. A ranges from 100.0 to 1000.0.

Figure 10.8 shows the admission probabilities for the voice call in the two CAC mech-
anisms as a function of arrival rates. We find that the LU-CAC mechanism can achieve
a much higher admission probability than SU-CAC for both deterministic service and
statistical service. Statistical service can achieve a much higher admission probability
than deterministic service, as expected.
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FIGURE 10.7 The core map of Abilene network (September 2003). (Source: “Abilene network backbone,”
http://abilene.internet2.edu, 2003.)

10.5.2.2 Campus Network

Figure 10.9 shows the campus network topology used in our simulation. The link band-
width is either 100 Mbps or 155 Mbps. The call route will be chosen uniformly randomly
from the set of all pairs of sites (0-18). Suppose that the end-to-end deadline is 10 ms for
queuing, then the maximum utilization is 0.208 for deterministic service, that is, under the
condition that about 20.8% link bandwidth is used for voice traffic, the end-to-end delay
for any voice packet can meet the deadline requirement. The maximum utilization is 0.332
for statistical service with a deadline violation probability 107, that is, under the condition
that about 33.2% link bandwidth is used for voice traffic, any voice packets may miss the
deadline with small probability 10~ at most. A ranges from 1.0 to 10.0.

Figure 10.10 shows the admission probabilities for the voice call in the two CAC mecha-
nisms as a function of arrival rates. The admission probabilities in the two CAC mecha-
nisms are different. Similar to the observation made in Internet2 Backbone network, the
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FIGURE 10.8 The admission probability in Abilene network.
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- 155 Mbps

FIGURE 10.9 A campus network topology.

LU-CAC mechanism can achieve much higher admission probability than SU-CAC for
both deterministic service and statistical service. Statistical service can achieve a much
higher admission probability than deterministic service, as expected.

10.6 Conclusion

In this chapter, we reviewed the general delay-management architecture for the VoIP
system and illustrated our work on delay analysis for utilization-based admission control
that can effectively provide delay guarantee for VoIP traffic. We also presented our work
on design and implementation of a delay-provisioning system that can be seamlessly
integrated into the current Cisco VoIP system.
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FIGURE 10.10 The admission probability in the campus network.
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The integration of our proposed delay-provisioning system with existing VolP systems
has practical applicability for different types of networks: (1) Closed networks where all
traffic is under control. Our system can directly work in such networks. (2) Semi-open
networks, such as Internet2, where all highest priority traffic can be known, although it
cannot be controlled. In our delay-provisioning system, voice traffic has the highest prio-
rity and low priority traffic has no impact on voice. Although VoIP is assigned the highest
priority (the single real-time priority) in this chapter, the theoretical results in our previous
work [3-6] support systems with other applications which have a higher priority than VoIP
applications. Our approach can still work by considering other higher priority traffic in the
utilization computation. (3) Open networks, such as the Internet, where traffic cannot be
controlled and is difficult to predict. Our approach can provide statistical guarantees as
long as the traffic on the Internet can be modeled. To our knowledge, modeling Internet
traffic is an open issue and is beyond the scope of this study. At the current stage, we can
measure the Internet delay at the egress and ingress points of custom networks and
dynamically change the bandwidth allocation at custom networks to compensate for the
fluctuation of the delay in the Internet. Certainly, such an approach cannot provide guar-
anteed services. However, if the Internet delay (backbone delay) is small (a general case),
the end-to-end delay is predictable.

Appendix A

The worst-case delay d, suffered by voice packet at link k can then easily be formulated in
terms of the aggregated traffic constraint function F,(I) and the service capacity C, of the
server according to [18]:

1
dy = ?maX(Fk (I +d,) - Cl), (A-1)

k I<B,

where f3 is the maximum busy interval.

We now show that the aggregated traffic function F,(I) can be bounded by replacing the
individual traffic constraint functions F,(I) with a common upper bound, which is inde-
pendent of input link j.

The delay at each server can now be formulated without relying on traffic constraint
functions of individual flows. The following theorem in fact states that the delay for each
flow on each server can be computed by using the constraint traffic functions at the
entrance to the network only. Lemma B.1. The aggregated traffic of the voice flows at link
k coming from input link j is constrained by

E.D) Ciul, Istyy
. = A_2
M n-(Me+pl), I>75, (A-2)
where

Tix = ik T (A-3)
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np,k =0+ pr,k’ (A_4)
and the worst-case delay d, suffered by any voice packet at link k can be bounded by
) _ _ ] nj k- up
e N —(Ce —ne- p) Cj’,k NP
C ’

d, < (A-5)

As we described earlier, admission control at run time makes sure that the utilization of
link k allocated to voice flows does not exceed u,

The total number #, of voice flows from all input links is therefore subject to the follow-
ing constraint:

n < (A-6)

Then, we are able to maximize the right hand side of (A-5) under the previously stated
constrain.

Appendix B

In statistical delay-guaranteed service, all input traffic conforms to a set of random
processes. Suppose these processes are independent, if we know the mean value and the
variance of each individual traffic random variable, and the number of flows is large
enough, then by the Central Limit Theorem, we can approximate the random process
of the combined flows. The Central Limit Theorem states that the summation of a set of
independent random variables converges in distribution to a random variable that has a
Normal Distribution. Actually, using rate-variance envelopes, the traffic arrival rate of
each individual flow is a random variable, and the mean rate and the rate-variance of each
individual flow can be determined using deterministic traffic models. The following
Lemma can be found in [19].

Lemma A.1. With the application of a Gaussian approximation over intervals, the dead-
line violation probability for a random voice packet is approximately bounded by

2
P{d, > D, } Snlnax _(CI +Dy) - 1¢,) j’

1
5 \2m eXp[ 21*RV,(I)

(B-1)

where ¢, is the mean rate and RV,(I) is the rate-variance envelope of voice traffic at
link k. B, is the maximum busy interval.

By this theorem, the deadline violation probability for any random packet can be com-
puted approximately. In the formula given, the final question is how we obtain the values
of mean rate and rate-variance envelope. In [19], the rate-variance envelope can be derived
with the approximation of a non-adversarial Mode: The traffic arrival process conforms to a
weighted uniform distribution, where the rate-variance envelope is approximated but
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non-worst case. Therefore, given the aggregated arrival traffic constraint function F(I) of
all voice flows, we can specify the mean rate and the rate-variance envelope as a function of n;
etc. F(I) is given as follows:

E(I) = CI, I<t
S\ n o+ pD), I>7, (B-2)
where
. mo i
T"_C—nkp' (B-3)

Therefore, we have the following theorem: the mean rate ¢, is

& = nep, (B-4)

and the rate-variance envelope is upper bounded by
RV, (1) = 57 (1, (B-5
(D= PO

At this point, the only undetermined variable is the number of flows on each link. In the
following, we describe how we eliminate the dependency on the number of flows on
each link. The result is a delay formula that can be applied without knowledge of the
flow distribution.

As we described earlier, admission control at run time makes sure that the link utiliza-
tion allocated to each class of flows is not exceeded. The total number 1, of voice flows from
all input links is therefore subject to the following constraint:

n, < ?Ck. (B-6)

With this constraint, by (B-4) and (B-5), the mean rate and the rate variance can be upper
bounded. Therefore, the deadline violation probability can be upper bounded without
relying on the run-time information of flow distribution.
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With the widespread adoption of session Session Initiation Protocol (SIP)-based Voice-
overlP (VoIP), understanding the characteristics of SIP traffic behavior is critical to prob-
lem diagnosis and security protection of IP telephony. In this chapter, we propose a general
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methodology for profiling SIP-based VoIP traffic behavior at multiple levels: SIP server
host, server entity (e.g., registrar and call proxy), and individual user levels. Using SIP
traffic traces captured in a production VoIP service, we illustrate the characteristics of
SIP-based VoIP traffic behavior in an operational network and demonstrate the effective-
ness of our general profiling methodology. In particular, we show how our profiling
methodology can help identify performance anomalies through a case study. We also
demonstrate the efficacy of our methodology in detecting potential VoIP attacks through
testbed experimentation.

11.1 Introduction

Voice over Internet Protocol (VoIP) allows users to make phone calls over the Internet, or
any other IP network, using the packet switched network as a transmission medium rather
than the traditional circuit transmissions of the Public Switched Telephone Network
(PSTN). The maturity of VoIP standards such as SIP [1] and quality of service (QoS) on IP
networks opens up new possibilities for carriers as well as enterprises. Consolidation of
voice and data on one network maximizes network efficiency, streamlines the network
architecture, reduces capital and operational costs, and opens up new service opportunities.
At the same time, VoIP enables new multimedia service opportunities, such as Web-
enabled multimedia conferencing, unified messaging, while being much cheaper.

Voice over Internet Protocol offers compelling advantages but it also presents a security
paradox. The very openness and ubiquity that make IP networks such powerful infra-
structures also make them a liability. Risks include Denial of Service (DoS), Service
Theft, Unauthorized Call Monitoring, Call Routing Manipulation, Identity Theft, and
Impersonation, among others. Not only does VoIP inherit all data security risks, it also
introduces new vehicles for threats related to the plethora of new emerging VoIP protocols
that have yet to undergo detailed security analysis and scrutiny. There have been several
reported incidents and many alerts regarding VolIP attacks or vulnerabilities (e.g., [2,3]).
It is therefore imperative for VoIP service operators to deploy scalable monitoring and
defense systems to effectively shield their VoIP infrastructure and protect their services
and users against potential attacks. In addition, problem diagnosis is also essential to
ensure the robustness of VoIP services.

Despite the importance of VoIP problem diagnosis and security, relatively little research
has been carried out on analysis of behavior characteristics of SIP traffic—the critical
control flow of VoIP services—to help design effective problem diagnosis tools and attack
detection mechanisms. This chapter is the first attempt at understanding SIP traffic beha-
vior based on traces from an operational VoIP service. In particular, we develop a novel
multilevel profiling methodology for characterizing SIP traffic behavior, with the objective
identifying behavior anomalies for problem diagnosis and attack detection. Our methodo-
logy characterizes VoIP service activities by extracting and profiling a large variety of
traffic features and metrics at three different levels in a progressively refined manner:
(i) SIP server host characterization, which provides a broad view of their behavior by moni-
toring and keeping statistics related to only the message types (request vs response) and
user activity diversity; (ii) server entity characterization, which provides a functional
analysis of server activities by separating their logical roles into registrar, call proxy, and so
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forth; and (iii) individual user characterization, which maintains more detailed profiles of
individual user activities. Depending on their needs/requirements, VoIP service operators
may choose to profile server/user activities at different levels. In other words, our method-
ology allows us to balance the speed of profiling, the resource consumption, the desired
sophistication of behavior characteristics, and finally the level of security to be offered,
based on the specific objectives and needs of the VoIP service operator. Using real-network
SIP traffic traces, we illustrate the characteristics of SIP-based VoIP traffic behavior in an
operational network and demonstrate the effectiveness of our general profiling methodo-
logy. Moreover, we show how our profiling methodology can help identify performance
anomalies through a case study. We also develop a profiling-based anomaly detection
algorithm and demonstrate its efficacy in detecting potential VoIP attacks in real-time
through testbed experimentation.

Related Work While there is a considerable volume of white papers and surveys
regarding various vulnerabilities and security threats toward VoIP services (see e.g. [4]),
there is relatively few research studies on these topics. Most focus on defense against
specific attacks, for example, malformed SIP message format attacks [5,6], DoS and other
call disruption attacks [7,89], and voice spams [10], albeit these studies are not based on
real-network SIP traces. To the best of our knowledge our study is the first analysis of SIP
traffic from an operational VoIP service and the first attempt at profiling SIP-based VoIP
traffic behavior based on real-network traces.

Chapter Organization Section 11.2 provides some background on SIP, and briefly
describes the problem setting and data sets. In Section 11.3, we first introduce a heuristic
for discovering SIP servers from passively monitored SIP traffic, and then present our gen-
eral multilevel profiling methodology for characterizing SIP traffic behavior. Section 11.4
applies our methodology to analyze the SIP traffic behavior using the real-network SIP
traces. In Section 11.5, we first use a case study to illustrate how our methodology can help
detect performance anomalies; we then present a profiling-based anomaly detection algo-
rithm and demonstrate its efficacy through testbed experimentation. The chapter is
concluded in Section 11.6.

11.2 Background and Data Sets

We first provide a quick overview of SIP-based IP telephony. We then briefly touch on the
challenges in profiling SIP traffic behaviors based on passive packet monitoring, and describe
the SIP data sets used in our study.

11.2.1 SIP-based VolP Service

The session initiation protocol (SIP) [1] is the Internet standard signaling protocol for
setting up, controlling, and terminating VolP sessions.* SIP-based VoIP services require
infrastructure support from entities such as SIP registrars, call proxies, and so forth

* In addition to IP telephony, it can also be used for teleconferencing, presence, event notification, instant mes-
saging, and other multimedia applications.
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(see Figure 11.1)—we collectively refer to these entities as SIP servers. A SIP registrar associ-
ates SIP users (e.g., names or identities called SIP URIs) with their current locations (e.g.,
IP addresses). A SIP call proxy assists users in establishing calls (called dialogs in the SIP
jargon) by handling and forwarding signaling messages among users (and other SIP serv-
ers). In practice, a physical host (SIP server) may assume multiple logical roles, for example,
functioning both as registrars and call proxies.

Session initiation protocol is a text-based request-response protocol, with syntax very
similar to HTTP. SIP messages are of either request or response type. The method field is
used to distinguish between different SIP operations. The most common methods include
REGISTER (for user registration), INVITE, ACK, BYE, CANCEL (these four are used for call
set-up or tear-down), SUBSCRIBE, and NOTIFY (for event notification). Response messages
contain a response code informing the results of the requested operations (e.g., 200 OK).
The FROM and TO fields in an SIP message contain respectively, the SIP URIs of the user
where a request message is originated from (e.g., the caller of a call) or destined to (e.g., the
callee of a call). In the case of a REGISTER message, both FROM and TO typically contain the
SIP URI of the user where the request is originated. Other important fields include VIA
and various identifiers and tags to string together various transactions and dialogues. The
reader is referred to [1] for details.

11.2.2 Problem Discussion and Data Sets

In this chapter, we focus on characterizing and profiling SIP-based VoIP traffic behavior by
using passive traffic monitoring, with the objective of identifying anomalies to help diagnose
problems and detect potential attacks on critical VoIP services (and their infrastructure).
We assume that passive packet monitoring and capturing devices are deployed in the
underlying network hosting VoIP services. In addition to the standard layer-3 (IP) and
layer-4 (TCP/UDP) header information, portion of layer-7 payload containing appropriate
application protocol (SIP) fields are also captured. The captured packet header and pay-
load information is then processed and parsed for our analysis and profiling. Unlike the
layer 3/4 header fields which generally have well-defined and limited semantics, the layer-7
application protocol such as SIP has a variety of fields, with rich semantics that are often
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context-sensitive and sometimes even implementation-specific. For example, with the
SIP protocol itself, the meaning of the same fields may depend on the method used. Hence,
a major challenge in performing layer-7 protocol analysis and behavior profiling is to
determine how to judiciously incorporate application-specific semantics or “domain know-
ledge” to select appropriate set of key features to capture the essential behavior
characteristics of the application in question. In the following section we present such a
general methodology for characterizing and profiling SIP-based VolP traffic behavior.

Our profiling methodology is motivated and substantiated by an in-depth analysis of SIP
traffic traces captured in an operational network of a commercial wireless VoIP service
provider. The results reported in this chapter use three SIP traces from this network, referred
to as Trace I (13:55-14:30), Trace II (19:00-19:40), and Trace 1II (19:55-20:30), respectively (the
numbers within the parentheses indicate the start and end time of the traces). They are of
about 40 min or so long, captured between 13:00h and 21:00 h within a single day.

11.3 General Methodology

In this section, we present a multilevel profiling methodology for characterizing SIP traffic
behavior using layer-3 to layer-7 protocol information obtained from passive network moni-
toring. In order to characterize and profile SIP server behaviors by using passively collected
SIP traffic traces, we need to identify the IP addresses associated with SIP servers. We first
introduce a simple heuristic for identifying the IP addresses associated with SIP servers
(both SIP registrars and call proxies) based on passive monitoring of SIP traffic. We then
present a general methodology for characterizing and profiling SIP server behaviors at
multiple levels.

11.3.1 Discovering SIP Servers

The key observation behind our heuristics is based on the role of SIP servers in SIP-based
VoIP communications: typically, users must register with SIP registrars and users’ call
signaling must get through SIP call proxies (see Figure 11.1). Hence, the IP address associ-
ated with an SIP server will consistently see a large number of SIP messages going through
it (i.e., with the said IP address as either the source or destination IP addresses). Furthermore,
we will also see a large number of distinct FROM and TO fields in the appropriate SIP
messages (e.g., INVITE, REGISTER) associated with this IP address. The baseline algo-
rithm for SIP call proxy discovery is given in Algorithm 1 examining the SIP INVITE
messages. By examining the SIP REGISTER messages, we have a similar algorithm for
SIP registrar discovery.

In Algorithm 1, for each IP address a in the SIP messages (either as the source or desti-
nation IP) we maintain four records, a.In,..,, a.In,,, a.Out,..,, and a.Out,,, which main-
tain, respectively, the set of unique users (or rather their URIs) seen in the FROM and TO
fields of the SIP INVITE messages received (In) by or sent (Out) from a. If the number of
distinct users in each of the four records exceeds a threshold «* for an example, then a is

* The threshold can be determined, for example, by first plotting .., vs. In,, and Out,., vs. Out,, in a scatter
plot, see Figure 1.2.
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Algorithm 1 Baseline Algorithm Call Proxy Discovery

1: Parameters: message set M, threshold «;
2: Initialization: IPSet: =; ProxyIP: = J;
3: for each me M do

4: if m.method == INVITE then

5: x =m.sourcelIP; y=m.destinationIP;

6 from= m.FROM; to = m.TO;

7 if x¢ IPSet then

8

: X.O0Utgyy = {from}; x.Out,, = {to};
9: X. INgoy = D; x.In,,=;
10: else
11: X.O0Utppom = X.OUtgpoy U { from} ;
12: x.0uty, = x.0ut,, U {to};
13: end if
14: if [|X.I0gey|, |X-Ing|, |x.Outge|, |x.0uty|] > [, @, o, @] then
15: ProxyIP = ProxyIP U {x}
16: end if
17: if y¢ IPSet then
18: V. I = {from}; x.In, = {to};
19: V.Outyoy = i y.O0uty,, =9;
20: else
21: V- IDpoy = V- OUteeoy U { from};
22: yv.In, =y.In, {to};
23: end if
24: if [|y.-Ingowl, |y.-Ing|, |y.Outyel,|y.Outy|] > 1lo, o, o, o] then
25: ProxyIP = ProxyIP U {y}
26: end if

27: end if
28: end for

included in the SIP call proxy candidate set ProxyIP. By ensuring the diversity of callers
(FROM) and callees (TO) in both the SIP INVITE messages originating from and destined
to a given IP, we minimize the chance of misclassifying of a user in the forward mode in
which incoming INVITE messages are forwarded to another location, or similarly, when
a user is in a conference mode. In both cases, the TO field of the INVITE messages will
contain the URI (or its variants) of the forwarder. Hence, the size of the corresponding
In., and Out,, will be small. We have extended the baseline algorithm to incorporate
additional mechanism to address the effect of NAT boxes and other issues, the details of
which can be found in [11].

In the following we illustrate the effectiveness of our baseline algorithm using the real
SIP traffic traces. Figure 11.2a shows the number of unique FROMs vs. TOs in the SIP
REGISTER messages received (i.e., [fyzoy Vs. In,,) and sent (i.e., Outyyoy vs. Out,,) by each IP
address seen in the SIP traces. Similarly, Figure 11.2b shows the number of unique FROMs
vs. TOs in the SIP INVITE messages received and sent by each IP address seen in Trace IL It
is to be noted that as many hosts (i.e, IP addresses) may have the same number of FROMs
and TOs (the labels on the side indicate the number of such hosts). In both cases, only two IP
addresses (which are the same two IP entity addresses in Figure 11.2a and b) have
significantly more FROMs and TOs than the remaining IP addresses, which have only one or
very few distinct FROMs and TOs in a 30-40 min time interval. These two IP addresses are
those of two SIP servers (in this case functioning both are registrars and call proxies) in the
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FIGURE 11.2 Hosts corresponding (FROM,TO).

network, one serving more users than the other in this 40 segment SIP trace* Hence, our
baseline algorithm can effectively identify the IP addresses associated with the SIP severs
(registrars or call proxies) by appropriately setting the threshold (e.g., & =100).

11.3.2 Profiling SIP Server and User Behaviors

Once we have identified the IP addresses associated with the SIP servers, we characterize
and profile the behavior of SIP servers by examining the SIP messages going through
them. We characterize and profile the behaviors of SIP servers (and their associated users)
at three levels—server host, server entity, and (individual) user—by introducing a range of
features and metrics from coarser granularity and finer granularity in terms of the amount
of application-specific (i.e., SIP) semantic information. This multilevel, progressively refined
methodology allows us to balance the speed of profiling, resources required, desired
sophistication of behavior characteristics, and level of security, an so forth based on the
objectives and needs of a SIP-based VoIP operator.

Figure 11.3 is a schematic depiction of our multilevel profiling methodology. At the server
host level we maintain only aggregate features and metrics to provide a broad view of a SIP
server behavior and its “health” by examining only the message types (request vs.
response) into and out of a SIP server and extracting only coarse-grain user statistics
information. At the server entity level, we separate the (logical) role of a SIP server into
registrar and call proxy, as these two separate entities require a different set of features and
metrics to characterize their respective behavior. On the basis of SIP semantics, we
examine the method field of a SIP message to attribute it to either the SIP registrar or call
proxy (e.g., a SIP REGISTER messages and its response are part of a registrar activity while
a SIP INVITE message and its response are part of a call proxy activity), and compute
appropriate features and metrics for the corresponding registrars and call proxies. We also
cross-examine the activities of SIP registrars and call proxies to build cross-entity associa-
tions. At the (individual) user level, we attribute the SIP messages to individual users, and
maintain statistics and features to characterize individual user behaviors. In the following,
we provide a more detailed description of our multilevel profiling methodology.

* In the Trace III we see that the role of the two SIP servers is reversed, with the latter server serving more users
than the former one.
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a. Server Host-Level Characterization

We characterize the aggregate behavior of a SIP server by maintaining two types of
(aggregate) statistics and features: (i) we count the number of request and response
messages received (i.e, fan-in) and sent (i.e., fan-out) by each SIP server (and derivatively
their corresponding ratios) over a given period of time T (say, 5 or 15 min); (ii) we count the
number of unique users (URIs) seen in the FROM and TO fields of SIP request messages,
and compute an aggregate user activity diversity (UAD in short) metric from the distribution
of such data over T. This UAD metric is computed as follows: Let m be the total number
of SIP request messages over T, and n the total number of distinct users seen in the
message. For each unique user i, m; is the number of SIP messages with i in either the
FROM or TO field of the messages. Then p; = m;/m is the frequency that user i sees in the SIP
messages. The user activity diversity metric, UAD, is then given by

UAD := (-, p,log p)/log m € [0, 1], (11.1)

where the numerator is the entropy of the distribution {p;}, while the log m is its maximum
entropy—the ratio of the two is the standardized entropy (or relative uncertainty). UAD thus
provides a measure of “randomness” of user activities as captured by the distribution {p;}: for
n > 1,if p, = 0, a few users dominate the SIP activities (in other words, they appear in most
of the messages), whereas p; = 1 implies that p; = O(1/m) and thus each user only appears in
a few number of SIP messages (hence, overall the user activities appear random).

b. Server Entity-Level Characterization

Registrar: Using the method field of SIP messages, we separate registrar-related messages
(e.g., the REGISTER messages and their responses) and use them to generate statistics and
features for registrar behavior profiling. Similar to server-level analysis, we maintain aggre-
gate statistics regarding the number (and ratios) of REGISTER and other registrar-related
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requests and responses received and sent by a registrar. In terms of user activities, we
maintain the number (and list) of users that are successfully registered, and compute a
similar user activity diversity (UAD) metric with respect to the registrar. In addition to
these aggregate statistics and features regarding the message types and user activities, we
also perform a more detailed registration analysis. We examine the response codes in the
response messages to maintain statistics about the number of successful and failed registra-
tions. We also calculate the registration periods of users (i.e., the time lapses between two
consecutive REGISTER messages from the same user) and the interarrival times of any two
consecutive REGISTER request messages (from different users). From the former we
compute the (average) registration period of the registrar and from the latter we derive a
(fitted) model for the user REGISTER request arrival process. Together, they not only reveal
the configuration of the registrar but also the temporal behavior of the registrar.

Call Proxy: By analyzing the SIP messages related to call activities (e.g.,, SIP messages
with the INVITE, BYE methods, and their responses), we generate statistics and features
for call proxy behavior profiling. Similarly, we maintain aggregate statistics regarding the
numbers and ratios of various call requests (INVITE, BYE, CANCEL, etc.) and their responses
received and sent by a registrar. We maintain several UAD metrics regarding the aggre-
gate user call activities: UAD .., UAD jjeer and UAD,jjer-caneer Which measure the UAD of
callers, callees, and caller—callee pairs. Each of these metrics is computed using equation
(1.1) with appropriately defined parameters: m is the number of SIP call request messages
(SIP INVITE, BYE, and CANCEL) requests, and (i) for UAD,,.,, 1, is the number of SIP call
request messages with user i in the FROM field, (ii) for UAD_, .., ; is the number of SIP call
request messages with user i in the TO field, and (iii) for UAD_,jjer-canieer We replace m; by m;;
where m;; is the number of SIP call request messages with user i in the FROM field and user
j in the TO field.

Furthermore, we perform a more detailed call analysis to maintain various call statistics
and features of a call proxy. These include the number of ongoing calls, completed calls
(calls ended by BYE only), canceled calls (calls ended by CANCEL only), failed calls (calls
receiving a response with a Request Failure (400-499) response code), and so forth,
in a given time period. We also compute statistics (average, standard deviation, or distribu-
tion) regarding call durations and call request arrival rates.

Cross-Entity Association: we also correlate statistics and features to generate a cross-entity and
network-wide view of the SIP traffic. A detailed description is provided in Kang et al. [11].

c. Individual User-Level Characterization

If needed, we can also maintain statistics and features regarding the individual user activi-
ties. For example, from the user call activities we can maintain the (typical or average)
number of calls made or received by each user u, and compute the diversity of callees
(UAD®,..) of the calls made by the user as well as the diversity of callers (UAD®Y), ) of the

calls received by the user u. Other statistics such as (average) call durations may also be
maintained. Due to space limitation, we do not elaborate them here.

11.4 Characteristics of SIP Traffic Behavior

In this section, we apply the general profiling methodology presented in the previous
section to analyze the SIP traces to illustrate the characteristics of SIP traffic in a real VoIP
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network and use them to justify the statistics and features we have taken for profiling SIP
traffic behavior. In particular, we show that in normal operational environments SIP traffic
behavior tends to be very stable both in terms of various SIP message types, user registra-
tion, call, and other related activities.

11.4.1 Overall Server-Level Characteristics

Throughout this section, we primarily use TRACE II and server-1 as an example to illus-
trate the results. Figure 11.4a shows the numbers of request and response messages
received (REQin, RESin) and sent (REQout, RESout) by server-1 over 5-min time intervals of
the SIP traces. We remove the first and last 5min of the segment to avoid the boundary
effect. Figure 11.4b shows, respectively, the ratios of REQin vs. RESout, REQout vs. RESin,
and REQin vs. REQout over the same 5-min time interval. We see that overall the total
numbers of request and response messages received and sent by the SIP server do not
vary significantly. In particular, for every one request message received/sent by the
SIP server, on an average there is approximately one response message sent/received by
it—this is generally expected. There are roughly twice as many request messages received
by the SIP server than sent by it. As we will see shortly, this is primarily due to the
REGISTER messages which comprise a large portion of the total request messages
received by the SIP server. Unlike many SIP request messages of other methods (e.g.,
INVITE), a REGISTER request message does not trigger the SIP server to generate
another request message except a response message.

We break down the SIP request messages based on the method type and count their
numbers over 5-min time intervals. Figures 11.5a and b shows the proportions of request
messages of each method type received and sent, respectively, by the SIP server. As noted
earlier, REGISTER request messages consist of nearly 60% of the total request messages
received by the SIP server, while SUBSCRIBE request messages form 40% of them. In
particular, there are no NOTIFY request messages received by the SIP server. In contrast,
the NOTIFY messages comprise 90% of the total request messages sent by the SIP server,
while there is no REGISTER request messages at all. A more in-depth examination of the
SUBSCRIBE messages received and NOTIFY messages sent by the SIP server reveals that
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FIGURE 11.4 Analysis on message types for a server.
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FIGURE 11.5 Analysis on fan-in and fan-out for a server.

there is approximately a one-to-one correspondence between the SUBSCRIBE messages
received and NOTIFY sent: this is to be expected, as a SUBSCRIBE received by the SIP
server would trigger one (and perhaps a few more) NOTIFY message sent by the SIP server.
Inboth the request messages received and sent by the SIP server, call-related SIP request
messages such as INVITE, BYE, and CANCEL consist of only a small portion of the total
request messages received/sent by the server.

Figure 11.6 shows the UAD metric of the total SIP messages (both received and sent)
by the SIP server over a 5-min time interval, as well as those for SIP request messages
received and sent separately. We see that the UAD metrics are close to 1 over all 5-min time
intervals and they are fairly stable. As seen in the next subsection this is primarily caused
by the periodic exchanges of the REGISTER, SUBSCRIBE, and NOTIFY request messages
and their responses between the SIP server and users. Our results show that the aggregate
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FIGURE 11.6  User activities diversity for a server.
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SIP traffic behavior is in general fairly stable and the aggregate statistics/features chosen in
our profiling methodology provides a good summary of these stable characteristics. The
same observations also hold true for server-2 (which handle a relatively smaller portion of
SIP messages in TRACE II') as well as for TRACE III (where server-2 handles a large portion
of SIP messages while server-1 handles a relatively smaller portion of them). TRACE I, on
the other hand, contains an interesting anomaly which is detected by our profiling methodo-
logy. We will discuss and dissect this anomaly in more detail in Section 11.5.1.

11.4.2 Registrar Behavior Characteristics

We now focus on the REGISTER request messages and their responses of server-1
(functioning in the role of a registrar), and in particular, examining how REGISTER
messages are generated by users. In Figure 11.5a we have shown that REGISTER messages
comprises 60% of the total request messages received by the SIP server (registrar).
Moreover, the ratio of the number of REGISTER request messages vs. their responses is
approximately 1. We observe that the user activity diversity metric for the REGISTER
request messages is close to 1, indicating that there are no individual users who domi-
nate the generation of REGISTER messages. The number of unigque users seen in (the FROM
field of) the REGISTER messages over given time intervals are examined. The total number
of (distinct) users seen in TRACE II is 17800 that is almost the same as the number of users
seen in 15-min intervals and the number of users seen in a time interval of length
T (= 15min) is roughly 17800 X (T/15). As we will see, this is primarily due to registration
periods and a REGISTER arrival process.

To further illustrate how REGISTER messages are generated, we calculate the time lapses
between two consecutive REGISTER messages from each user, the distribution of which is
shown in Figure 11.7a. The distribution clearly reveals that users generate REGISTER mes-
sages roughly periodically with a mean of 15 min. In Figure 11.7b we plot the distribution
of the interarrival times between two consecutive REGISTER messages (from two different
users). The distribution can be well fit into an exponential distribution of the form p(x)=
Ae ™, where A = 0.27. Hence, we see that the number of REGISTER messages seen by the
SIP server (registrar) follows approximately a Poisson process. We also study characteris-
tics of SUBSCRIBE and NOTIFY messages which often follow the REGISTER messages of
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the same users. We perform an in-depth analysis on the number of message types, interar-
rival times between requests, the SUBSCRIBE periods from each user, and such results are
included in [11]. The large number of messages and their regularity lead us to suspect that
these SUBSCRIBE and NOTIFY messages are sent to subscribe and notify system resources
such as voice mailboxes.

11.4.3 Call Proxy and User Call Behavior Characteristics

We now analyze the characteristics of calls and call-related user activities. Comparing
with the number of REGISTER, SUBSCRIBE, and NOTIFY messages, we observe that call-
related messages consist of a much smaller portion, indicating that while there are a large
number of users (or more aptly, SIP phone devices) in the network, only a very small num-
ber of the users actually make phone calls in a specific period. This observation is further
confirmed in Figure 11.8a which shows the number of unique callers (users seen in the
FROM field of INVITE messages) and callees (users seen in the TO field) in each 5-min interval.
Recall that there are a total of 17 800 unique users in the trace segment. Figure 11.8b is a
scatter plot showing the number of calls made vs. calls received per user over 5-min
intervals. Again we see that at individual user level, the numbers of calls made and received
are generally very small and consistent. In terms of diversity of calls made by users, Figure
119a shows the UAD metrics of callers (FROMs), callees (TOs), and caller-callee pairs
(FROM-TOs) as defined in Section 11.3.2. We see that the call activities are fairly random, not
dominated by any particular user (either as caller or callee).

The number of various call types (ongoing, completed, failed, and canceled calls) over
5-min interval is shown in Figure 11.9b. We see that the number of calls in a typical
5-min interval is fairly small, and the number of failed calls is relatively high due to user
mobility or receiver statuses (busy or not available). Figure 11.10 shows the call interarrival
times are approximately exponentially distributed (the call arrival process is approxi-
mately Poisson). We observe that call duration typically lasts between 0 and 3 min while
failed and canceled calls tend to last very short. Not surprising, these statistics are similar
to traditional telephony, indicating that these call activities are human-generated.
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11.5 Applications

In this section, we illustrate the usefulness and applicability of our general profiling meth-
odology in helping diagnose problems and detect potential attacks against VoIP service
and infrastructure through a case study as well as testbed experimentation. In particular,
we develop a novel profiling-based feature anomaly detection algorithm for these purposes.

11.5.1 Problem Diagnosis: A Case Study

We use a case study—an interesting case uncovered in the analysis of the real-network SIP
traces—to illustrate how our methodology can be used to detect and diagnose perfor-
mance anomalies. As reported earlier, we see that overall the numbers of SIP REGISTER
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request and response messages and their ratios (over 5-min interval) stay fairly stable, and
this can be mainly attributed to the fact that users generate REGISTER messages periodi-
cally and these messages are generated randomly from the users. These observations hold
almost all 5-min intervals for both servers in the traces except for one 5-min interval of
server 1 in trace segment 1, where we have found an interesting “anomaly.” As is evident
from Figure 11.11, the number of REGISTER messages received by server 1 in the very first
5-min interval in this trace segment is significantly larger than in other time intervals, and
while the number of the responses sent by the server also increases slightly—in particular,
the ratio of the numbers of requests vs. responses increases drastically.

To figure out the cause of this anomaly, we perform a more in-depth analysis of the SIP
messages in this anomalous 5-min interval. Figure 11.12a shows the number of REGISTER
messages received by server 1 vs. the responses generated by it in each second of the
anomalous 5-min interval. We see that between around the 100th second to 160th second
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FIGURE 11.12  Analysis on requests and responses for anomaly.
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of this 5-min interval, the number of REGISTER requests from users shots up quickly, while
the responses returned by the server first dips for about 50-60s before it shoots up also,
catching up with the number of REGISTER requests, after which everything returns to the
norm. Figure 11.12b is a scatter showing the number of REGISTER requests generated vs.
number of responses received per user in the 1-min time period from the 100th second to
160th second. To better illustrate the number of data points occupying a particular integer-
valued grid (x, y), the data points are “perturbed” slightly around it at random. We see that
instead of the normal one REGISTER request and one response per user, many users send
from 2-7 REGISTER requests while receiving one or two responses. Closer investigation
reveals that the problem is caused by the SIP server not responding to the user registration
requests immediately, triggering users to repeatedly retransmit their requests within a few
seconds until they either give up or receive a response with either response code 404 Not
Found, 408 Request Timeout, or (eventually) 200 OK.

Since all these users were eventually able to successfully register with the SIP server, the
surge of the REGISTER requests is unlikely to be caused by DoS attacks with spoofed or
frivolous REGISTER messages (as were originally suspected by us). That the SIP server
failed to respond to the user registration requests in a timely fashion may be caused by
delay or slow response from some remote (user/call) database with which the SIP server
was interacting.* This performance anomaly can be easily detected using a simple anom-
aly detection algorithm such as the one described in the following.

11.5.2 Feature Anomaly Detection and VolP Attacks

Our profiling methodology produces an ensemble of statistics and features over time:
for each statistics/feature, a time series is generated. Sudden changes or deviations
from expected behavior in a subset of the statistics/feature time series signify anomalies.
As has been illustrated later in this section, different VoIP attacks may trigger a different
(sub)set of statistics/features to exhibit sudden changes or deviant behaviors. Our profiling-
based anomaly detection algorithm consists of the following three key components/phases
per feature:

* Baselining/Profiling In this phase, which lasts from [0 — T},,,] time windows,
we base-line the feature and obtain an estimate of the maximum deviation possible
under normal circumstances. We use two sliding windows, one for averaging
the feature values and the other for averaging the instantaneous rate-of-change of
the feature values, with the windows denoted as T; and T,, where T, + T, < T,
The output of this phase is the maximum deviation of the rate-of-change from its
average. Thus, more precisely: (1) First, for the feature averaging, we use an
Exponential Weighted Moving Average (EWMA) with a beta = 2/(T; + 1) to obtain
the feature average at time t as: EWMA(t) = BEWMA(t — 1) + (1 — B) f(t); (2) Thus,
we measure the instantaneous rate-of-change as: s(f) = | [At)/EWMA(t — 1)]-1]; 1; (3)
Over the window T,, we average the instantaneous rates-of-change such that for
every time t in the period [(T; + T,) — Ti.,,.], we obtain the average slope s,.,(t) = (1/T,)
2i=Tys(t); (4) At a time t + 1, we calculate instantaneous deviation of rate-of-change

* This problem points to a potential implementation flaw in the SIP client software: when a registration request
times out, the client immediately retransmits the request, thereby causing a surge of requests and thus aggra-
vating the problem. A better solution would have been to use an exponential back-off mechanism to handle
the retransmission of the registration requests.
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from its average as: d(t + 1) = s(t + 1)/s,,,(f). We learn theT maximum of this deviation
in the time period (T} + T, + 1) — T}, ] as: a = max, g oy d(t).

e Alerting along with Lock-in/Lock-out of Averages After the learning period is
over, we monitor the instantaneous slope s(f) and if it is o times greater than the
average slope s,,(f), then we raise an alert and increase the alert level. Otherwise,
we update the feature average EWMA(t) and average slope s,,,(t). Note that, if an
alert was raised, then we lock in the values for feature average and average slope,
and these values are locked out that is, can be updated only when the alert value is
reduced to zero. False alarms are avoided by having multiple levels of alerting and
the system is said to be in an anomalous state only when the alert level is at its
maximum. In particular, we use four levels: Green (alert = 0), Yellow (alert = 1),
Orange (alert = 2), and Red (alert = 3).

* Reporting This phase is used for reporting the suspicious elements of a feature
that are contributing to the anomaly. This is done only on the features that report
the UAD over the feature’s distribution, for example, UAD.,,, UAD,,... It is applied
only when the alert level is updated to its maximum level.

Before we proceed to report the performance of the anomaly detection algorithm stated
earlier, we briefly discuss some common potential attacks on VoIP services, and what
statistics/features in our SIP behavior profiles may provide alerts about such attacks. Given
the generality of our multilevel profiling methodology, we can detect a wide variety of
attacks: DoS and DDoS attacks on VoIP infrastructure or users, VoIP spam, and worms
that exploit VoIP protocols to spread. The underlying hypothesis toward detecting these
attacks is that such an attack introduces either a volume surge, a sudden change or devia-
tion in the ratio/distribution statistics or metrics (e.g., randomness) in one or multiple
features. Moreover, the ability to cross-correlate across multiple features also provides us
the unique capability to classify the attack. Consider an example of call spam attacks,
defined as when a spammer generates many calls, most likely in an automated fashion
toward several unsuspecting callees (e.g., automated calls made by telemarketers simulta-
neously to many callees advertising a product). Thus, by varying the following parameters,
a spammer can generate a variety of attacks: (1) number of callers per spammer IP address;
(2) whether the IP addresses are legitimate or not; (3) number of IP addresses and;
(4) volume of spam calls. The values that each of these features take can be subjectively
categorized as “one (or few)” or “many.” Thus, there are 2* unique spam attacks, two of
which are (i) high volume spam where one caller per legitimate IP address sends large
number of calls to random callees; (ii) and low volume spam where one caller per legitimate
IP address sends moderate number of calls to random callees.

11.5.3 Experimental Testbed and Results

To validate the efficacy of our detecting algorithm, we use a testbed consisting of two
machines, connected via an OC-3 link (1.5 Gbps). Each machine has two Intel(R) Xeon(TM)
CPU 3.40GHz processors and 4 Gbytes memory available to a process running on the
Linux kernel 2.4.21. We replay the trace by using tcpreplay from one machine while the
other one is configured to sniff packets off-the-wire and runs our packet analyzer as well
as the anomaly detection module. The packet analyzer can parse layer-7 payloads off-
the-wire from network links and emits an annotated vector per packet. Throughout the
performance experiments, the capability of our packet analyzer is pegged at a line-rate of
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1.5 Gbps while processing VolP packets up to a maximum of 600,000 concurrent calls with
new calls arriving at 1000 calls/second.

For the attack scenario, we take a 3-min sample of clean traffic from our trace and merge
the call spam attack toward the end of the trace. In particular, one existing caller URI/IP
address from our trace is selected as the spammer. We generate multiple SIP requests from
this caller toward randomly generated callees. We generate (i) high volume spam that lasts a
duration of 25 s, with new calls generated in the first 10s at the rate of 100 calls/second to
yield a total of 1000 spam calls in the trace and (ii) low volume spam, consisting of only 10
calls generated by the spammer in the same time duration of 10s. Each spam call is gener-
ated to last the same duration of 15, assuming that the spammer is transmitting the same
automated message to each caller. In this scenario, we also assume 100% of the callees
respond to the caller and none of the callees hang up on the call before the spam call is
completed (terminated by BYE). For detecting the attack, we configure the module with a
time slot of 2s, where the learning period T,,,, lasts for 40 time slots. The averaging time
periods T, and T, are 5 and 15 slots, respectively.

Figure 11.13a and b show two of the several features used in detecting the high volume
spam attacks (see [11] for figures of other features). Note that each feature can be observed
to be stationary before the attack. Observe that there are two peaks in Figure 11.13a, where
the first peak occurs close to the beginning of spam and consists of the flood of INVITE
messages and the second peak occurs close to the end of the spam consisting of BYE pack-
ets. Our algorithm is able to detect the attack almost instantaneously around time slot 60,
when the features of total requests and total unique callee URIs reach the Red alert stage (alert
value = 3). Note also that the histogram (distribution) of caller IPs is dominated by the
spammer and thereby the corresponding UAD exhibits sharp decreases around the begin-
ning of the attack (Figure 11.13b). Furthermore, at the time when the alerts for these features
turn Red, comparing the current histogram with the last clean histogram (the one at time
slot 60) would reveal the caller URI and caller IP involved in the attack. The efficacy of our
anomaly detection in detecting even the low volume spam attacks is highlighted via Figure
11.14a and b, which show the performance in the presence of the low volume call spam. In
this case, the spammer is able to hide within the background traffic quite well as none of
the volume features of total number of requests exhibits any significant change during the
spam period. However, the intrinsic behavior of the spammer of generating multiple
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requests from the same client URI and IP address results in the detection of the attack via
the features that track user behavior. Hence, the UAD for caller IPs exhibits three consecu-
tive alerts, leading to the extraction of the spammer’s IP address around time slot 63 in
Figure 11.14b.

11.6 Conclusions

In this chapter, we have presented a general profiling methodology for characterizing
SIP-based VoIP traffic behaviors at multiple levels: the SIP server host, service entity
(registrar, call proxy, etc.), and individual user levels. Applying knowledge about applica-
tion protocol semantics and expected system/user behaviors, an ensemble of statistics
and features are selected at each level to capture the essential and stable characteristics of
SIP message exchanges, types, volumes, user activities, and so forth. Through our analysis
of SIP traffic traces obtained from an operational VoIP service, we show that the overall
SIP-based VolIP traffic exhibit stable characteristics and behavior that are well captured by
the statistics and features selected in our profiling methodology, thereby justifying the
selection of these statistics and features. Finally, we illustrate how our profiling methodol-
ogy can be used to help identity anomalies for problem diagnosis and attack detection.
In particular, we have developed a novel profiling-based anomaly detection algorithm and
demonstrate its efficacy in detecting VoIP attacks through testbed experimentation.
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12.1 Introduction

Wireless Local Area Network (WLAN) has been one of the most successful technologies in
the recent years. It is a fact that it has been deployed everywhere: companies, educational
institutions, airports, cafeterias, homes, and so on. Also, in the press it is frequently
reported that the government of a city is to commence a project to offer public Internet
access by using WLAN technology.

Two kinds of WLAN architectures or operation modes exist: Infrastructure mode, which is
the most common mode and uses a centralized coordination station, usually called an Access
Point (AP), for the scheduling of transmissions. All traffic goes via the AP. An example is
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FIGURE 12.1 Wireless LAN architectures.

shown in Figure 12.1a. An ad hoc mode network works without this centralized element and
therefore it needs a routing protocol to provide reliable end-to-end communications between
users. An example is shown in Figure 12.1b.

The most widely adopted architecture for infrastructure and ad hoc wireless networks
is based on the IEEE 802.11 standard [1], which was initially designed for data services.
Therefore, it does not have ideal characteristics for real-time communications such as video
or voice. The most successful versions of the technology are IEEE 802.11b and IEEE 802.11g.
The main difference is the operation rate, that is, the b version has 11 Mbps as upper limit
and in the g version the maximum rate is 54 Mbps.

Much research has been carried out with the intention of extending the services offered
from data to real-time communications in wireless networks. As a result a new standard,
IEEE 802.11e [2], was developed giving support for Quality of Service (QoS), which is
needed for real-time communications.

Voice over Internet Protocol (VoIP) [3-5] is currently a predominantly used technology,
with a greater number of people using it to telephone across the world. There are many
common programmes which make it easy to use VoIP: Skype [6], MSN messenger [7], VoIP
cheap [§], etc. They are frequently used every day because they offer a good quality and
are cheap. Hence, VoIP is beginning to be a very widely used technology. The principal
telephony service provider companies have realized this and most of them are now offer-
ing VoIP services, specially to enterprises.

Many organizations are using WLANSs as the first hop in their networking strategy, and
hence it is important to investigate how VoIP performs over WLAN. An example of a real-
istic scenario is often the best way to investigate a problem: A university department which
uses WLAN as its local area network installs VoIP. Subsequently, all the calls between
lecturers in the department will be through VoIP. In this case, it would be interesting to
know the performance limitations.

Trying to establish a clear objective in our research, we focused the principal objective as
a question: How many VoIP calls can be established over a 802.11b WLAN? To answer this
we measured three quantities which are the most important parameters involved in real-
time voice communications, assuming that raw data throughput is not a problem.
The first parameter is packet delay, which is a measure of the time taken for a packet to
travel from an originating node to a destination node. The VoIP maximum one-way delay
recommended by ITU-T G.114 is 150 ms [9]. The second parameter is packet jitter, which is a
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measure of delay variability. For this purpose we measured the time between packet arriv-
als. We checked the time variability between arrivals, because for jitter the average is not
important but the variance is. The last parameter is loss packet rate (LPR). This is a measure
of how many packets are dropped in a particular conversation. The results for the LPR are
given as a percentage, which will give some clue as to the impact on quality.

In order to answer the question we carried out a large number of simulations of both
infrastructure and ad hoc networks. In each case we measured the key performance
criteria: packet delay, jitter, and LPR. This chapter presents some of the key results and
provides a number of answers, depending on the precise conditions.

Moreover, we provide in this chapter results obtained from real experiments which vali-
date our research. In addition, it will be shown the improvement that 802.11e offers for
real-time voice applications in front of 802.11b.

12.2 The Simulated Scenarios
12.2.1 VolP Traffic

Before working out the simulation the characteristics of the VolP traffic must be defined.
Table 12.1 shows the most popular codecs used for voice.

In order to select one of these codecs to perform the simulations we decided to use codec
G.711 because it is the most restrictive. In this way, the obtained results would be an infe-
rior limit. Therefore, we will show the worst case and if other codec is used the number of
VoIP calls performing with a good quality will be higher than the number obtained in our
work. It must be noticed that in many commercial implementation the codec G.711 is used
by sending 160 bytes each 20 ms. However, we use in our simulation the values showed in
the table. These values follow the standard PCM codec (an 80 bytes packet generated every
10 ms) and they are more restrictive.

Besides, the way in which the VoIP flows will work over the WLAN must be defined. In
our simulations every VoIP call generated two VoIP flows in the WLAN, when the infra-
structure mode was used. There was one flow from one of the end nodes involved in the
call and the AP and another one from the AP to the other node. That is because the VoIP
call was generated as half-duplex traffic which means that only the node which established
the call (caller) sends traffic at first. Then, after a random time, this node stops and the
node which received the call (callee) starts to send traffic. The time each node spends send-
ing traffic was randomized. Usually, the node which sent traffic changed several times
during the call. In the ad hoc mode, each VoIP call generates from one to several flows
depending on the number of intermediate nodes which forwards the traffic from the

TABLE 12.1

Most Common Codecs Features

Codec G.723.1 G.729 GSM G.736-32 G.711
Bit rate (kbps) 5.3/6.3 8 13.2 32 64
Framing interval (ms) 30 10 20 20 10

Payload (bytes) 20/24 10 33 80 80
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originator node to the destination node, but the traffic generation was the same than in the
infrastructure mode.

12.2.2 Scenarios Simulated

Five scenarios were simulated: three of them under an infrastructure mode architecture
and two using an ad hoc mode network. Some of them are ideal scenarios by which we
mean that nodes in these simulations were close together; something that may not happen
in a real scenario. The reason to simulate an ideal scenario was to obtain a baseline maxi-
mum number of calls value and which we could then compare with some more realistic
scenarios. The simulated scenarios were

¢ Infrastructure mode ideal scenario. AP packet queue length: 50 packets. 20 stations
plus 1 AP.

¢ Infrastructure mode ideal scenario. AP packet queue length: 100 packets. 20
stations plus 1 AP.

¢ Infrastructure real scenario. 20 stations plus 1 AP (Figure 12.2).
¢ Ad hoc mode ideal scenario. 31 stations.
* Ad hoc mode real scenario. 31 stations (Figure 12.3).

The key point in the infrastructure mode scenarios is the AP. When more conversations
are added the AP has to schedule more packet transmissions, hence its packet queue will
lengthen. Those packets which are waiting to be forwarded will be delayed. The AP
queue has a limited capacity and when the queue is full, if a new one is received it will
be dropped.

In the ad hoc case, a routing protocol has to establish routes among nodes in order to
establish end-to-end user conversations. In this case, there will normally be intermediate
nodes in a call. Depending on which nodes establish a VoIP call there will be more or less
hops needed for a packet to arrive at the destination node. It is possible that some node in
a conversation path will become saturated, as it could be a node involved in many conver-
sations. In this case, all the conversations which use that node will be affected, their pack-
ets will be delayed and, if the node packet queue is full, some packets will be dropped.
This is the normal behavior in an ad hoc network. However, in our simulation there is a
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FIGURE 12.2 Infrastructure mode real scenario.
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special ad hoc scenario which presents ideal conditions (nodes very close). In this scenario
there will not be any intermediate nodes in the conversation path, because the nodes are
very close to each other, and only one hop is needed for a packet to reach its destination.
Therefore, if there is high delay it is because the environment is saturated and many colli-
sions are happening in the link.

12.2.3 Simulation Features

The simulation time used was 100 seconds in the four first scenarios, and more than 30
seconds in the last one. This time was sufficient to obtain the desired results.

In the infrastructure mode, to obtain results it is sufficient to analyze one call to under-
stand the happenings in that scenario, even if more calls are running at the same time.
Since there is a centralized control element, the AP, and there is no quality of service (QoS)
mechanism running, all packets receive the same treatment. Therefore, when the AP queue
is saturated, packets from all conversations are dropped on a random basis, and packets
from all conversations are delayed in the same way. Knowing this, if one conversation
starts to present bad results in delay, or dropped packets appear for that conversation, the
remaining conversations will also present the same behavior and bad quality. Therefore, it
would suffice to check results for only one call in order to achieve our objective.

In the fourth scenario, also, it is enough to obtain results for only one conversation to
understand the situation. As it is an ideal ad hoc scenario where all the nodes are very
close, the routing protocol establishes one hop path between all the nodes. In other words,
one packet needs only one hop to arrive at the destination node. Hence all the conversa-
tions suffer the same environment. So if packets from an individual conversation show
high delay or are dropped, it is because the link is saturated. It could be concluded that all
the conversations must have the same problems. Hence, one conversation is enough to
understand what is happening in a particular simulation.

In the ad hoc real scenario we had to obtain data for every VoIP call running, because in
this case every call has a different path and different number of hops. It is possible that one
intermediate node in a conversation is saturated and this conversation will present bad
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results, whilst other conversations running at the same time do not cross that node, and
will be carried successfully.

12.3 Results

The simulation results are reported in several figures. Figure 12.4 shows average packet
delay versus number of calls running over a scenario. Figure 12.5 shows jitter variance
versus number of calls. Figure 12.6 shows LPR versus number of calls. These graphs show
results for all scenarios except the ad hoc real scenario.

The first scenario shows an abrupt change when the sixth call is added. The LPR changes
from 0% to 10%. This is an unacceptable value, because 10% of the information in a phone
call cannot be lost, because then the conversation would probably not be comprehendable.
Also the delay results indicate bad quality, because the average delay is over 50 ms. This
means that the delay of many packets is over this value, whereas in the previous cases it
has a very low value. The jitter’s variance starts to increase at this point (sixth call) but not
too much; but it is a warning showing that something is working worse than in the previ-
ous cases. If even more calls are added, all the parameters get worse.

The second scenario results are very similar. We simulated this scenario because in the
previous one we obtained an unacceptable LPR when the sixth call was added. The AP
drops packets when its queue is full. Trying to reduce this effect we doubled the AP’s
queue length. We expected to reduce the LPR whilst paying with a higher packet delay.
Results obtained showed that when the sixth call is added the average delay is higher than
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in the first scenario, more or less double, which means around 100 ms of average delay.
This is an unacceptable value because for much of the time the packet delay will be over
150 ms to obtain an average of 100 ms. However, a lower value of dropped packets does not
appear. The result is an LPR of 9% instead of 10% with a 50 packet queue in the AP. The
commentary for the jitter’s variance is also the same than in the previous case. With the
sixth call it starts to increase. Again, very bad results are obtained if 6 or more calls are
running over this scenario.

The third scenario is a real infrastructure mode scenario in contrast to the previous ideal
scenarios. In this case the nodes are located around the AP, as will occur in many real
cases. However, results in this case are quite similar to the previous ideal results. Again,
when the sixth call is added the call quality becomes unacceptable. Specifically, the aver-
age packet delay becomes around 100 ms. The LPR is slightly lower than in the previous
cases, around 7% but this is still too much information being lost. The variance in jitter
again presents the same bahavior than in the previous cases. When we introduce 7, 8, 9, or
10 calls as in scenario 1 and 2 cases the results are really bad.

Results for the ad hoc mode ideal scenario are reported in Figures 12.4, 12.5, and 12.6. In
this case the key step occurs when the eleventh call is added. Delay and jitter are the
parameters which show unacceptable values. The average packet delay is around 100 ms,
and as we explained in some previous cases this is a bad value because, if the average is
100 ms it is because many packets have a delay over 150 ms which is not acceptable. The
jitter’s variance presents an abrupt jump between the tenth and eleventh calls. A high vari-
ability in the jitter shows bad quality in the communication, in this case very bad quality.
The LPR changes from 0% to 0.3%, which is an important change. Since it is an ideal sce-
nario and packets need only one hop to arrive at the destination node, if there are dropped
packets it is because in the originating node queue there are 50 packets waiting to be sent,
and a new one is generated and dropped because the queue is full. Therefore, this low LPR
explains why the delay is so high. A quick conclusion is that eleven or more calls cannot be
established in an ad hoc scenario with ideal conditions.

In the ad hoc real scenario we cannot present a summary result, because the results in
every simulation were different. It depends on which calls are running in the scenario and
which nodes are involved in these calls. To explain this, Figure 12.7 which measures the

VolIP simulation 802.11b ad hoc. VolIP simulation 802.11b ad hoc.
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instantaneous delay of each packet in the scenario shows the results of two calls running
over a four calls scenario, with poor values for the delay. The packet delay value is over
50 ms much of the time in these two calls, and one of them with peaks which reach more
than 150 ms. However, we found a scenario where seven calls run properly. In this sce-
nario, the packet delay is always under 40 ms and most of the time under 20 ms for the
seven calls, which is an acceptable value.

Other scenarios were simulated, and we found scenarios with four calls with good
parameters’ values and scenarios with seven calls with unacceptable quality in the conver-
sations. We did not find a simulation with eight calls working properly. We simulated
many times with different combinations of calls, but no simulation presented good results.
These results are a good example to explain that in a real ad hoc scenario it is impossible
to obtain a general result, because it very much depends on which nodes establish a
conversation and which nodes are involved in the path of each conversation, whether a
particular conversation will have an acceptable or unacceptable quality. The last commen-
tary in this real ad hoc scenario is that we found one case when even one call could not be
established, because the routing protocol did not find a path between the caller and the
callee. Checking the trace output file we saw that all the packets sent from the originating
node were dropped because the originating node did not know the following hop.

12.4 Statistical Analysis

We tried to find if there are some patterns in the delay and jitter statistical distribution. In
this way, by just glancing at a distribution from a particular VoIP call we should be able to
recognize if the quality of that conversation is good or not. Following this objective we
obtained histograms with packet percentage versus time, for packet delay and jitter as we
can see in Figures 12.8 and 12.9.

Figure 12.8a shows that when we have a simulation with good parameters, the distribu-
tion which describes this situation is an exponential distribution in packet delay, because
most part of the packets have a low delay. Obviously, the exponential does not start at time
0, because it is impossible for a packet to experience a delay of 0 seconds. The minimum
will be around 1 or 2 ms. If we add more calls and consider the first case with unacceptable
values, 6 calls simulation (Figure 12.8b), the distribution has a peak at low values of delay,
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FIGURE 12.9 Jitter distribution evolution. All histograms are obtained from infrastructure mode real scenario.

which includes about 30% of the packets, but there is an important percentage of packets
with high delay values, between 100 and 200 ms. The shape of this distribution is some-
thing like a U. If more calls are added, the peak in the low values disappears, and more
packets are in the high values. At this moment a distribution similar to a normal distribu-
tion can be seen, as it is showed in the graph in Figure 12.8c. Evidently, this distribution is
centered around a high packet delay value.

A different evolution occurs in packet jitter. With five calls, there is a normal distribution
centered around 10 ms, with short and symmetrical queues, as is shown in Figure 12.9a.
This is the expected result when the jitter presents a good quality value. In the case with six
calls shown in Figure 12.9b, when the quality of the conversation reduces, the queue on the
right side is longer and the distribution presents a non-symmetrical shape. With eight calls
as shown in Figure 12.9¢, the aspect of the distribution is like an exponential distribution
starting in low values and with a very long right queue. Since the important factor for the
jitter is the variance, obviously, the highest variance is when there are most calls, and the
five calls graph is the one which exhibits the lowest variance.

With this statistical analysis an interesting pattern model can be established. Looking at
one delay or jitter packet distribution for one conversation we will be able to know what
is happening approximately, and if that conversation will have good or bad quality by
comparing the distribution with one of the previously explained patterns.

12.5 Related Work
12.5.1 Real Testbed

Much research has been carried out in the field of VoIP over WLAN (e.g., [10-15]). In par-
ticular, some research works have deployed real testbed in order to measure the VoIP over
WLAN performance [11,13]. Following the question posed in this study, how many VoIP
calls can be established over a 802.11b WLAN? Other works, like the one presented below,
have provide an answer by using real measurements.

In Garg and Kappes [11], the experimental setup used eight wireless clients associated to
a single access point. The access point was connected to an Ethernet LAN network. In this
LAN network there were eight PCs which served as end points for the VoIP communica-
tions. The clients in the WLAN were located in the same room without obstacles between
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them. Obviously, the scenario is different from the one posed in our simulations, but the
number of VoIP flows within the WLAN will be the same, two VoIP flows per VoIP com-
munication. That is, in this testbed there were two flows per established call at any time,
from caller to callee and from callee to caller. Therefore, there were two VoIP flows in the
WLAN, one flow from the originating node to the AP and a second one from the AP to the
originating node. Hence, the number of flows running on the WLAN is the same than in
our simulation. However, the testbed is different because there is a wired part. In any case
this scenario was similar to the real infrastructure mode scenario in the simulations.

On completing the experiment, the five first calls experiment were of good quality with
reference to communications. When the sixth call was established the authors in [11] say
that even if the round-trip time for the packets increased, the quality of the communica-
tions was still fine. However, when the seventh call was run all the communications were
affected and there were unacceptable loss of quality in all the communications.

The results are quite similar to the ones obtained from our simulation. The difference is
that when six calls were running in our simulations, even if the delay and the jitter were
acceptable we had a LPR around 7% that we considered unacceptable. In the real testbed
work, a loss of performance is perceived when the sixth call was added, but in this case
they could check the quality by human intervention and establish that the quality of the
sixth conversation was acceptable. In both cases when the seventh call tried to be estab-
lished there were very bad performance in the communications.

In Garg and Kappes [10], an analytical model is presented. The main results of this
analytical model are

e When a G-729 or G-723 codec is used the number of VoIP calls which can be estab-
lished is higher than using G-711. It is an expected conclusion.

¢ If you use a different version of the standard, in this case 802.11a with a 54 Mbps
transmission rate, you can establish more calls than using 11 Mbps. This being an
obvious result, the authors provide the number of calls which can be established
in this case. They used the codec G-711, the same that was used in the simulations
and the real testbed, and the result is that up to 30 VoIP calls can be established
following the analytical model.

¢ Finally, if the interval frame and the size of every packet is higher, that is sending
longer voice fragments in each packet, the number of VoIP calls performing fine is
also higher.

12.5.2 VolIP Over 802.11e

Due to the lack of mechanisms to provide QoS in the 802.11 a/b/g standards, the IEEE
defined an extension for these standards which provides mechanisms for supporting QoS.
This is the standard IEEE 802.11e [2]. The main difference between IEEE 802.11e and the
previous standards is that the previous ones gave a fixed value of the involved parameters
whereas in 802.11e there are four parameters which are tuneables:

e AIFS: It is the time that the channel must be sensed to be idle before starting a
transmission. In the previous standards it was a fixed time called DIFS.

e Contention Window minimum (CW,,) and Contention Window maximum
(CW,,.0): If at some point the channel is sensed to be busy, the station starts a
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backoff period. This backoff period is a number of slots that must be waited before
trying a new transmission. The number of slots that a station waits is defined by a
uniform distribution in the interval [0,CW]. After the backoff process the station
tries to transmit, if a collision occurs, two or more station access the channel simul-
taneously, the CW is doubled up to a maximum value which is CW,,,,, and the
backoff process is restarted. In the previous standards the CW,,;, and CW,,,, values
were fixed at 32 and 1024, respectively. In the 802.11e standard this parameter can
be established in each station.

¢ Tx Opportunity (TXOP): Once a station gains access to the channel, this station is
allowed to transmit for a duration given by the TXOP parameter. If this parameter
is set to 0, it will be allowed to transmit only one packet stored at this moment in
its transmission buffer.

Therefore, looking at the previous parameters it is easy to understand that by tuning the
different parameters in each station, QoS can be provided. We can give a higher transmis-
sion priority by reducing the AIFS or doing CW,,,, = CW,,, and giving a low value to
these parameters. All these techniques cannot be applied to the IEEE 802.11 a/b/g stan-
dards where the parameters have fixed values.

Due to the IEEE 802.11e standard much research has been conducted in order to find the
optimal configuration to obtain different goals (e.g., [16,17]).

In particular in [18], an experiment to evaluate the improvement of using 802.11e for VoIP
traffic instead of using 802.11b is presented. Again, a G-711 codec is used, an 80 bytes
packet is generated every 10 ms. In this case the traffic was generated with the tool iperf. In
order to develop the testbed the traffic was generated as it is shown in Figure 12.10. The
restrictions established in this work were: 50 ms of one-way delay and a maximum loss
rate of 5%.

Under these conditions, in this testbed eight VoIP calls could be established by using the
standard 802.11b. What this experiment tried was to obtain an optimal configuration of the
tuneable parameters in order to improve as much as possible the number of VoIP calls that
can be established in a WLAN.

Access
point

& & 8- 8

Station

FIGURE 12.10 Testbed traffic generation.



VoIP over WLAN Performance 219

Primarily, it seems obvious that in order to reduce the delay the AIFS parameter should
be the smallest possible. Following this, the TXOP should be set to the maximum possible,
otherwise the queueing delays would be higher if each packet has to experiment a backoff
process. By using the maximum TXOP most of the packets would experiment only one
backoff process so that the queueing delay would be lower. Next, CW,,,, should not be of a
high value because if a packet suffers several collisions the CW will increase and it means
higher delays in queue before transmitting that packet. Therefore, for real-time voice pack-
ets the best option is to make CW,,,, equal to CW,,,..

After the discussion about parameters, three out of four parameters were established.
Therefore, in this study the optimum value of CW,;, in order to obtain a maximum num-
ber of VoIP calls within the WLAN was investigated. However, it was taken into account
that the configuration for the AP and the station could be different in order to achieve the
best result. Hence, they were checked using different values for both CW4P and CW5t2 .

After developing the test, it was shown that the maximum VolIP calls established with an
acceptable performance was 11, improving in three the number obtained by using the
802.11b operation mode.

There were several configurations which provided this call number. However, the
configuration which provides the minimum delay was: CWAF = 32 and CW*%% = 64. The
average one-way delay obtained under these conditions was 22.56 ms.

Therefore, this experiment proved that the use of IEEE 802.11e provides a better perfor-
mance than IEEE 802.11b when VoIP traffic is generated over WLAN, and also shows that
for each specific case the configuration of the different parameters is different. Hence, if
there are data and voice traffic in an IEEE 802.11e WLAN different parameters can be
assigned to different stations. In this way, the QoS can be provided, and the real-time
traffic such as VoIP traffic can be assigned more priority than the data traffic.

As conclusion of this section, the question posed for the IEEE 802.11b WLANs network
can be also answered in relation to the IEEE 802.11e networks. The maximum VoIP calls

which can be established in a IEEE 802.11e WLAN is 11.

12.6 Conclusions

In this chapter we have evaluated the performance of VoIP calls over 802.11b and 802.11e
WLANSs, ininfrastructure and ad hoc mode architectures. We have proposed and discussed
several scenarios with different features in our simulations as well as presented real
testbeds where VoIP has been tested over WLANSs.

In the simulation we measured different parameters, involved in every real-time
communication, such as packet delay, jitter, and LPR, and on the basis of them we have
determined the maximum number of VoIP calls which can be supported by a WLAN.

A statistical analysis is presented, to enable us to look for comparison patterns. In this
way, by making a comparison with a given distribution we can know, approximately, the
happenings in that conversation.

The most important result obtained in all infrastructure mode scenarios simulated is
that five VoIP calls can be established. When the sixth call is added, in the three infrastruc-
ture mode cases, the LPR was not 0% anymore and the average delay increases abruptly,
in one case up to 50 ms, in the other two up to 100 ms. Jitter’s variance presented a slight
increase. Worse results were obtained if more calls were added.
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A similar conclusion could be made in the ad hoc ideal scenario, when the nodes are
very close together. In this case 10 calls can be established at the same time without prob-
lems. When the eleventh call was added, average delay and jitter variance grew until they
reached unacceptable values. At this point a LPR that was not 0% appeared. It was a low
rate of 0.3% but with an important meaning because it expalins why the delay is so high.

There are no conclusions with values in an ad hoc real scenario. The reason is because in
this case every simulation presented a different behavior. In a real ad hoc scenario it
becomes very important which nodes are establishing a conversation and which are the
intermediate nodes. Whether the calls can be supported is a function of node distribution
and which nodes are involved in the calls.

We showed that a network scenario with seven calls could be established, whereas a
different situation with four calls had bad quality. We did not find any simulation with
eight calls running properly over this real scenario.

Finally, the statistical analysis made shows that the evolution in packet delay goes from
an exponential distribution, when there are good performance features in a scenario,
towards a normal distribution centering around a high delay value, when bad quality is
expected. In packet jitter the evolution goes from a normal distribution centering around
a known value towards an exponential distribution.

Following, we have presented a real testbed in an infrastructure mode WLAN, where
the maximum number of calls achieved in a 802.11b WLAN was six. The methodology and
differences between this real testbed and our simulations was explained. And it has been
checked that the results are quite similar.

Finally, the IEEE 802.11e standard extension has been introduced to provide QoS. Another
testbed related to this has been presented, and it has been shown that the usage of IEEE
802.11e outperforms the results obtained in the IEEE 802.11b. In particular, under this
testbed condition the improvement goes from 8 to 11 calls.
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13.1 Introduction

In the last few decades, VoIP over wireless has received a considerable amount of attention.
Since wireless networks based on the IEEE 802.11 standard are popular and have been
widely deployed, it is natural to study the transmission of VoIP traffic over 802.11 networks.
Numerous studies have been carried out to evaluate the performance of VoIP traffic over
802.11 networks. However, most of these studies are concentrated on one-hop situations;
only a few works have addressed the topic of supporting audio application over multihop,
ad hoc networks. Multihop networks are more flexible and have many applications, and it

would be valuable to investigate VoIP performance in these situations.
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VoIP traffic has two significant features that are different from the no-voice flows. The
first difference is the payload size. As is well known, a network packet consists of two
parts: header and payload. The packet header records how the data are to be transmitted
while the payload has the real information that has to delivered. In each network, the
header size is almost fixed for each packet, so it is common to use a big payload size to
increase network reuse. But for voice flows, the payload size is always small (even smaller
than the header size) as the information to be delivered depends upon the speed of human
speech. This leads to the low channel reuse of the networks. The second difference comes
from the fact that the hearing process can in general tolerate a certain amount of loss ratio
(less than 4%) [1]. VoIP traffic should meet the delay requirement (usually less than 200 ms)
[1], although it does not require 100% reliable connection.

This chapter focuses on the VolP traffic over multihop 802.11 networks. Through a
simulation study, we identify the bottleneck in the network, which lies in the media
access control layer. The queue overflow of the busiest node is a major factor that degrades
the performance of VoIP traffic. Thus, we propose a burst queue (BQ) scheme to improve
the performance. The idea is that busy nodes try to pack several packets in their queue
to increase channel efficiency and use broadcast to save protocol overhead. Each node
monitors its queue length and decides whether to use BQ to pack several packets into a
big one and broadcast it. We simulate various traffic patterns to examine the effective-
ness of the BQ scheme, and our simulation results indicate the superiority of our scheme
over legacy 802.11.

The remainder of this chapter is organized as follows. The background and related
previous work are presented in Section 13.2. The problem description of the multihop
802.11 networks are discussed in Section 13.3. Then we propose our BQ scheme in Section
13.4. The simulation results of the our scheme over various traffic patterns are presented
in Section 13.5. Finally, we conclude our work in Section 13.6.

13.2 Background and Related Work

The ultimate objective of VoIP is to deliver a high-quality voice service comparable to that
provided by traditional circuit-switching networks. There are numerous challenges in
transmitting VolP traffic over wireless networks. For instance, due to the deficiency in the
wireless media access methods, the delivery of VoIP often leads to unpredictable delay
and packet-loss [2] performances.

In recent years, extensive research and development efforts have been conducted on IEEE
802.11 networks [3-5]. Garg and Kappes [5] present experimental studies on the throughput
of IEEE 802.11b wireless networks and point out that inherent channel inefficiency limits
the maximum number of voice flows. Their experiments revealed that the aggregated
bandwidth of the networks is diminished by ongoing VoIP connections. Bianchi [6] proposed
a Markov chain model for the binary exponential backoff procedure [6]. Based on the satu-
rated throughput derived from the model, Foh et al. obtained the mean packet delay [7].
In [8], the authors use a p-persistent backoff strategy to approximate the original backoff
in the protocol, which could have potential implications in the P2P system as well [9,10].

Since 802.11b can only support the best-effort traffic, 802.11e is designed to make up for
the deficiency. The creation of 802.11e EDCA is a consequence of the extensive research
that aimed to support prioritized service over 802.11 DCF [11,12]. There are even some
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works [13,14] that try to enhance the performance of 802.11e. However, most of these works
are focused on the priority for different types of traffic, which means that if we just trans-
mit voice flows over the networks, there would be no difference between DCF and EDCA.
Therefore, it is necessary to study the networks that transmit only voice packets. The idea
is that if a scheme can support more VoIP flows in a voice-only environment, its perfor-
mance should be better in no-voice-only (with EDCA) conditions.

For voice flows, delays longer than 100ms require echo cancelation and long delays
would lead to cross-talk. The regular retransmission mechanism also results in excessive
end-to-end delays. However, voice can afford a small amount of packet loss since the
ear-brain is less sensitive to short drops in received speech [1]. Keeping in mind this char-
acteristic of voice, we developed the BQ scheme by which delay and throughput are
dramatically improved while the loss ratio is still kept within an acceptable level.

13.3 Problem Description

The most significant difference between VoIP traffic and other flows is the payload size.
The payload size of VoIP ranges from 33 bytes (GSM) to 160 bytes (G.711), while the TCP
payload size is generally 1460 bytes. Since the transmission overhead is fixed for each
packet, a lower payload size results in lower channel utilization. Consider a VoIP packet
with a 33-byte payload, that transmits at 11 Mbps at 24 us (33 x 8 + 11). The transmission
time for the 40-byte IP/UDP/RTP header is 29 us (40 x 8 + 11). However, the 802.11 MAC
and PHY layers have an additional overhead of more than 800 us, attributed to the physical
preamble, MAC header, MAC backoff time, and MAC ACK [15]. Thus, the overall channel
efficiency is less than 3%. Note that this calculation already eliminates the CTS/RTS hand-
shake overhead of the 802.11 MAC of unidirectional VoIP flows as shown in Table 13.1.
Another problem in multihop networks is that its topology may affect the performance
of VoIP calls. When we simulated 10 VoIP traffics in a flat area with randomly positioned
nodes, the total throughput differed for each random topology. In some conditions, the
throughput degraded dramatically, while in others the performance was much better.
Investigating the poor performance conditions, we found that the busiest node in the
whole network affects performance the most. Figure 13.1 shows a common situation: when
calls are established between nodes L; and R, nodes A, B, and C will become the busiest
nodes. If we do not consider the influence of node C, any end of nodes A, B, L,, L,, L, has

TABLE 13.1

Parameter Values of 802.11b DCF
DIFS 50us

SIFS 10ps

Slot time 20us
CWmin 32
CWmax 1024

PHY header 192ps
MAC header 34 bytes

MAC ACK 24811
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FIGURE 13.1 Bottlenecks in a common network for VoIP.

equal probability of accessing the shared channel. In saturated conditions, in which each
node always has packet to send, the packet arrival rate at node A is four times the packet
sending rate. This finally leads to queue overflow. Even in unsaturated conditions, when
node A can send additional packets, when the other nodes’ send queue is empty, the
channel access overhead of node A results in a higher delay.

Thus, if we increase the number of calls, the send buffer (queue) of node A, B, and C will
first overflow, which results in an unacceptable packet loss ratio. This is due to the extreme
low channel utilization and rather high packet arrival rate. Nodes A, B, and C are identi-
fied as the bottlenecks in the whole network in Figure 13.1. If we want to provide more
VoIP calls in multihop conditions, we must first solve this problem. In the rest of this
chapter, we take nodes A, B, and C the nodes in our basic bottleneck model.

13.4 Burst Queue Scheme

As in the bottleneck model, busy nodes have a huge backlog, and each packet in the queue
is sent in a channel that is efficient only to the extent of 3%, which finally results in that
queue overflow. To improve channel utilization, we propose a Burst Queue scheme that
increases channel efficiency and reduces delay as shown in Figure 13.2. Since the MAC
and PHY overheads are too high, we combine several transmissions into one burst broad-
cast, to save this overhead. That is, when the backlog is too long, the MAC warned of either
a packet overflow or an undesirably long delay. Then the MAC packs the packets in the
queue, creating a packet of size not exceeding 1200 bytes. Figure 13.3 shows the details of
the scheme. Queue length represents the business of the node. If the queue length is kept
at a low level, the MAC performs the default operations. If the queue length exceeds the
WATER_MARK (we set it to 10), the queue notifies the MAC and the BQ scheme starts up.
The BQ broadcast packet contains just one MAC header, but each packet is packed with its
destination MAC address ahead. The receiving MAC uses this information to decide
whether to deliver the packet to the up layer or just discard it.
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If we pack n packets each time, we save about 401 bytes extra MAC and PHY header,
n — 1 backoff time, and n MAC ACK time at the cost of a lower broadcast transmission rate
and a higher collision probability. Our simulation results show that the cost is worth pay-
ing. With the BQ scheme, the bottleneck model could support more VoIP calls and obtain
a lower delay without queue overflow. For non-bottleneck nodes that have a short queue,
burst could never happen. Such nodes preserve the reliability of the 802.11 retransmission
and ACK mechanism. Our idea is that if the node is not busy, reliability is our concern;
otherwise, we pack several packets in the queue and make a burst broadcast to increase
the channel reuse as shown in Figure 13.2. This is a tradeoff between contention and colli-
sion that prevents the queue from overflowing and acquiring a lower delay to satisfy the

VolIP traffic.

Method:

else

©CENOOA~WN

11.  endif
12. endif

1. if MAC_STATE == IDLE

if QueLen < WATER_MARK
Deliver packet 1 to Mac layer
Mac add common Mac header

Algorithm: Burst Queue Scheme
Input: The sender buffer queue length QueLen;
the maximum packet length BURST_SIZE;
the queue monitor WATER_MARK.
Output: Judge whether to use BQ scheme.

Pack K packets in the queue

/l WATER_MARK <= K <= QuelLen
/1 =K, size of (packet i) <= BURST_SIZE
Deliver the Packed packet to Mac
10. Mac add a broadcast header

FIGURE 13.3 The Burst Queue Scheme implementation.
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13.5 Simulation and Results
13.5.1 Simulation Setup

We simulate the bottleneck nodes in Figure 13.1 and develop a test bed with nodes in a
chain topology: each node is 200 m away and has a 250 m transmit range and a 550 m sens-
ing range. To simulate the bottleneck condition, we send multiple aggregated flows from
each end of the node; thus the middle node would become the bottleneck node. We use CBR
traffic as our VolIP flow, the payload size is 33 bytes, the interval is 20 ms, and the data rate
is 13.2kbps as specified in the GSM. We run a TCP flow of the Reno version over the test
model whose packet size is set to 1024 bytes. All simulations last 100s in NS-2 [16].

13.5.2 BQ Over 802.11b/g

We first simulate the unidirectional condition. We transmit N aggregated VoIP flows from
node A to node C (as shown in Figure 13.4).

As shown in Figure 13.5, when the number of flows is less than 5, broadcast does not
happen, which means that the queues of three nodes never exceed 10. In these unsaturated
networks, our scheme acts the same as legacy 802.11b/g protocol. Then we increase the
number of the flows. When N reaches 8, the burst broadcast starts to occur under the BQ
scheme as displayed in Figure 13.5. We can see that the average delay of BQ is much lower
than that of legacy 802.11b/g. In addition, we observe that the average delay of legacy
802.11b/g remains almost constant (106 ms) as shown in Figure 13.6 from 9 to 20 flows.
The reason is that when the network is saturated, the packet transmission rate reaches its
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FIGURE 13.4 Unidirectional VoIP flow over bottleneck model.
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FIGURE 13.5 Packet delay of unidirectional VoIP flows over bottleneck model.
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FIGURE 13.6 Packet loss ratio with 95% confidence interval of unidirectional VoIP flows over bottleneck model.

maximum capacity, and the extra packets are dropped due to the queue overflow. Thus,
the average duration of each packet in the queue is the same. For BQ, we further observe
that the average delay for 11 voice flows is even lower than that of 9-and 10-flows. This is
because the busier the network, the more the BQ scheme takes place. For the 11-flow condi-
tion, the queue length of each node almost always exceeds the WATER_MARK, while for
the 9- and 10-flow conditions, BQ does not occur as frequently. Moreover, the increasing
trend of a short BQ delay for N > 12 comes from the packets leftover in the queue even
after the broadcast.

Regarding the packet loss ratio, Figure 13.6 shows that when the number of flows is
small (i.e, N =9), there is no queue at the individual nodes. When the number of voice
flows reaches 10, due to the queue overflow, legacy 802.11b/g yields a loss ratio of 9.9%,
which exceeds the voice transmission requirement (4%). While in the BQ scheme, with
2043 times burst broadcast within the simulation period of 100 seconds, the queue in each
node never overflows. The resulting 0.06% loss ratio due to the collision is much smaller
than the voice transmission requirement (4%). We then increase N to 20, which is rather
large, and see that with the queue overflow, legacy 802.11b/g suffers from a high packet
loss rate, reaching up to 46.5%, while BQ maintains the loss ratio within the voice trans-
mission requirement. Note that although BQ decreases the chances of queue overflow, if
we keep increasing the number of flows, the packet loss ratio of BQ will also increase and
the queue of our scheme will eventually overflow (e.g., 50 flows).

We now examine the simulation results for bidirectional flows. There are M voice flows
transmitting two at a time from each end to the other end as shown in Figure 13.7, result-
ing in a total number of flows of 2 M.

Like the unidirectional condition, Table 13.2 shows the superiority of the BQ scheme as
well. When M = 4, the network is unsaturated and no burst happens. When M reaches 5,

A B C
@ <« > @ < > @

M cbr flows M cbr flows

FIGURE 13.7 Bidirectional VoIP flow over bottleneck model.
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TABLE 13.2

Loss Rate, Burst Broadcast Times Comparison

M 4 5 6 7
Legacy 802.11b Loss rate (%) 0 1.5 24.1 34.8
BQ over 802.11b Loss rate (%) 0 0.1 0.06 3.0
Burst times 0 153 2615 4717

TABLE 13.3
Average Delay and Maximum Delay Comparison
M 5 6 7
Legacy 802.11b Average delay (ms) 96 268 275
Maximum delay (ms) 156 353 364
BQ over 802.11b Average delay (ms) 18 23 21
Maximum delay (ms) 71 92 92

bursts occur 156 times and BQ reduces the average delay by 81.3%. Legacy 802.11b/g could
support only 5 pure voice pairs, and its delay is rather high, while BQ over 802.11b/g could
support 7 pure voice pairs and still achieve a low average delay at 21 ms as shown in
Table 13.3. The nodes A, B and C become the bottleneck when M reaches 6. The queue
overflow results in the high loss ratio of 802.11b/g, and we also change the queue length
to 500, but it becomes unhelpful and the delay exceeds 400 ms, which is apparently not
acceptable. We note that the improvement in delay leaves sufficient margin for further
transmission, as the nodes in both ends may not be the terminals of the whole transmis-
sion. This saved delay could be used for the transmission over Internet, etc.

Finally, we add a background TCP flow to the bidirectional condition. The results are
shown in Table 13.4. Without the support of priority service, the performance of the VoIP
degrades dramatically. The aggressiveness of TCP leads to greater contentions in such a
wireless circumstance. By removing MAC layer ACK, the BQ scheme reduces the conten-
tion to some extent, and hence achieves the balance between contention and reliability.
With slightly more unreliability due to the lack of ACK for broadcasting, BQ reduces con-
tention and flow delay as shown in Table 13.5.

We observe that legacy 802.11b/g MAC has a lower packet loss ratio, but the delay is too
high to support voice. The throughput achieved by TCP and the average delay establish
that BQ is superior. It is the TCP that affects the performance of voice. Aggressive TCP flow

TABLE 13.4
Loss Rate, Burst Broadcast Times Comparison
M 3 4
Legacy 802.11b Loss rate (%) 1.8 3.6
TCP throughput (kbps) 265.25 136.99
BQ over 802.11b Loss rate (%) 3.1 3.9
Burst times 3761 5466

TCP throughput (kbps) 400.91 365.45




Burst Queue for Voice over Multihop 802.11 Networks

TABLE 13.5

Average Delay and Maximum Delay Comparison

M 3 4
Legacy 802.11b Average delay (ms) 117 111
Maximum delay (ms) 303 362
BQ over 802.11b Average delay (ms) 45 39
Maximum delay (ms) 182 133
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results in more contentions and consequently, in more broadcast failure. (Some TCP packet

is packed with voice packets and broadcasted out.)

13.5.3 BQ Over 802.11e

With a TCP flow, 802.11b becomes unsuitable for voice services, for which reason we imple-
mented the BQ scheme in 802.11e. We deployed it precisely in the ACO queue, which is
designed to transmit voices. We assign VoIP to AC0, and TCP to AC3 and run the simula-

tion of Figure 13.8 over 802.11e again.

The results in Tables 13.6 and 13.7 show that 802.11e can support VoIP better than 802.11b.
When M = 4, the loss ratio of legacy 802.11e is zero. For BQ, 37 burst times result in a

A B

@ < > @ <
M cbr flows M cbr flows
1 TCP flow

FIGURE 13.8 Bidirectional VoIP flow and a TCP flow over bottleneck model.

TABLE 13.6

Loss Rate, Burst Broadcast Times Comparison

C
>®

M 4 5 6
Legacy 802.11e Loss rate (%) 0 0.6 20.0
TCP throughput (kbps) 161.38 17.15 4.33
BQ over 802.11e Loss rate (%) 0.07 1.9 41
ACO Burst times 37 664 2830
TCP throughput (kbps) 163.13 59.43 69.08
TABLE 13.7
Average Delay and Maximum Delay Comparison
M 4 5 6
Legacy 802.11e Average delay (ms) 13 55 248
Maximum delay (ms) 66 193 363
BQ over 802.11e Average delay (ms) 13 19 22
ACO Maximum delay (ms) 58 70 72
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slightly higher loss ratio (0.07%), while improving the TCP throughput by 2 kbps. As M
increases, BQ always achieves a small delay, and the TCP throughput is much better than
that of legacy 802.11e. As shown in Table 13.6, for M = 5 and 6, BQ reduces the average
delay by 65% and 91.1%, respectively, and improves the TCP throughput by 246% and
1494%. We can see that BQ sacrifices a little packet loss rate to obtain a lower delay and the
TCP throughput of BQ is always higher than that of legacy 802.11e.

13.6 Conclusion

In a multihop wireless network with heavy load, contention becomes the one of the most
serious problems. Voice oriented network a in particular, are filled with huge amounts of
small packets, all of which contend for the shared network resources. To alleviate this
situation and improve network efficiency, we first make the voice packet more efficient to
the extent that each packet has a higher information overhead ratio. We pack several MAC
packets together and merely hold their MAC destination address. Second, we reduce the
protocol overhead, including hand shaking and backoff time through burst broadcast. For
small voice packets, 802.11 four way hand shake is too wasteful and burst broadcast
becomes an efficient option. We use burst broadcast to relieve a part of contention con-
sumption by the way that it reduces the total amount of DIFS, increases the efficiency of
the channel and prevents more contention. Without MAC layer ACK, broadcasts incur
more unreliability on one hand, and on the other hand, can reduce contention and delay,
and improve background TCP throughput. Therefore, our BQ scheme achieves the trade-
off between contention and reliability.
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14.1 Introduction

Circuit switched (CS) voice used to be the only way to provide voice service in the cellular
networks, but during the past few years there has been growing interest to use cellular
networks for real-time (RT) packet-switched (PS) services such as Voice over Internet
Protocol (VoIP) to provide voice service without circuit switched service. The main motiva-
tion for the operators to use VoIP instead of CS voice are the savings, that could be achieved
when the CS related part of the network would not be needed anymore. It is also expected
that VoIP can bring better capacity than CS voice due to more efficient utilization of
resources. Supporting VolP in any radio access technology faces certain challenges due to
VoIP traffic characteristics (strict delay requirements, small packet sizes), which make the
efficient exploitation of radio interface capacity difficult due to control channel constraints.
The solutions to these challenges vary for different technologies.

The introduction of 3G networks with integrated IP infrastructure [1] included in
WCDMA Release 99 made it possible to run VoIP over cellular networks with reasonable
quality, although with lower spectral efficiency than the circuit switched voice [2]. 3GPP
Release 5 and 6 have brought High Speed Packet Access (HSPA) [3] to WCDMA downlink
(DL) and uplink (UL). HSPA consists of High-Speed Uplink Packet Access (HSUPA) [4,5]
in UL direction and High Speed Downlink Packet Access (HSDPA) [6] in DL direction, and
was originally designed to carry high-bit rate delay tolerant non-real time (NRT) services
like web browsing. Even though HSPA is not originally designed to support RT services,
with careful design of the system, the RT services can be efficiently transported over HSPA,
and number of new features have been introduced to 3GPP Release 6 and 7 to improve the
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efficiency of low-bit rate delay sensitive applications like VoIP. It has also been shown that
VoIP can provide better capacity on HSPA than CS voice [7].

Long-term evolution (LTE) of 3GPP [8] work (targeted to 3GPP Release 8) has been defin-
ing a new packet-only wideband radio-access technology with a flat architecture, aiming
to develop a framework for a high-data-rate, low-latency, and packet-optimized radio
access technology called E-UTRAN. As E-UTRAN is purely a PS radio access technology,
it does not support CS voice, which stresses the importance of efficient VoIP traffic support
in E-UTRAN.

This chapter provides an overview of the challenges faced in implementing VoIP service
over PS cellular networks, in particular 3GPP HSPA and LTE. Generally accepted solutions
by 3GPP leading to an efficient overall VoIP concept are outlined and the performance
impact of various aspects of the concept is addressed. The chapter concludes with a system
simulation-based performance analysis of the VoIP service, including a comparison between
HSPA and LTE.

14.2 System Description
14.2.1 HSPA

High-Speed Packet Access, a 3GPP standardized evolution of Wideband Code Division
Multiple Access (WCDMA), has become a huge success as the world’s leading third-
generation mobile standard. HSPA consists of HSUPA and HSDPA which enhance WCDMA
in the uplink and the downlink separately. Several key techniques such as HARQ, fast base
station-controlled scheduling, and the shorter frame size were introduced into HSPA
targeting the higher data rates with more efficient spectrum usage and lower transmission
delay (see Figure 14.1).

In HSDPA, high-speed downlink shared channel (HS-DSCH) is associated with a 2 ms
frame size, in which the users share at most 15 fixed spreading factor 16 (SF 16) high-
speed physical downlink shared channels (HS-PDSCHs) by code multiplexing. In this
way, radio resource can be utilized in a more efficient manner than earlier dedicated
resource allocation in WCDMA. Furthermore, HARQ in HSPA can provide physical
layer (L1) retransmissions and soft combining, which reduce the amount of higher layer

3.5G [HSPA

WCDMA HSDPA 5.7 Mbps UL 28 Mbps DL

384 kbps DL 14.4 Mbps DL : 11 Mbps UL
384 kops UL RTT~100ms  H&l ~o0ms R
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FIGURE 14.1 WCDMA /HSPA key performance indicators.

Release 8
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ARQ transmissions and frame selections (i.e., hard combining). This also improves
the efficiency of the Iub interface between base station and radio network controller
(RNC) significantly.

Rather than the conventional dedicated transport channel (DCH), the enhanced DCH
(E-DCH) mapping on the enhanced dedicated physical data channel (E-DPDCH) is used
in HSUPA to further improve the uplink data rate up to 5.76 Mbps. The 2ms TTI frame
length introduced into HSUPA can further reduce the transmission delay in the air inter-
face: the minimum Round Trip Time (RTT) is decreased from about 150 ms in WCDMA to
50ms in HSPA. Besides, base station controlled fast scheduling can select the user in a
good channel condition for the transmission reaching the higher throughput due to the
multiuser diversity gain. This is impossible in WCDMA system, where the reaction of the
RNC-controlled scheduling is too slow to follow the fast changing channel conditions.
This is because of the transmission delay between UE and the RNC via the base station.

14.2.2 LTE

To ensure competitiveness of 3GPP radio access technologies beyond HSDPA and HSUPA,
a LTE of the 3GPP radio access was initiated at the end of 2004. As a result, the Evolved
Universal Terrestrial Radio Access Network (E-UTRAN) is now being specified as a part
of the 3GPP Release 8. Important aspects of E-UTRAN include reduced latency (below
30 ms), higher user data rates (DL and UL peak data rates up to 100 Mbps and 50 Mbps,
respectively), improved system capacity and coverage, as well as reduced CAPEX and
OPEX for the operators [9].

In order to fulfill those requirements, 3GPP agreed on a simplified radio architecture. All
user plane functionalities for the radio access were grouped under one entity, the evolved
Node B (eNB), instead of being spread over several network elements as traditionally in
GERAN (BTS/BSC) and UTRAN (Node B/RNC) [8]. Figure 14.2 depicts the resulting radio
architecture where:

* The E-UTRAN consists of eNBs, providing the E-UTRA user plane (PDCP, RLC,
MAC) and control plane protocol terminations (RRC) towards the UE and host-
ing all radio functions such as Radio Resource Management (RRM), dynamic
allocation of resources to UEs in both uplink and downlink (scheduling), IP
header compression and encryption of user data stream, measurement and
measurement reporting configuration for mobility and scheduling.

¢ The eNBs may be interconnected by means of the X2 interface.

* The eNBs are also connected by means of the S1 interface to the Evolved Packet
Core (EPC), which resides in MME/SAE gateway.

Figure 14.3 shows the E-UTRA frame structure, which consists of 10 sub-frames, each
containing 14 symbol blocks. In E-UTRAN system, one sub-frame (1 TTI) of length 1.0 ms
is regarded as the minimum time allocation unit. In frequency domain, a minimum alloca-
tion unit is a Physical Resource Block (PRB), which consists of 12 subcarriers (each subcar-
rier is 15kHz). In DL, OFDMA scheme is designed to allow signal generation by a 2048-point
FFT. This enables scaling of system bandwidth to the needs of an operator. At least the
bandwidths of {6, 12, 25, 50, 100} PRBs in the range of 1.4MHz to 20MHz are available
yielding a bandwidth efficiency of about 0.9. In DL, user data is carried by downlink shared
channel (DL-SCH), which is mapped to physical downlink shared channel (PDSCH).
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FIGURE 14.2 E-UTRAN architecture. (Source: 3GPP TS 25.308, “HSDPA; Overall description; Stage 2.”)

The UL technology is based on Single-Carrier FDMA (SC-FDMA), which provides excellent
performance facilitated by the intra-cell orthogonality in the frequency domain comparable
to that of an OFDMA multicarrier transmission, while still preserving a single carrier
waveform and hence the benefits of a lower Peak-to-Average Power Ratio (PAPR) than
OFDMA. In UL direction, user data is carried by uplink shared channel (UL-SCH), which
is mapped to physical uplink shared channel (PUSCH).
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With all the radio protocol layers and scheduling located in the eNB, an efficient alloca-
tion of resources to UEs with minimum latency and protocol overhead becomes possible.
This is especially important for RT services such as VoIP, for which, high capacity require-
ments were set: at least 200 users per cell should be supported for spectrum allocations up
to 5 MHz, and at least 400 users for higher spectrum allocations [9].

14.3 Properties and Requirements for Voip

This section illustrates the characteristics of VolIP traffic by describing the properties and
functionality of the used voice codec in HSPA/LTE (Section 14.3.1) and by presenting the
requirements and the used quality criteria for VolIP traffic in Sections 14.3.2 and 14.3.3,
respectively.

14.3.1 Adaptive Multirate (AMR)

Adaptive Multirate (AMR) is an audio data compression scheme optimized for speech
coding. AMR was adopted as the standard speech codec by 3GPP in October 1998 and is
now widely used. The AMR speech codec consists of multirate speech codec, a source
controlled rate scheme including a voice activity detector, a comfort noise generation sys-
tem, and an error concealment mechanism to combat the effects of transmission errors
and lost packets.

The multirate speech codec is a single integrated speech codec with eight source rates
from 4.75 kbps to 12.2 kbps, and a low rate background noise encoding mode. For AMR
the sampling rate is 8 kHz. The usage of AMR requires optimized link adaptation that
selects the best codec mode to meet the local radio channel and capacity requirements.
If the radio conditions are bad, source coding is reduced and channel coding is increased.

In addition to AMR audio codec, an extension of it is AMR-wideband (AMR-WB) audio
codec. Sampling rate for AMR-WB is 16 kHz, which is double the sampling rate of AMR.
Therefore, AMR is often abbreviated as AMR-NB (narrowband). AMR-WB is supported if
16 kbps sampling for the audio is used in the UE. Similarly, like AMR-NB, AMR-WB oper-
ates with various bit rates. For AMR-WB the bit rates range from 6.60 kbps to 23.85 kbps.
It is emphasized that both AMR-NB and AMR-WB are used in HSPA and LTE radio
systems. A more detailed description of AMR-NB and AMR-WB can be found in [10].

General functionality of the AMR codec is illustrated in the Figure 14.4. During voice
activity periods there is one voice frame generated every 20 ms (number of bits/frame

VolP packets on the active period SID packets on the silent period
( * Y ~ )
Y
20 ms 160 ms

[l Headers [ Payload

FIGURE 14.4 Illustration of VoIP traffic.
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depending on the AMR codec mode), whereas during the silent periods Silence Descriptor
(SID) frames are generated once in every 160 ms.

14.3.2 Delay Requirements

Voice over Internet Protocol (VoIP) is a conversational class service and the packet delay
should be strictly maintained under reasonable limits. The maximum acceptable mouth-to-
ear delay for voice is in the order of 250 ms, as illustrated in the Figure 14.5. Assuming that
the delay for core network is approximately 100 ms, the tolerable delay for MAC buffering/
scheduling and detection should be strictly below 150 ms. Hence, assuming that both end
users are (E-)UTRAN users, the tolerable one-way delay for MAC buffering and scheduling
should be under 80 ms, which is the used air interface delay for HSPA. To improve voice
quality further on LTE, tolerable air interface delay was reduced to 50 ms for LTE [11]. For
LTE FDD the average HARQ RTT equals 8 ms implying that at most 6 HARQ retransmis-
sions are allowed for a VoIP packet when air-interface-delay of 50 ms is used. For HSPA the
HARQ RTT would be 12 ms in downlink and 16 ms in uplink with 2 ms TTI, which means
at most 6 HARQ retransmissions in downlink and 4 HARQ retransmissions in uplink with
80 ms HSPA delay budget. Similarly, at most 1 HARQ retransmission could be allowed in the
uplink, corresponding to 40 ms HARQ RTT with 10 ms TTL

14.3.3 Quality Criteria

Considering the nature of radio communication it is not practical to aim for 100% reception
of all the VoIP packets in time. Instead, certain degree of missing packets can be tolerated
without notably affecting the QoS perceived by the users. For VoIP traffic, the system
capacity is measured as the maximum number of users who could be supported with-
out exceeding 5% outage. During the standardization phases of HSPA and LTE in 3GPP,
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FIGURE 14.5 E-Model rating as a function of mouth-to-ear delay (ms) [8]. (Source: ITU-T Recommendation
G.114, “One way transmission time.” With permission.)
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slightly different outage criteria were used when evaluating VoIP system performance.
Used outage criteria are defined according to system as follows: For HSPA, a user is in
outage if more than 5% of the packets are not received within the delay budget when
monitored over a 10-second window. For LTE [11], an outage is counted if more than 2% of
the packets are not received within the delay budget when monitored over the whole call.
It is emphasized that even though the used outage criteria differ slightly between HSPA
and LTE, the performance difference originating from different outage criteria is rather
small being inside the error margins of the simulations.

In UL direction there also exists an alternative method to measure VolP performance,
which is used in the context of this chapter for HSPA. That is, UL VoIP capacity can be
measured as the allowed number of users in a cell with an average noise rise of X dB
measured at the base station. Optimal value for X may depend on the used system, and for
HSPA the used value was 6 dB.

14.4 Radio Interface Optimization for VoIP

The most important mechanism to optimize air interface for VoIP traffic in (E)UTRAN are
presented in this section.

14.4.1 Robust Header Compression (ROHC)

In streaming applications such as VoIP, the overhead from IP, UDP, and RTP headers is
46 bytes for IPv4, and 66 bytes for IPv6. For VolP traffic, this corresponds to around 144-206%
header overhead, assuming that the most typical VoIP codec (AMR 12.2 kbps) is used with
31 bytes payload. Such a large overhead is excessive in wireless systems due to the limited
bandwidth and would lead to serious degradations in the spectrum efficiency.

In order to overcome this, a robust header compression (ROHC) technique [12] was
adopted as a nonmandatory feature to 3GPP specifications from Release 4 onwards—
hence ROHC feature is supported in HSPA and LTE radio systems as well. With ROHC, the
IP/UDP/RTP header is compressed down to few bytes with the minimum size being
3 bytes, which is also the most commonly used header size. Hence, with ROHC the header
overhead may be compressed down to 25%, implying that the utilization of ROHC leads to
significant improvements in the VoIP air interface capacity.

14.4.2 Multiuser Channel Sharing

Due to the characteristics of the VoIP traffic (strict delay constraints, regular arrival of small
size packets) multiuser channel sharing plays an important role when optimizing radio
channel interface for VoIP traffic. With multiuser channel sharing, multiple users can be
multiplexed within the same TTI, and this will lead to significant improvements in VoIP
capacity. To stress the importance of multiuser channel sharing as a building block to
optimize radio interface for VoIP traffic, it is concluded that VoIP capacity is directly pro-
portional to the average number of scheduled users per TTI. In HSPA, multiuser channel
sharing is done by separating users multiplexed into the same TTI in Orthogonal Variable
Spreading Factor (OVSF) code domain, whereas in LTE user separation on PDSCH is done
in frequency domain.
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An important issue related to multiuser channel sharing is how the transmission
resources are divided between simultaneously scheduled users. Conventional methods
use an even-share method, where each multiplexed user is given the same amount of
resources. The main shortcoming of this method with VolIP traffic is that it wastes resources:
The size of the resource allocation has to be done according to the needs of the weak users
to guarantee sufficient QoS at cell border as well. If users in good channel conditions are
assigned too much transmission resources, part of the resources are wasted as the delay
requirements do not allow to buffer enough packets to take full benefit of the allocated
transmission resources. At the same time users in unfavorable channel conditions might
not have enough transmission resources to transmit even one VoIP packet at target block
error rate (BLER).

A more sophisticated method to assign transmission resources for the scheduled users
is to determine the size of the resource assignment dynamically based on the channel
quality and on the supportable payload of a user. With dynamic approach each user is
allocated the amount of transmission resources that is necessary to reach target BLER.
This can be estimated by link adaptation unit based on reported channel quality indica-
tor (CQI) and selected modulation and coding scheme (MCS). With dynamic approach
the size of the resource allocation matches more accurately to the requirements of the
user. Thus the same total amount of transmission resources can be used more efficiently
which increases the resource utilization efficiency. Moreover, weak users can be boosted
with a higher share of transmission resources, which also improves the DL coverage of
the VoIP service.

The impact of used resource allocation algorithm to the VoIP system performance on
HSDPA was studied in [13]. The results indicated that the dynamic resource allocation on
top of the VolP-optimized scheduling provides substantial (up to 20%) capacity gain over
the even share approach.

14.4.3 Utilization of VolIP-Specific Packet Scheduling (PS) Algorithm

Perhaps the most essential building block for the efficient support of VoIP traffic in
HSPA /LTE is the packet scheduling (PS) algorithm. This algorithm at (e)NodeB is respon-
sible for user selection and the resource allocation for the selected users. Considering
VoIP traffic characteristics, PS buffer status and individual user’s channel conditions when
making scheduling decisions and resource allocation for the selected users, VoIP capac-
ity can be boosted up to 115% [13] when compared to blind Round Robin (RR) schedul-
ing method without any VoIP specific user prioritization. In this section, a brief description
of the proposed VoIP optimized PS algorithm is given (details on the algorithm and cor-
responding performance analysis on HSDPA and LTE is given in [7,13-15]). Moreover, it
is assumed that the proposed algorithm schedules each transmission of data by L1 con-
trol signaling. Henceforth, this kind of PS method is referred to as fully dynamic PS.

14.4.3.1 Design Criteria of the Packet Scheduling Algorithm for VolIP

The following issues should be considered when designing PS algorithm for VoIP
traffic:

e Strict delay requirements of VoIP service—As described in the Section 14.3, the toler-
able air interface delay for VoIP traffic (including packet scheduling and buffering)
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should be strictly within 80 ms. When this delay is exceeded, the quality of the
voice perceived by the user starts to deteriorate rapidly. Due to the stringent delay
limit, time domain scheduling gains for VoIP traffic are very limited, as the buff-
ered VoIP packet(s) should be scheduled within the given delay budget in order to
sustain good speech quality. For users whose channel is in a deep fade, the delay
limitation implicitly means that there is not enough time for PS to wait until the
conditions become more favorable. Instead, the data should be scheduled early
enough to allow enough time for the needed retransmissions. This implies that
weak users, that is, users relying on HARQ retransmissions, should be prioritized
in the user selection.

* Low user data rate of VoIP service—The size of the VolIP packet is typically very
small, for example, for AMR 12.2 kbps codec the size of the most common ROHC
compressed packet is 40 bytes (every 20 ms). Together with strict delay require-
ments of VoIP traffic this leads to frequent transmission of small payloads, as it is
not possible to wait long enough to send more than few VoIP packets at a time.
Therefore, when high capacities are targeted, it is necessary for several users’
transmissions to share the DSCH resources in each TTI and each user needs to be
scheduled fairly often.

* Managing the control overhead—Due to the low user data rates, the number of sched-
uled users per TTI can become quite large with multiuser channel sharing. When
each of these users is scheduled by L1 control signaling, the control channel overhead
can become the bottleneck of VoIP system performance. In that case the dynamic
packet scheduler is unable to fully exploit PDSCH air interface capacity and some of
the PDSCH resources remain unused while the control channel capacity is already
exhausted. One attractive technique with fully dynamic scheduler to improve VoIP
capacity within control channel limitations is to bundle multiple VoIP packets together
at L1 in one transmission for a user. Packet bundling is CQI based, which means that
PS decides whether to utilize it or not for a user based on the user’s channel condi-
tions. Packet bundling is described in more detail in Section 14.6.2.1. An alternative
way of addressing the control overhead problem is semi-persistent scheduling,
which instead of scheduling each transmission individually, relies on long-term allo-
cations. Semi-persistent scheduling is discussed in more detail in Section 14.6.2.2.

14.4.3.2 Proposed Fully Dynamic Packet Scheduling Algorithm for VolP

The following packet scheduling algorithm aims to address the particulars of the VoIP
service listed in Section 14.4.3.1. The proposed user selection procedure relies on the
concept of scheduling candidate set (SCS) [13,15], which classifies the schedulable users
into three groups. These three groups in the SCS are dynamically updated in each TTI.
The groups are further ordered in the following priority.

1. Users with pending retransmissions in their HARQ manager.

2. Users whose head-of-line (HOL) packet delay is close enough to the delay budget,
where HOL delay is the delay of the oldest unsent packet in the (e)NodeB buffer.

3. Remaining users (other than the retransmission users and HOL users).

The priority metric used for ordering users within each group is a relative CQI metric.
The relative CQI metric for each user is given by CQI inst/CQI_avg, where CQI inst is
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TABLE 14.1

Packet Scheduling and Resource Allocation Algorithm Alternatives

Scheduler Description

RR RR scheduling with even share resource allocation

PF Proportional fair scheduling with even share resource allocation

PF + SCS SCS based VoIP optimized scheduling algorithm using PF metric to order the
users in the SCS. Even share resource allocation

PF + SCS + RA As PF + SCS, but with dynamic resource allocation

the instantaneous CQI calculated over the full bandwidth and CQI_avg represents the
average wideband CQI value in the past. The relative CQI metric reflects user’s instanta-
neous channel condition compared to the average and therefore can indicate a favorable
moment for scheduling the user. Of course, the time domain scheduling gains are in the
end somewhat limited because of the tight delay budget.

As a further improvement, compared with sending one packet per TTI, bundling multiple
packets together in one transmission can reduce related control channel signaling overhead
and thus improve air interface efficiency (see Section 14.6.2.1 for further details). Therefore,
in the user selection within each group, priority is given to users who can support bundling.

Further, in Table 14.1 the abbreviations of considered scheduler alternatives are listed
and explained.

Table 14.2 illustrates the relative HSDPA capacity improvements that can be obtained
with a packet scheduler specifically designed for VoIP service over blind RR scheduling
method without any VoIP specific user prioritization. The table shows capacities for 80 ms
delay budget assumption. The selected set of scheduler alternatives compares the enhance-
ments incrementally.

These numbers verify that packet scheduling and allocation of transmission resources
play a key role in achieving good VoIP capacity. There is a large difference between the
best and the worst scheduler option. PF gives gain over RR as it is on average able to
schedule users at better channel conditions. Introducing SCS is an important improve-
ment, as it considers the delay requirements of VoIP traffic by prioritizing urgent trans-
missions and retransmissions. Moreover, SCS makes the packet bundling more likely thus
improving the overall efficiency. The capacity gain of dynamic resource allocation
(PF + SCS + RA) over even share resource allocation is approximately 20% to 30% for the
PF + SCS scheduler.

TABLE 14.2

Relative Capacity Gain with Different Scheduler Improvements
Compared to Round Robin Scheduler with 80 ms Delay Budget

Scheduler Capacity Gain (%)
RR 0
Proportional fair (PF) 20
PF + SCS 42
Dynamic resource allocation (PF + SCS + RA) 80

Source: P. Lundén and M. Kuusela, “Enhancing performance of VoIP
over HSDPA,” VTC 2007 Spring.
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14.4.3.3 RNC Controlled Nonscheduled transmission in the
Uplink for VoIP Over HSUPA

There are two scheduling schemes defined for HSUPA: Node B controlled scheduled
transmission and RNC controlled nonscheduled transmission. The former scheme does
not guarantee a minimum bit rate since the scheduling algorithm decides whether to
allocate any power to the user or not. The latter scheme (nonscheduled transmission)
defines a minimum data rate at which the UE can transmit without prior request. When
nonscheduled transmission is configured by the serving RNC (SRNC), the UE is allowed
to send E-DCH data at any time, up to a configured bitrate, without receiving any
scheduling command from Node B. Thus, signaling overhead and scheduling delay are
minimized. Therefore, RNC controlled nonscheduled transmission is the most suitable
choice for VoIP traffic.

14.4.4 Advanced Receivers

By using advanced receiver techniques at UE the performance of VoIP can be signifi-
cantly improved. The following advanced receiver techniques were introduced to HSDPA
terminals: 2-antenna Rake receiver with Maximum Ratio Combining (MRC) and 1-antenna
LMMSE time domain chip level equalizer were adopted by 3GPP Release 6 onwards,
and 2-antenna LMMSE chip level equalizer was adopted by 3GPP Release 7. When
comparing the performance improvements achieved with 3GPP Release 6 advanced
receiver techniques, it was concluded that the biggest improvement is achieved with
plain receive diversity. By having additional receive antenna at terminal 3 dB array gain
is added to the realized signal-to-noise ratio (SNR) for all terminals, due to which the
VoIP DL capacity is significantly boosted. Further, the utilization of LMMSE chip equal-
izer improves VoIP system performance as well by reducing the intracell interference of
the users in the cell, but the achieved performance improvement is much smaller com-
pared to utilization of receive diversity, as equalizer is not able to improve the perfor-
mance of the cell edge users, that is, the users that most probably are in the outage, as the
performance of those users is mainly limited by the intercell interference. On the basis of
system level simulations the utilization of receive diversity provides approximately
80% gains in HSDPA capacity compared to the case with 1-antenna RAKE receivers at
terminals. For 1-antenna LMMSE chip level equalizer the corresponding gain is in the
order of 20-30%.

In LTE, the baseline receiver technique is 2-antenna receiver with either MRC combining
or Interference Rejection Combining (IRC), where the diversity antennas are used to reject
the co-channel interference by estimating the interference covariance matrix and selecting
combining weights accordingly to maximize SNR. According to [16], IRC combining pro-
vides approximately 0.5 dB gain in the received SNR over MRC combining, and this would
correspond to 10-15% gains in VoIP LTE DL capacity.

14.5 Practical Constraints in VoIP Concept Design and Solutions

When optimizing air interface for VoIP traffic, several practical constraints are to be con-
sidered in VoIP concept design on HSPA and LTE radio systems. This section provides



Radio Access Network VoIP Optimization 247

description for the most important practical limitations in radio interface optimization.
Existing solutions (if any) to avoid these limitations are covered in Section 14.6.

14.5.1 Control Channel Limitations

With VoIP traffic the number of supported users may increase drastically. To support VoIP
transmission of DL and UL transport channels, there is a need for certain associated DL and
UL control signaling. Therefore, the overhead from associated control signaling in UL and DL
may become a bottleneck for the VoIP system performance. Sections 14.5.1.1 and 14.5.1.2
describe the main contributors for control channel overhead for HSPA and LTE radio systems.
Methods to reduce control channel overhead are described in Sections 14.6.1 and 14.6.2.

14.5.1.1 HSPA

For VoIP traffic, the packet size is considerably small corresponding to a low data rate
transmission on the data channel, for example, 32 kbps with 10 ms TTI and 160 kbps with
2ms TTI in HSUPA. In other words, it implies that the overhead from control channels
would consume relatively more power for the transmission of VoIP traffic than the other
packet data traffics transmitted with the high data rate. On the other hand, the control
channels cannot be subject to HARQ retransmissions, that is, the information carried by
the control channels cannot be soft combined. Thus, more retransmissions may lead to the
higher overhead from the control channels associated with data transmission. It makes
sense to study the effect of the control channel overhead to performance and investigate
how the overhead could be reduced.

In HSPA, there are mainly three types of dedicated physical control channels in the UL
and one in the DL: the UL Dedicated Physical Control Channel (UL DPCCH), the E-DCH
Dedicated Physical Control Channel (UL E-DPCCH), the UL Dedicated Physical Control
Channel associated with HS-DSCH transmission (UL HS-DPCCH), and the DL Shared
Control Channel for HS-DSCH (HS-SCCH). Their constraints on the VoIP performance
would be addressed in the following sections.

DPCCH overhead in the uplink transmission

The uplink DPCCH in 3GPP Release 6, that is, HSUPA, is used for carrying physical layer
control information which mainly consists of known pilot bits to support channel estima-
tion for coherent detection and transmit power-control (TPC) commands to be used for the
DL transmission. When the high capacity (in terms of users in a cell) is targeted for VoIP
on HSDPA and HSUPA, the interference caused by continuously transmitted UL DPCCHs
becomes the limiting factor for capacity.

To illustrate this, let us calculate the UL capacity by using the following UL load
formula [1]:

p .
NR,; = —1010g10(1—W/RN~v (1+z)), (14.1)

where p is the E,N, target after antenna combining, W is the chip rate, R is the E-DPDCH
bit rate, N is the number of users, v is the equivalent activity factor, i is the other cell to own
cell interference ratio, and NR,; is the noise rise in decibels. When the UL load formula
(14.1) is used, the overhead from DPCCH, E-DPCCH, and the retransmissions are included
in the equivalent activity factor v.
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Further, it is also possible to divide this formula into components as shown in (14.2) and
then have separate requirements for E /Nj (i.e., the signal to noise target per chip after the
antenna combining) and activity factors for each channel. Here E-DCH is assumed to
include both E-DPCCH and E-DPDCH, which would always be transmitted together thus
having the same activity factor.

E E E .
NR,; =-10log 10[1 - K Nc j Ve peu t (WCJ Uppccn + (ﬁj UHs-ppccH }N : (1 + 1)]
0 JE-DCH 0 /ppccH 0 /HS-DPCCH

(14.2)

For DPCCH gating (see Section 14.6.1.1), it is pessimistically assumed that E-DPDCH and
HS-DPCCH transmissions never overlap and thus the DPCCH activity was obtained as the
sum of activities on E-DPDCH and HS-DPCCH.

Thus, the noise rise (NR) contributed by inactive UEs (i.e., UEs with inactive packet
transmission) can be calculated as shown in Figure 14.6 assuming that i is 0.65 for
the typical 3-sector macro cell scenario and the required DPCCH E./N, is about —18 dB
for the inactive UE [17]. Obviously, up to 30 inactive users with the continuous DPCCH
transmission in this case can eat up all reserved radio resource, that is, 6 dB noise rise
target. However, the less DPCCH activity or the less inactive UEs, the less interference is
experienced in UL.

With VoIP over E-DCH, the UL transmission of voice is not continuous as the CS voice
over Dedicated Channel (DCH). One voice frame is transmitted every 20 ms or two voice
frames every 40 ms if bundling of two voice packets is allowed. With VoIP, the continuous
transmission of the UL control channel DPCCH would consume the scarce radio resource
and become inefficient.

I
i

Noise Rise (dB)
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Inactive UE number o o0 DPCCH activity

FIGURE 14.6 Noise rise as a function of the inactive UE number and the DPCCH activity factor. (Source: Tao
Chen et al,, “Uplink DPCCH gating of inactive UEs in continuous packet connectivity mode for HSUPA,” IEEE
WCNC, March 2007. With permission.)
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Overhead from HS-DPCCH carrying CQI report

Except for DPCCH channel, there are certain other control channels such as HS-DPCCH
which may consume the UL radio resource. HS-DPCCH, carrying CQI information for
DL channel sensitive schedulers and adaptive modulation scheme selections, may be
transmitted periodically according to a CQI reporting period controlled by RRC.
Correspondingly, the effect of CQI reporting period can be studied according to the
earlier-stated equations as well. Reducing CQI activity (i.e., increasing CQI reporting
period) from once per 10 ms to once per 20 ms increases the VolP capacity by about 10% and
going down to one CQI transmission per 80 ms increases the VoIP capacity by 20% (from
CQI once per 10 ms). On the other hand, the larger transmission interval of CQI may worsen
the downlink performance due to less reliability of CQI. Therefore, the CQI reporting
period should be leveraged for the UL and DL performance.

HS-SCCH and E-DPCCH overhead associated with the data transmission

Other control channel constraints for VoIP over HSPA would be the overhead from the
VoIP packet transmission associated control channels such as HS-SCCHs in the DL and
E-DPCCHs in the UL. The HS-SCCH is a DL physical channel used to carry DL signaling
related to HS-DSCH transmission, whereas the E-DPCCH is a physical channel used to
transmit control information associated with the E-DCH. When a large number of users are
served at a time, the control overhead (i.e., HS-SCCH overhead and E-DPCCH overhead)
increases and the respective share of resources for the VoIP packet transmission of the user
is reduced. Otherwise, more HARQ retransmissions would also increase these overhead.
Thus, there would be a tradeoff between the allowed retransmission number and the
control overhead.

14.5.1.2 LTE

To support the transmission of DL and UL transport channels, certain associated UL and
DL control signaling is needed. This is often referred to as L1/L2 control signalling, as the
control information originates from both physical layer (L1) and MAC (L2). The DL L1/L2
control signaling, transmitted by using Physical Downlink Control Channel (PDCCH),
includes both PDSCH scheduling related information for each scheduled terminal and
PUSCH related scheduling messages (a.k.a scheduling grants). PDSCH scheduling
information includes information about the used resource assignment and MCS, and
it is necessary to the scheduled terminal to receive, demodulate, and decode PDSCH
properly. PDCCH overhead limitations to VoIP DL capacity are discussed in “PDCCH
overhead” subsection.

Like LTE DL, LTE UL needs for certain associated L1/L2 control signaling to support
the transmission of DL and UL transport channels. The L1/L2 control signaling is carried
by Physical Uplink Control Channel (PUCCH), and the carried L1/L2 control signaling
includes HARQ acknowledgments for scheduled and received PDSCH resource blocks
in DL, CQI information indicating the channel quality estimated by the terminal and UL
scheduling requests indicating that the terminal needs UL resources for PUSCH trans-
missions. The biggest part of UL L1/L2 control signaling originates from CQI signaling,
which is required by channel aware scheduler at eNodeB to exploit the time and frequency
domain scheduling gains of PDSCH. With VolIP traffic the CQI signaling overhead may
start to limit VoIP UL capacity, as the number of supported users in E-UTRA is large. CQI
overhead issue is handled in “CQI overhead” subsection.
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PDCCH overhead

As in HSPA, the baseline scheduler for VoIP traffic is the fully dynamic packet sched-
uling method, where each packet is transmitted by L1 control signaling. As described in
Section 14.4.2, multiuser channel sharing plays an important role when optimizing air
interface capacity for VoIP traffic. As PDCCH should be transmitted to each scheduled
terminal, PDCCH overhead may become a limiting factor for VoIP capacity. Due to this
reason there is not enough control channel resources to schedule all physical resource
blocks (PRBs) and hence part of PDSCH capacity is wasted. For example, at 5 MHz
bandwidth with AMR 12.2 kbps codec the PDSCH utilization rate for fully dynamic PS
is only 35%.

One way to avoid control channel limitations with fully dynamic PS, several of a user’s
VoIP packets can be bundled at L1 for one transmission, as described in Section 14.6.2.1.
The main benefit from bundling is that more users could be fitted to the network with the
same control channel overhead as good users are scheduled less often. This will lead to
significant capacity improvements in the control channel limited situation. For example, at
5MHz bandwidth with AMR 12.2 kbps codec VoIP DL capacity is improved by 75-80%
and PDSCH utilization rate is increased from 35% to 70% when packet bundling (up to two
packets bundled together) is used.

An alternative method to avoid control channel limitations for VoIP performance is to
utilize semi-persistent packet scheduling method [8,18-20]. This approach has been heav-
ily studied in 3GPP. With this method, savings in control channel overhead are realized as
the initial transmissions of VoIP packets are scheduled without L1 control signaling by
using persistently allocated time/frequency resources. Semi-persistent PS method works
very well in control channel limited circumstances, which can be seen as increased PDSCH
utilization rate. As an example, by using semi-persistent PS the utilization rate of PDSCH
is approximately 90% at 5 MHz bandwidth with AMR 12.2 kbps codec. Semi-persistent
resource allocation is described in more detail in Section 14.6.2.2.

CQI overhead

As EUTRA is based on OFDMA scheme, in LTE system, the channel-dependent scheduling
can be conducted both in time and frequency domain. To achieve maximal frequency
domain scheduling gains in DL, each UE has to measure CQI in frequency domain for all
PRBs across the whole bandwidth and report the information to eNodeB for link adapta-
tion and scheduling decisions. In practice, the feasible CQI feedback resolution in fre-
quency domain is limited by the UL control overhead related with CQI feedback, which
may become prohibitively large especially with VoIP traffic, where the number of sup-
ported users may be large. Therefore, CQI feedback should be reduced both in time and in
frequency domain to keep the UL control overhead at reasonable level. Quantity of the
reduction of CQI feedback in time domain depends on the velocity of an user, for example,
at 3 km/h the feasible CQI update rate for VoIP traffic is 5-10 ms. For this traffic, the impact
of CQI update rate is not that crucial, as due to the delay limitations of the traffic the time
domain scheduling gains are rather limited.

When reducing CQI feedback in frequency domain, the challenge is how much it
could be reduced whilst maintaining the benefits of frequency domain scheduling.
A simple method to reduce CQI feedback in frequency domain is to relax CQI
measurement granularity in frequency domain and calculate one CQI feedback over
N consecutive PRBs. Additionally, frequency selective CQI feedback schemes have been
adopted by 3GPP, such as the best-M average scheme, where the UE reports only
the average CQI for the M CQI blocks having the highest CQI value and indicates the
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position of those M blocks within the bandwidth (wideband CQI for the whole band-
width is reported as well in this scheme). Detailed description of the various CQI report-
ing options available in LTE can be found in [21]. The impact of CQI feedback reduction
on the performance of fully dynamic PS with VoIP traffic is analyzed in [22].

Due to the nature of the VoIP traffic the realized time and frequency domain scheduling
gains are lower than, for example, the best effort (BE) traffic. This implies that VoIP traffic
is rather robust against reduced CQI feedback. This is also verified by the results presented
in [22]—according to the results, 84% reduction in CQI overhead implied only 7% loss in
capacity compared to the case, where full CQI (one CQI per PRB) was used. On the other
hand, this compressed CQI overhead still corresponds to 4 kbps UL channel bit rate, which
might be too much considering the limited capacity of PUCCH.

As the number of supported users in LTE with VoIP traffic is high, it may necessitate the
usage of wideband CQI in order to keep the overhead from CQI feedback at reasonable
level. This would mean lowest possible UL signaling overhead from CQI feedback at the
cost of reduced capacity, as all frequency domain scheduling gains will be lost. In order
to keep the capacity reduction at a minimum, the impact of lost frequency domain sched-
uling gains to the performance should be compensated with more efficient utilization of
frequency diversity. Means to achieve this are described in Section 14.6.2.3.

14.5.2 Co-channel Interference and Noise Limitations for LTE UL

When the frequency re-use factor is set to one (1) for LTE, co-channel interference is gene-
rated in the network degrading the UL performance of LTE significantly. In order to miti-
gate the impact of co-channel interference in LTE UL, interference aware scheduling
[23,25], described in Section 14.6.2.5, could be used.

Further, in extreme noise limited scenarios such as macro-cell scenario case 3 [26], LTE
UL may suffer from UL coverage problems. This is caused by poor UE power utiliza-
tion from the small 1 ms TTI duration. To overcome this, a TTI bundling technique [27,28]
was adopted as a part of LTE 3GPP standard. TTI bundling technique is described in
Section 14.6.2.6.

14.6 VoIP Solutions to Avoid System Related Limitations
14.6.1 Solutions in HSPA
14.6.1.1 Uplink Gating Associated with the Packet Bundling

To address the practical constraints for VoIP over HSPA, several solutions have been
proposed to improve VoIP performance.

In 3GPP Releases up to the Release 6, DPCCH channel is transmitted continuously
regardless of whether there is actual user data to be transmitted or not, thereby highly
loading the cell (see Section 14.5.1.1). The idea of gating, introduced in 3GPP Release 7 and
presented in [29] is to stop the transmission of DPCCH when there is no data to be sent on
E-DCH and no L1 feedback signaling on HS-DPCCH (see Figure 14.7). This would reduce
interference to other users and increase the UL capacity. Besides, it can increase UE standby
time efficiently because of less power consumption.
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FIGURE 14.7 Illustration of VoIP transmission on E-DCH assuming 10 ms TTI and bundling of two VoIP
packets into one TTI with continuous and gated DPCCH transmission.

DPCCH gating might pose difficulty for the network to distinguish an inactive period
from a lost connection. Hence it is desirable that DPCCH transmission is not totally silent
but transmitted periodically following a predefined pattern. Another issue to consider is
transmission power. After a gating period without tracking the received SIR on DPCCH,
the channel response variations could degrade the transmission and increase the interfer-
ence between the UEs. Thus, in the 3GPP specifications for DPCCH gating the optional
power control preambles are defined to be sent prior to the data channel reactivation. As a
further improvement, compared with sending one packet per TTI, bundling multiple pack-
ets together in one transmission can reduce related control channel signaling overhead and
thus improve air interface efficiency. More details about packet bundling can be found
from Section 14.6.2.1. Packet bundling is typically utilized in the downlink direction only,
due to the UE power shortage. However, packet bundling is applicable in UL direction as
well if 10 ms TTI is used [30].

14.6.1.2 HS-SCCH-Less Operation

3GPP Release 7 also allows HS-SCCH-less operation in the DL to minimize the interference
from HS-SCCH. The high VoIP capacity typically requires 4-6 code multiplexed users on
HS-DSCH in the DL of Release 6. Each code multiplexed user requires HS-SCCH channel.
HS-SCCH-less operation can be applied for VoIP when the packet interarrival time is constant.
In HS-SCCH-less operation it is possible to send HS-PDSCH without associated HS-SCCH by
using predefined transmission parameters (e.g., modulation and coding scheme, channeliza-
tion code set, transport block size) configured by higher layers and signaled to UE via RRC
signaling. HS-SCCH-less operation implies that UE has to blindly decode the HS-PDSCH
that has been received without associated HS-SCCH. The interference from HS-SCCH trans-
missions can be avoided with HS-SCCH-less operation leading to higher VoIP capacity.

The dynamic HS-DSCH power allocation on HS-PDSCH and HS-SCCH channels in the
case of HS-SCCH-less operation for VoIP service enables supporting more than four code-
multiplexed users on HS-DSCH due to the more efficient use of the scarce power resource.
This improves performance especially with the short 80 ms delay requirement, as buffering of
VoIP packets in MAC-hs is becoming very restricted leading to the higher power requirement.

14.6.2 Solutions in LTE
14.6.2.1 Packet Bundling

The size of the VoIP packet is typically very small, for example, for AMR 12.2 kbps codec the
size of the most common ROHC compressed packet is 40 bytes. This, together with strict
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delay requirements of VoIP traffic necessitate the use of PDSCH multiuser sharing when
high capacities are targeted. As each user is scheduled by L1 control signaling, with mul-
tiuser channel sharing the control channel overhead becomes the limiting factor for VoIP
system performance and the dynamic packet scheduler is not able to fully exploit PDSCH
air interface capacity. One attractive technique with baseline scheduler to improve VoIP
capacity within control channel limitations is to bundle multiple VoIP packets (of one user)
together and transmit the bundled packets within the same TTI to a scheduled user. Packet
bundling is CQI-based meaning that it is used only for such users whose channel conditions
are favorable enough to support bundling. With packet bundling, good users are scheduled
less frequently implying that transmission resources can be more efficiently used and L1/
L2 control overhead can be reduced. Hence packet bundling can be seen as an attractive
method in DL to improve VoIP capacity for fully dynamic PS whilst keeping L1/L2 control
overhead at a reasonable level. From the perspective of voice quality it is important to keep
the probability of losing consecutive packets as small as possible. This can be achieved by
making the link adaptation for the TTIs carrying bundled packets in a more conservative
manner leading to a reduced packet error rate for the first transmission.

In UL, packet bundling could be used as well but it is not an attractive technique because
of the limited UE transmission power and non-CQI-based scheduling.

The impact of packet bundling on PDSCH utilization rate in macro cell case 1 [26] with
AMR 12.2 kbps codec at 5 MHz bandwidth is presented in the Figure 14.8, which
contains cumulative distribution function for scheduled PRBs per OFDM subframe. Here,
it is assumed that the statistics are plotted with the load corresponding to 5% outage
point-this assumption is valid for the other statistics presented in this chapter as well. In
Case 1, approximately 70% of the users use bundling (see Figure 14.9), so approximately
70-80% more users can be fitted to the network without exceeding outage, as is shown in
Section 14.7. Due to the higher load compared to nonbundling case, the average PDSCH
utilization rate is approximately doubled with bundling.
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FIGURE 14.8 Cumulative distribution function for scheduled PRBs per TTI.
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FIGURE 14.9 Probability distribution function for bundled packets/TTI/user.

14.6.2.2 Semi-persistent Resource Allocation

In order to avoid control channel limitations for VoIP traffic in E-UTRAN, a concept of
semi-persistent packet scheduling (PS) [8,18] was adopted in 3GPP for LTE. Semi-persistent
PS can be seen as a combination of dynamic and persistent scheduling methods, where
initial transmissions of VoIP traffic are scheduled without assigned L1/L2 control infor-
mation by using persistently allocated time and frequency resources, whereas the possible
HARQ retransmissions and SID transmissions are scheduled dynamically. For VoIP traf-
fic the used BLER target in DL is of the order 10-20%, and this together with SID trans-
missions implies that only 20-30% of the transmissions require L1/L2 control signaling
in DL. As initial transmissions are scheduled by using persistently allocated time and
frequency resources, savings in control channel overhead are achieved with the cost of
reduced time and frequency domain scheduling gains.

The semi-persistent resource allocation method adopted in 3GPP LTE is talk spurt based
persistent allocation, and in DL direction the method works as follows. At the beginning of
a talk spurt, a persistent resource allocation is done for the user and this dedicated time
and frequency resource is used to transmit initial transmissions of VoIP packets. At the end
of the talk spurt, persistent resource allocation is released. Thus, the released resource can
be allocated to some other VoIP user, which enables efficient usage of PDSCH bandwidth.

The persistent allocation at the beginning of the talk spurt is signaled by using L1/L2
signaling. RRC signaling is used to signal some semi-static parameters such as the period-
icity of the allocation. A slow, talk spurt based link adaptation is possible since the modu-
lation scheme as well as the amount of resources are signaled with L1/L2 signaling.

The release of the persistent allocation at the end of the talk spurt is done via explicit
signaling from the eNodeB with L1/L2 signaling. It is still open whether implicit release
(without signaling) of DL semi-persistent resources is supported, too. DL operation for the
talk spurt based persistent allocation is illustrated in Figure 14.10.
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FIGURE 14.10 Talk spurt-based persistent allocation in downlink.

In UL direction, the UE should send a scheduling request (SR) to the eNodeB at the
beginning of a talk spurt to get the radio resource allocated for it. Similarly, as in DL, the
allocated radio resource is used to carry initial transmissions of VoIP packets without any
scheduling related L1/L2 signaling in DL. SID frames can be allocated dynamically (thus
requiring SR for each SID). The required signaling in the UL direction is similar to the DL.
The persistent UL allocation at the beginning of the talk spurt is signaled by using L1/12
signaling.

When the talk spurt ends, the resource is released either explicitly with release signaling
or implicitly by noticing that no more data is coming. Thus, the released resource can be
allocated to some other VoIP user.

Figure 14.11 shows the required UL and DL signaling as well as the transmission
resources. Here we assume that SID frames are scheduled dynamically.

The impact of semi-persistent resource allocation method on DL control overhead is
illustrated in Figure 14.12, which contain cumulative distribution function (CDF) of the
dynamically scheduled users per TTI (out of maximum 10 users). As is evident from the
figure, with semi-persistent resource allocation method DL control overhead is approxi-
mately 40% of the control channel overhead of fully dynamic PS. In Figure 14.13 CDF for
the number of scheduled PRBs per OFDM subframe is presented. Performance of fully
dynamic PSis control channel limited, that is, there is not enough control channel resources
to utilize the total transmission bandwidth: with fully dynamic PS only 70% of the total
transmission bandwidth (5 MHz ~ 25 PRBs) is used on average. Here we assume that
packet is used for dynamic scheduler. Semi-persistent PS does not suffer from control
channel limitation, but its performance is data limited: on average only 10% of the total
transmission bandwidth is unused.

14.6.2.3 Means to Overcome CQI Imperfections

CQI feedback is utilized by the channel aware scheduler at eNodeB when selecting the
scheduled users and allocating resources for them. Additionally, CQI reports are used by
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FIGURE 14.11 Talk spurt-based persistent allocation in uplink.
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Link adaptation algorithm when selecting the used modulation and coding scheme for
the scheduled users. CQI feedback is subject to reporting delays and UE measurement/
estimation imperfections, and these are compensated by the Outer Loop Link Adaptation
(OLLA) algorithm, which uses HARQ ACK/NAK feedback from the past to maintain the
average BLER at the target level. OLLA has been shown to provide good mitigation mech-
anism for the LA errors caused by the imperfect CQI feedback information [31-33].
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FIGURE 14.13 Cumulative distribution function for scheduled PRBs per TTL
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As described earlier, wideband CQI may be required for VoIP traffic in order to keep the
UL control overhead at a reasonable level. This implies that frequency domain packet
scheduling gains are lost: the eNodeB packet scheduling can no longer track the frequency
selective fading and will have to rely on a transmission scheme that offers maximal
frequency diversity. Or similarly, frequency diversity transmission should be favored
if due to the increased velocity frequency dependent CQI information is unreliable
(velocity >25 km/h). Frequency diversity transmission can be achieved by one of the
following methods [34]:

(1) Using localized transmission where a user is scheduled on multiple PRBs that
are scattered over the full system bandwidth to offer maximal frequency
diversity.

(2) Using distributed transmission where a number of PRBs (scattered over the full
system bandwidth) are shared by a set of users.

Distributed transmission refers to the case where one PRB of 12 contiguous subcarriers
is shared between multiple users on a subcarrier resolution. Distributed transmission
feature was adopted to 3GPP Release 8 with the restriction that a user scheduled with
distributed transmission shall always be scheduled on groups of Nd x12 subcarriers,
where Nd is limited to two (2).

Method (1) offers a high degree of frequency diversity for cases where there is sufficient
data for a user to be scheduled on multiple PRBs, that is, at least 3-4 PRBs. Unfortunately,
with VoIP traffic the data amount for one user typically requires at most 2 PRBs, and
therefore it is difficult to achieve efficient frequency diversity with localized transmission.
Frequency diversity offered by method (1) can be further improved if HARQ retransmis-
sions are scheduled in different locations in frequency than previous transmission(s).

VoIP LTE DL performance of semi-persistent PS with wideband CQI was analyzed in
[34] by comparing localized transmission with method (1) (with HARQ retransmissions
scheduled so that frequency diversity is maximized) and distributed transmission with
Nd = 2. It was shown that distributed transmission provided only 2% higher capacity than
localized transmission with enhanced method (1).

In Table 14.3 relative losses in capacity due to utilization of wideband CQI instead of
narrowband CQI are given for fully dynamic and semi-persistent PS methods. Here it is
assumed that localized transmission with method (1) assuming diversity enhancement
over HARQ retransmissions is used. As can be seen from the results, when the frequency
domain scheduling losses are compensated with efficient utilization of frequency diver-
sity, degradation in performance due to usage of wideband CQI stays tolerable. Without
frequency diversity enhancements corresponding losses would be higher. Moreover, the
relative losses in performance realized by the semi-persistent PS are only half of the
corresponding losses for fully dynamic PS, as only HARQ retransmissions and SID
transmissions benefit from FD scheduling gains.

TABLE 14.3
Impact of Wideband CQI to Capacity

Used Packet Scheduling Method Dynamic Semi-persistent

Relative loss in capacity (%) 14 7
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14.6.2.4 Adaptive HARQ in UL

For tradeoff purpose, the currently agreed proposal in 3GPP is to use synchronous
nonadaptive HARQ protocol as much as possible for LTE UL. It means adaptive HARQ
will be enabled for use if fully nonadaptive HARQ is impossible to be used. Such decision
is due to the drawbacks of fully nonadaptive HARQ. The nature of nonadaptive solution
is that retransmissions occur at a predefined (normally fixed) time after the previous
(re)transmission using the same resources. The benefit of synchronous nonadaptive
HARQ is that the UL control signaling can be minimized since only a NAK need to be
signaled back to start a HARQ retransmission. However, due to orthogonality and single
carrier requirements in LTE UL, there are some obvious problems for nonadaptive HARQ
retransmissions combined with semi-persistent allocation:

(a) Resource fragmentation: When several UEs are scheduled in one TTI and some
users require retransmissions whereas others do not, the UL resources can be frag-
mented and the scheduling of new users becomes more difficult or the required
resources cannot be scheduled to a user due to single carrier requirement [36].

(b) Low resource efficiency: For semi-persistent allocation, part of the resources is
allocated persistently and part is scheduled dynamically. A nonadaptive HARQ
sets unnecessary restrictions and leads to poor resource utilization. Since with
synchronous nonadaptive HARQ), the possible retransmission would overlap with
the persistent allocation, a persistent allocation in a given time-frequency resource
implies that nothing can be scheduled on the same frequency resource at a HARQ
RTT earlier (or a few HARQ RTTs earlier).

(o) Separate ACK/NAK channel in DL: With synchronous nonadaptive HARQ, a
separate ACK/NAK has to be sent strongly coded (repetition) and with high power
in order to guarantee low error probability.

Synchronous adaptive HARQ can then naturally be used to solve the problems: when
resource fragmentation happens, an adaptive HARQ allows moving of the retransmissions
to the edges of the band thus avoiding the fragmentation; when the collision happens
between initial persistent transmissions and retransmissions, by allowing adaptive HARQ,
the possible retransmission can be sent on different frequency resource thus avoiding the
problem; adaptive HARQ implies that all the retransmissions are scheduled. This has the
advantage that no separate ACK/NAK channel is needed in the DL. Retransmissions are
requested with UL allocation (implicit NAK) and an UL allocation for a new transmission
implies that retransmissions are not continued. Though ACK/NAK channel still exists in
terms of 3GPP agreement, it is overridden by UL allocation signaling.

14.6.2.5 Interference Aware Packet Scheduling for LTE UL

As proposed in [23,25], an interference aware packet scheduling method to alleviate
the co-channel interference for larger cells (e.g., macro cell Case 3 [26]) could be used.
Briefly, the method performs as follows: First, users in the same sector are sorted on the
basis of DL pathloss measurement. Second, UEs closer to BS are allocated into middle
frequencies and UEs at cell edge are allocated into edge frequencies. SNR target is first
set to cell edge users, and the SNR target of users closer to BS may be gradually increased.
In other words, the basic idea in this method is that users with similar pathloss use
same frequency in all sectors/cells. Hence, with this method the interference level is
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Total bandwidth: I
FIGURE 14.14 IC scheme for large cell.

comparable to the useful signal level, but as can be seen from Figure 14.14, the cell
edge users may interfere with each other. Therefore, for small cells (e.g., macro cell
Case 1 [26]) different re-use pattern to minimize intercell interference can be used. This
is depicted in Figure 14.15. Similarly, as for the interference control scheme for larger
cells, UEs are sorted according to DL pathloss measurements. Then, the required trans-
mission power levels of UEs are figured out according to SNR target. The SNR target
is the same for all UEs in the network, that is, for re-use factor three power sequence
[0 —4 —4] is used. The key point here is that users with similar pathloss use different
frequency in different sectors within one cell. Hence, the cell edge users in different
sectors use different sub-bands implying that they do not interfere with each other. On
the other hand, the interference among the three sectors within one cell seems to be a
bit larger.

Total bandwidth: [T

FIGURE 14.15 IC scheme for small cell.
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Of course, some kind of combined scheme by utilizing the advantages of the two IC
schemes can be designed to further enhance the performance as well.

14.6.2.6 TTI Bundling for LTE UL

A natural solution to improve the coverage in noise limited scenario would be to use RLC
layer segmentation of VoIP packets. The drawback of this method is mainly the signifi-
cantly increased overhead. To overcome this problem, TTI bundling method is adopted in
3GPP [27,28], in which a few consecutive TTIs are bundled together and a single transport
block is first coded and then transmitted by using this bundled set of consecutive TTIs.
With TTI bundling only one L1/L2 grant is needed to schedule the transmission and only
one HARQ feedback signal is sent from the eNodeB for the bundled subframes. Moreover,
the same hybrid ARQ process number is used in each of the bundled subframes. The oper-
ation is like an autonomous retransmission by the UE in consecutive HARQ processes
without waiting for ACK/NAK feedback. The redundancy version on each autonomous
retransmission in consecutive subframes changes in a predetermined manner. There is a
possibility that the code rate might be larger than one for the first subframe, but decoding
becomes possible at the eNodeB as soon as the code rate becomes less than or equal to one.
TTI bundling is a technology that improves the data rate, reducing overheads and leading
to a packet-optimized transmission.

14.7 Network Performance of VoIP
14.7.1 HSPA
14.7.1.1 Simulation Methodology and Assumptions

The quasi-static system level simulators for HSUPA and HSDPA, where all necessary RRM
algorithms as well as their interactions are modeled, are used to investigate the perfor-
mance of VoIP on HSPA. These tools include a detailed simulation of the users within
multiple cells. The fast fading is explicitly modeled for each user according to the ITU
Vehicular-A profile. Regarding the methodology, this kind of quasi-static simulator is
based on descriptions in [3]. A wrap-around multi-cell layout modeling several layers of
interference is utilized in this study.

The main parameters used in the system simulation are summarized in Table 14.4, where
UE moving speeds other than 3 kmph are mostly applied to investigate the effect of the
mobility on the performance of the DL.

14.7.1.2 Simulation Results and Analysis

VoIP performance in HSUPA

The UL capacities for VoIP over HSUPA are presented to evaluate the performance of some
advanced solutions as described in Section 14.6.1.1. For the 2ms TTI without UL packet
bundling, Figure 14.16 shows UE power distribution for 60 UEs/cell for gating DPCCH and
continuous DPCCH. It may be noted that there can be huge power savings by applying
DPCCH gating. The exact power saving level would depend on the activity of DPCCH, which
is affected by the transmission of E-DCH and HS-DPCCH. It also implies that the frequent



Radio Access Network VoIP Optimization 261

TABLE 14.4

Simulation Parameters Settings

Parameter Value

System Configuration

Inter-site distance 2.8 km

Cell configuration ITU Veh-A, Macrocell
Voice call mean length 60 seconds

UE speed 3 (30, 50, 90) kmph
Outage observation window length 10 seconds

Cell outage threshold 5%

Residual FER 1%

HSUPA Specific Configuration

Receiver 2 antenna RAKE with MRC combining
Frame size 2ms/10 ms
Channels E-DCH/DPCCH
Number of HARQ channels 8 (2ms TTI)/4 (10 ms TTI)
Max number of L1 transmissions 4 (2ms TTI)/2 (10 ms TTI)
UL delay budget 80 ms
Scheduling algorithm Non-scheduled
HSDPA Specific Configuration
Receiver 1 antenna RAKE with MRC combining
Frame size 2 ms
Channels HS-DSCH/CPICH/HS-DPCCH
Number of HARQ channels 6
Max number of L1 transmissions 4
Max code-multiplexing users 4
Number of codes 10
Total BS transmission power 20W
HS-DSCH power 10W
DL delay budget 80 ms

CQI reporting carried on HS-DPCCH would reduce the power saving gain because of having
fewer opportunities to use DPCCH gating. Similarly, if the DL data transmission over
HS-DSCH is quite active, the transmission of ACK/NAK feedback information carried over
HS-DPCCH in the UL would be quite frequent, which will also constrain the gating gain.
Table 14.5 summarizes the VoIP capacity results obtained with a quasi-static system
simulator for both 2ms and 10 ms TT1in the case of 3 kmph UE moving speed. The capacity
is calculated with two different criteria presented in Section 14.3.3: the number of VoIP
users per sector not exceeding the 5% FER target measured over 10 s or the number of VoIP
users allowed per sector with an average noise rise of 6 dB. Here the delay budget of 80 ms
is assumed for HSUPA. This would not be the bottleneck at the performance since HARQ
retransmissions will be completed within this delay budget when the maximum allowed
HARQ retransmission number is 1 for 10 ms TTI and 3 for 2ms TTI. The results show that
VoIP capacity over HSUPA is comparable or to a great extent better than CS voice over
DCH (about 65 voice users per sector) [3] with continuous DPCCH and gating gives 40-50%
further gain. Otherwise, fewer transmissions can increase the DPCCH gating gain in the
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FIGURE 14.16 UE power CDF distributions with 60 UEs/cell for gating DPCCH and continuous DPCCH.

capacity from 50% to 77% with 10 ms TTI because of the increasing opportunities for
DPCCH gating from fewer transmissions on E-DCH. (For more results and simulation
assumptions, see e.g. [3,29,30,37].)

VoIP performance in HSDPA

VoIP system performance in HSDPA achieved with the best mode scheduling alternative
(“PF + SCS + RA” described in the Section 14.4.3.2 ) is shown in Figure 14.17 for both
Release 6 and Release 7. Release 6 results are achieved with 1-antenna LMMSE chip equal-
izer whereas Release 7 results are achieved with 2-antenna RAKE with MRC combining.

TABLE 14.5
Summary of the UL VoIP Capacity Results without and with UL DPCCH Gating
Capacity Criteria: 5% FER Over 10 s Capacity Criteria: Noise Rise 6 dB
Average Continuous Gated Gating Continuous Gated Gating
Number of DPCCH DPCCH Gain DPCCH DPCCH Gain
TTI Transmissions (Users) (Users) (%) (Users) (Users) (%)
2 ms ~3 82 123 50 75 106 41
. 1.25 65 115 77 61 93 52
10ms 1.67 80 120 50 73 103 41

* 10 ms TTI results using bundling of 2 VoIP frames in a single TTL
Source: 3GPP TR 25.903 V1.0.0 (2006-05), “Continuous connectivity for packet data users.”
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FIGURE 14.17 VoIP HSPA capacity comparison between downlink and uplink.

Corresponding UL capacities for Release 6 and 7 are also presented in the figure for com-
parison. As the results show, receive diversity provides superior performance compared
to 1-antenna LMMSE chip equalizer. Furthermore, results indicate that HSPA capacity is
uplink limited.

Effect of the mobility on the performance

In the real world, UE is always moving at a varying speed. Therefore, it makes sense to
understand the effect of UE velocity and handover delay in practice. VoIP cell capacities
are presented in Figure 14.18. The figure shows the achieved capacities for 100 ms, 200 ms,
and 400 ms handover delays.

From the results it can be seen that the VoIP capacity is highly sensitive to UE velocity. Higher
velocities lead to lowered VoIP capacity: the capacity drops by roughly 20% when going from
3 km/h to 30 km/h and with higher velocity the capacity drops even further. This is because
the radio channel is changing more rapidly and scheduling is thus more challenging.
Moreover, the number of handovers is increased significantly when UE velocity increases.

The results show that the handover delay is critical to the performance of VoIP service
over HSDPA, especially when the UE velocity gets higher. This is caused by the fact that
with high UE velocities the performance is already greatly affected by the radio channel
conditions and thus it is required to have fast response to the handover procedures.

14.7.2 LTE
14.7.2.1 Simulation Methodology and Assumptions

The performance evaluation for LTE is conducted with a quasi-static system level simulator
[11]. The simulated network is composed of 19 cell sites with 3 sectors each. The scheduling
algorithm and other radio resource management (RRM) functions are explicitly modeled
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FIGURE 14.18 Average VoIP cell capacity with different UE velocities and handover delays. (Source: P. Lundén,
J. Aijénen, K. Aho, and T. Ristaniemi, “Performance of VoIP over HSDPA in mobility scenarios,” VTC 2008 Spring.
With permission.)

in 3 center cells and statistics are also gathered from these 3 center cells. The remaining
cells generate intercell interference with full load. The propagation characteristics of the
physical link as a distance dependent pathloss, shadowing and frequency selective fast
fading are modeled in the system simulator, whereas the link performance is fed to the
system simulator through an Exponential Effective SNR Mapping (EESM) interface [24], or
alternatively through an Actual Value Interface (AVI). Furthermore, for LTE the Spatial
Channel Model [38] SCM-C shall be employed. The main simulation parameters are based
on [16] and are also listed in Table 14.6. UEs are uniformly distributed in 3 center cells and
assigned with VoIP traffic. The VoIP traffic is modeled as in [11] and the most important
characteristics are summarized in Table 14.7. Moreover, the main DL related parameters
and UL related parameters are summarized in Table 14.8 and Table 14.9, respectively.

TABLE 14.6

Summary of the Main Simulation Parameters

Description Settings

Number of cells 19 sites with 3 cells

Carrier center frequency 2.0 GHz

Simulation scenarios Macro Case 1 and Macro Case 3

System bandwidth 5 MHz

Pathloss According to [26], minimum coupling loss (MCL) 70 dB
Std of log-normal shadowing 8 dB

Velocity 3km/h

Channel SCM-C with correlations for spatial channels

Link to system model DL EESM (realistic ChEst), UL AVI (realistic ChEst)

PDCCH modeling Realistic
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TABLE 14.7

Main Traffic Related Assumptions

265

Description

Settings

Codec

Header compression

Payload including all overhead
SID payload including all overhead
Voice activity

Talk spurt

One-way delay (ms)

AMR 12.2 kb/s, AMR 7.95 kb/s

ROHC

40 bytes for AMR 12.2 kbps 28 bytes for AMR 7.95 kbps
15 bytes

50%

Negative exponential distribution, mean 2.0 s

50

TABLE 14.8

Main DL Related Simulation Parameters

Description

Settings

Multiple access

eNode-B Tx power

Max C/I limit in the receiver
Transmission scheme
Receivers

CQI settings

DL L1/L2 control channel overhead
MCS set

OFDMA

43 dBm (5 MHz)

22dB

2 X 2 Space-Time Transmit Diversity (STTD)
2-antenna with MRC combining

Zero mean i.i.d Gaussian error with 1 dB std, 5 ms measurement window,
2 ms reporting delay

4 OFDM symbols per TTI including pilot overhead
As in [16]

HARQ 8 HARQ SAW channels. Asynchronous, adaptive HARQ with chase
combining. Maximum 6 retransmissions

Packet scheduler VoIP optimized PS, semi-persistent PS

Packet bundling Can be used for fully dynamic PS (up to 2 packets could be bundled
per TTI)

PDCCH assumption 10 CCEs reserved for DL traffic scheduling per TTI (max 10 users could
be scheduled dynamically per TTI)

TABLE 14.9

Main UL Related Simulation Assumptions

Description Settings

Multiple access SC-FDMA

UE transmission power Max 24 dBm

Power dynamics of UEs at eNodeB 17 dB

Transmission scheme 1X2

Receivers 2-antenna with MRC combining

UL control overhead 2 PRBs per TTI

MCS set Asin [16]

HARQ 8 HARQ SAW channel. Synchronous, adaptive HARQ with incremental
redundancy (IR). Maximum 6 retransmissions

Packet scheduler Dynamic PS, semi-persistent PS

PDCCH assumption 10 CCEs reserved for UL per TTI (max 10 users could be scheduled

dynamically per TTI)
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The performance is evaluated in terms of VoIP capacity. VoIP capacity is defined accord-
ing to the quality criteria given in Section 14.3.3, that is, capacity is given as the maximum
number of users that can be supported without exceeding 5% outage. User is in outage,
if more than 2% of the packets are lost (i.e., lost or erroneous) during the whole call.

14.7.2.2 Simulation Results and Analysis

VoIP performance in LTE

VoIP capacity numbers for LTE are summarized in Table 14.10 for both DL and UL direc-
tions. Let us analyze DL results first.

As described in Section 14.5.1.2, the performance of the fully dynamic PS without packet
bundling is limited by the available PDCCH resources due to which savings in VoIP packet
size are not mapped directly to capacity gains. This can be verified from the results
showing almost identical performance for AMR 7.95 and AMR 12.2. With packet bundling,
control channel limitations can be partly avoided and hence the VoIP capacity with fully
dynamic PS can be boosted up to 90%. With bundling, the performance of fully dynamic
PS starts to suffer from data limitation as well, due to which small gains in capacity (8%)
can be achieved when AMR 7.95 is used instead of AMR 12.2. On the other hand, the per-
formance of semi-persistent PS is data limited instead and hence savings in VoIP packet
size are nicely mapped to gains in capacity—approximately 35% higher capacity is obtained
if AMR 7.95 is used instead of AMR 12.2. When comparing the performances of fully
dynamic PS and semi-persistent PS with each other, it is concluded that if packet bundling
is not allowed then the performance of fully dynamic PS is badly control channel limited
and hence semi-persistent PS is able to have 50-100% higher capacities than fully dynamic
PS. As the performance of semi-persistent PS suffers from data limitation, gains in capacity
over fully dynamic PS are smaller for the AMR 12.2, which has higher data rate and hence
bigger VoIP packet size. When packet bundling is used with AMR 12.2, the control channel
limitation for the performance of fully dynamic PS is not that significant compared to the
corresponding case with AMR 7.95 due to lower number of supported users at 5% outage.
Therefore, fully dynamic PS is able to have 15% gains in capacity over semi-persistent PS
if AMR 12.2 is used with packet bundling. When bundling is used with AMR 7.95, control
channel limitation again starts to dominate the performance of fully dynamic PS due to
high number of supported users at 5% outage, and hence semi-persistent PS achieves
8% higher capacities than fully dynamic PS. However, in practice it will be most likely

TABLE 14.10

VoIP Capacity in LTE

VoIP Codec AMR795 AMR12.2
Downlink Capacity

Dynamic scheduler, without bundling 210 210

Dynamic scheduler, with bundling 400 370

Semi-persistent scheduler 430 320

Uplink Capacity
Dynamic scheduler 230 210

Semi-persistent scheduler 320 240
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necessary to use wideband CQI with VoIP traffic to keep the CQI related UL signaling load
reasonable. This will reduce the performance of the dynamic PS more than that of the semi-
persistent PS (as the dynamic PS relies more on the frequency selective CQI information).
Therefore, the semi-persistent PS can be seen as an attractive option for supporting high
number of simultaneous VoIP users.

When analyzing VolIP results for LTE UL, it is emphasized that similar to DL, the semi-
persistent scheduling suffers much less from control channel limitations, whereas the
performance of dynamic scheduling greatly relies on the number of control channels
per TTI as illustrated in Figure 14.19, which contains cumulative distribution function of
the used control channel elements (CCEs) per TTI. As control channel limitation becomes
a bottleneck for VoIP UL system performance with fully dynamic PS especially if very
high number of users are accessed into system, that is, as is the case with AMR 7.95. Due
to the control channel limitations fully dynamic PS can support only 230 users per sector
in Casel with AMR 7.95, whereas with semi-persistent scheduling control channel limita-
tions can be avoided and 320 users with a gain of 40% can be supported. However, with
AMR 12.2, the impact of control channel limitation is much smaller for the fully dynamic
PS due to bigger VoIP payload size and hence smaller number of supported users at 5%
outage. Therefore, the capacity gain of semi-persistent PS over fully dynamic PS is only
about 14%.

Finally, when comparing the performances of DL and UL together, it is concluded that
the VoIP performance in LTE is UL limited, similar to HSPA. This is mainly due to the
coverage limitation in UL, which is caused by relatively low maximum transmit power of
the UEs. The extra DL capacity is not wasted, but can be used, for example, for supporting
additional best effort traffic (web browsing etc.), which is typically asymmetric and geared
more towards DL.



268 VoIP Handbook: Applications, Technologies, Reliability, and Security

Average VolP capacity loss from mobility
0%

-10% A
—20% -
-30% A
—40% -
—50% +
—60% A

—70% -

Average VolP capacity loss (%)

-80%

3 km/h 30 km/h 120 km/h
—+—Loss 0% -39% —-63%
Speed
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VoIP performance with mobility in LTE

Figure 14.20 shows the average behavior of different UE mobility scenarios in LTE. The
simulations were run with dynamic scheduling, but it is assumed that similar behavior
would result with semi-persistent scheduling.

Mobility clearly degrades VoIP capacity. With high speed the loss (compared to case
with the pedestrian speed of 3km/h) is about 63%, and so the capacity is roughly only
one-third of the nonmobility case. The loss in capacity is caused be several factors: First,
the CQI measurements become less accurate as the speed increases, which causes the
scheduler to lose most of the efficiency of frequency-dependent scheduling. Link adapta-
tion also performs badly as it is tied to the CQI reports, leading to increase in retransmis-
sions. And the faster the users move, the more handovers are done, with all the resulting
effects (L1 packets flushed when handover is done, delays due to handover execution
delay) also affecting the VoIP capacity [43].

14.7.3 VolP Performance Comparison Between HSPA and LTE

The voice capacity comparison among WCDMA, HSPA, and LTE is summarized in
Figure 14.21 for 5 MHz bandwidth. From the comparison, it is obvious that HSPA Release 7
provides clear improvement to the voice capacity compared to the CS voice. When com-
paring voice capacities between HSPA and LTE, it is observed that LTE achieves more than
100% higher capacity than HSPA Release 7. Furthermore, it can be noted that both VoIP
capacity is UL limited both in HSPA and LTE.

14.8 Summary and Conclusion

The potential for simplifications in the core network and the cost benefits that an “All IP
network” can provide are clear. However, the VoIP solution has to work well to enable a
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standalone cellular system with all the commonly used services. The network has to be
able to guarantee the same service quality and higher voice capacity with VoIP than has
been required from CS-based voice systems. The principles of capacity and coverage
gaining mechanisms, explained in Section 14.4, are: Limiting the IP-header overhead,
multiuser channel sharing, VoIP specific packet schedulers and advanced receivers. ROHC,
a solution for the first mechanism, enables the system to perform more efficiently by reduc-
ing the overhead and has been widely studied and recognized as an essential optimization
for VoIP. The other gaining mechanism enhance the capacity and the coverage by helping
to guarantee the quality also at the cell edge.

Control channel overhead and the co-channel interference, as explained in Section 14.5,
are severe obstacles to the VoIP performance. To enable the whole potential offered by the
different gaining mechanisms in the networks with the practical limitations and further
gain in capacity and coverage, several methods were explained in Section 14.6. These solu-
tions (packet bundling, UL gating, HS-SCCH-less operation, semi-persistent allocation,
distributed allocation, adaptive HARQ, TTI bundling) with VoIP optimization provide
optimistic sight for the VoIP success. The simulation results of Section 14.7 shows that
especially, the control channel overhead reduction solutions adopted by 3GPP are attrac-
tive as they provide very good performance.
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15.1 Introduction

This chapter describes the emerging methods and protocols for transport of voice over
Multi Protocol Label Switching (MPLS) networks. Internet Engineering Task Force (IETF)
and International Telecommunications Union-Telecommunication (ITU-T) protocols and
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mechanisms implement packet-based voice over the Internet. Voice over IP (VoIP) deploy-
ment has experienced exponential growth over the last four years and this pace of growth
is expected to continue in the future. As MPLS provides effective Traffic Engineering (TE)
and quality of service (QoS) mechanisms, it is the natural choice for carriers who wish to
offer their customers toll-quality voice services. MPLS configures Label Switched Paths
(LSPs) through the access and core networks and LSPs so that voice can be tagged with
stringent service requirements to prioritize traffic. We look at the protocols and standards
that deal with the voice deployment over MPLS networks, and the challenges and solu-
tions that are being developed.

Voice deployment over packet networks has experienced tremendous growth over the
last four years. The number of worldwide VoIP customers reached 38 million by the end of
2006, and is projected to grow to approximately 250 million by the end of 2011 [1]. The
quad play (voice, video, wireless, and data) services are taking shape with MPLS as the
core technology for integration. The standards and protocols for voice over MPLS have
been developed by the IETF, IP/MPLS Forum (formerly MFA Forum/MPLS Forum), and
the ITU-T.

In this chapter, we focus on the transport of voice over MPLS. There are some specific
delay and loss limits for voice traffic. The recommended maximum one-one-way delay for
interactive real-time voice transmission is 150 ms as per ITU-T recommendation G.114.The
loss of some amount of voice packets is compensated using redundant data to recover lost
content and silence intervals to emerge from problems. As the TCP/IP network cannot
guarantee the delay bounds of service-aware traffic, new protocols have been developed
that ensure the provisioning of required QoS using bandwidth allocation, traffic manage-
ment, and fault handling. MPLS is the technology of choice for integration and provision-
ing of voice, video, data, and wireless services, and is poised to replace legacy technologies
in the mobile backhaul networks [2] with MPLS Mobile BackHaul Initiative (MMBI). MPLS
may be used to resolve interprovider technical and commercial issues with MPLS-Inter
Carrier Connection (MPLS-ICI) specification as outlined in [3]. In the next section, we
define the service requirements of voice traffic. Later, the key concepts of MPLS are
described, and traffic treatment in an MPLS domain is discussed. MPLS serves as an
enabling technology for QoS, and it works with Differentiated Services (DiffServ) for pri-
oritized handling of the QoS traffic. DiffServ is introduced, and the interworking of the
MPLS-DiffServ network is explained. ITU-T has defined Transport MPLS (T-MPLS) as a
simplified version of MPLS for carrier transport networks. T-MPLS and IEEE Provider
Backbone Transport (PBT) are discussed briefly. Next, we discuss the protocols and stan-
dards for voice over MPLS (VoMPLS) that evolved through carrier implementation agree-
ments facilitated by IP/MPLS Forum. The last section sums up the VoMPLS deployment
methods and related issues.

15.1.1 Voice Traffic Requirements

Real-time two-way interactive voice service places several demands on the network,
including limits on packet loss, delay;, jitter, and near zero call completion rate change
[4]. Table 15.1 summarizes the key requirements for voice calls of acceptable quality
over the network.

There are other secondary requirements that include protection against power failure,
authentication, privacy security against intruders, and high availability for call placement.
QoS can be defined as a combination of the upper limits of delay, loss, and jitter, and the
level of protection against link and node failures. LSPs woven within the MPLS fabric can
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TABLE 15.1

Key Voice Call Requirements

S. No. Factor Requirement

1 Latency Less than or equal to 150 ms (ITU-T G.114) 1-way

2 Jitter Generally minimized to values around ETE. Delay 1-50 ms
3. Loss Less than or equal to 3-5%

4 Equipment failure  Fast recovery within 50 ms

be tagged with the required QoS by combining MPLS and DiffServ protocols. We describe
the key protocols that meet the voice traffic QoS requirements including MPLS, DiffServ,
T-MPLS, and PBT.

15.2 MPLS and DiffServ Protocols

With statistical multiplexing, the datagrams do not follow a fixed path and may arrive at
the destination out of order. Moreover, under congested conditions, there is increased
jitter. These problems make conventional IP networks largely unsuitable for connection-
oriented applications such as interactive real-time voice. MPLS [5] has emerged as the
key integration technology for carrying voice, video, and data traffic over the same net-
work. In an MPLS-enabled network, LSPs are installed from an ingress node to an egress
node prior to start of transmission,enabling connection-oriented applications to take
advantage of the “virtual connections” set by MPLS. There may be several ingress—egress
pairs in an MPLS domain, resulting in a complex management challenge. The most
popular deployment of MPLS is the Virtual Private Network (VPN), a technology for
establishing encrypted private tunnels across the Internet between clients and corporate
networks [6].

Since the LSPs are stackable, traffic from different flows sharing common characteristics
can be aggregated on an LSP. These characteristics may include common egress and iden-
tical QoS and protection requirements. “Stackable” refers to the fact that each packet is
treated according to the topmost label in the label stack. Two LSPs can therefore be merged
by pushing the same label on top of the label stack for packets belonging to both LSPs.
Various LSPs may also be aggregated and segregated based on the loading and the status
of the network links. For example, in case of link failure, the Fast Reroute (FRR) protection
trigger would reroute the traffic around the faulty link, and merge it with the original path
ahead of the downstream node of the faulty link. In this case, the downstream node would
act as the Protection Merge LSR (PML) for the rerouted traffic, and would swap labels to
ensure that the rerouted traffic would be handled transparently after the fault location.
A few key definitions are summarized as in Table 15.2.

MPLS operates by defining a label inside the MPLS “shim header,” which is placed on
the packet between the layer-2 and layer-3 headers. The 32-bit shim header is organized as
shown in Figure 15.1. It is referred to as “shim” header as MPLS allows layer-2 and layer-3
to fit together firmly.

The MPLS header fields include an unstructured 20-bit label that identifies the LSP to
which the packet belongs. The label is assigned based on the forwarding equivalency class
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TABLE 15.2

MPLS Key Definitions

S. No. Definition Explanation

1. LER Label Edge Router; Ingress or Egress router in an MPLS domain

2. RSVP-TE A signaling protocol to distribute labels for setting up an LSP

3. CR-LDP A signaling protocol to distribute labels for setting up an LSP

4. LSR Label Switched Router; core router inside MPLS domain that
forwards packets based on labels

5. LSP Label Switched Path; established with LDP or RSVP
signaling across a domain

6. FEC Forwarding Equivalence Class; a subset of packets that can be
grouped together under the same label

7. FRR Fast recovery (within 50 ms) from localized node or link failures

MPLS label (20 bits) | EXP (3 bits) | S (1 bit) | TTL (8 bits)

FIGURE 15.1 MPLS header fields.

(FEC) of the traffic trunk, and is followed by a 3 bits experimental (EXP) field and a 1 bit
indicating whether it is the bottom of the label stack. The Time to Live (TTL) field has the
same use as the TTL field in an IP header.

15.2.1 Constrained LSP Routing

The MPLS network runs constrained routing against traffic demands to find the most
suitable LSP. Constrained routing involves computing the shortest path after pruning the
network links that do not meet requirements that may include reliability, bandwidth
availability, cost, and delay. Constrained routing requires extended interior gateway
protocols (IGP) such as Open Shortest Path First-Traffic Engineering extensions (OSPF-
TE) or Intermediate System to Intermediate System protocol-Traffic Engineering exten-
sions (ISIS-TE). This capability to find routes other than the IGP shortest paths is known
as MPLS Traffic Engineering (MPLS-TE) [7]. Optimum utilization of the whole network is
gained as a result of the MPLS-TE achieving uniform distribution of traffic across it. Once
an LSP is installed, its minimum bandwidth is guaranteed on original and protection
paths, and the status of all the links in the network is updated to reflect the bandwidth
booking by the new LSP. LSPs are installed using Label Distribution Protocol (LDP) or
traffic engineering extensions of the resource reservation protocol (RSVP-TE). MPLS
allows seamless integration with conventional IP networks because the MPLS header is
removed by the egress router before forwarding the packet to the conventional IP net-
work. The scalability offered by LSPs is unmatched even by Asynchronous Transfer Mode
(ATM) networks as the ATM offers only two levels of hierarchy as opposed to an arbitrary
number of levels in MPLS.

15.2.2 DiffServ Types of Service

In general, traffic can be categorized as elastic best effort and inelastic QoS traffic. Best
effort traffic does not need any bandwidth, delay, and loss guarantees. On the other
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DiffServ codepoint (DSCP) 6-bits [ ECN 1 bit | ECN 1 bit

FIGURE 15.2 DiffServ mapping in IPv4 ToS field.

hand, QoS-sensitive traffic such as VoIP has certain minimum bandwidth and delay
requirements. Therefore, the core routers should offer appropriate services based on the
type of traffic involved. Class based queuing (CBQ) can be invoked for routers that
implement the DiffServ protocol to create separate queues for each class of traffic.
DiffServ divides the traffic into Expedited Forwarding (EF) and Assured Forwarding
(AF) Per-Hop Behavior (PHBs). EF is the premium service offered under DiffServ, and
is suitable for low latency and low jitter flows that maintain almost constant rates. EF
flows receive a minimum guaranteed bandwidth even under the most congested condi-
tions. AF PHB is subdivided into four classes, each receiving a minimum bandwidth,
and being subdivided into three drop preferences. The packets in microflows falling
into one of the subclasses cannot be reordered where a microflow refers to individual
user-application generated traffic. The router can choose to discard packets based on
their drop preferences. Best effort traffic receives default forwarding (DF) behavior from
the network with no bandwidth or delay guarantees. Each packet carries a PHB identi-
fier that is used by the router to place the packet in an appropriate queue, and queues
are individually serviced according to priority. DiffServ provides a mechanism to con-
trol the amount of traffic entering a domain per PHB, through the use of shaper, marker,
and dropper entities operating within the ingress node. The core routers identify the
packet PHBs and offer appropriate services accordingly. The Type of Service (ToS) fields
in an IP packet header is modified to carry the DiffServ class information as shown in
the Figure 15.2.

Differentiated Services Code Point (DSCP) is a field in the IP packet header for classify-
ing the packet in one of the DiffServ PHBs. As seen in Figure 15.2, the DSCP extends to 6
bits, allowing a total of 64 PHBs to be defined. However, only 14 PHBs have actually been
defined because of varying drop precedences, with one EF, one DF, and twelve AF sub-
classes. To indicate drop precedences, the DSCP field is subdivided into PHB Scheduling
Class (PSC) and Drop precedence. The two explicit congestion notification (ECN) bits are
for explicit congestion notification. With two ECN bits, only four values are possible for
congestion notification. Values 10 and 01 are set by the sender to indicate ECN-capability.
The value 00 indicates that the packet is not using the ECN mechanism, and the value 11
is used by a router to indicate congestion to the end nodes [8]. The DiffServ protocol
follows the Internet model of keeping the network core simple. The core routers merely
determine the DSCP and serve each packet according to the PHB to which it belongs. The
complex functions of admission control, shaping, marking, and dropping are delegated to
the edge routers.

15.2.3 MPLS-DiffServ Network

In an MPLS-DiffServ network, the routers jointly implement various MPLS and DiffServ
functions. The ingress router is responsible for determining an LSP for a new flow
request. The QoS requirements of the new flow can be translated into a DiffServ class
assignment at the ingress, for which purpose the EXP field in the MPLS shim header is
used. As the EXP field is 3 bits in length, it can represent only eight different scheduling
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MPLS label (20 bits) EXP S TTL
(FEC destination) (DiffServ (1 bit) (8 bits)
PSC) 3 bits

FIGURE 15.3 DiffServ PSC placement in MPLS E-LSP header.

and drop precedences. Under MPLS-DiffServ [9], two types of LSPs are defined. Explicit
LSP (E-LSP) interprets the label field of the MPLS shim header as the egress identifier,
and the EXP field as the DiffServ PSC combined with the drop precedence. On the other
hand, Label only inferred PSC LSP (L-LSP) interprets the label field as the DiffServ
scheduling priority and the destination. The EXP field in L-LSP is used to indicate only
the drop precedence of the packet. The main difference between E-LSP and L-LSP is the
aggregation feature in E-LSP resulting in scalability; however, some PSCs in an E-LSP
may suffer because the bandwidth is reserved for the entire LSP [10].

When the transmission starts, the packets belonging to an assigned flow are marked
according to the DiffServ PSC and labeled as according to the LSP installed. When a core
router receives a packet belonging to this LSP, the label of the LSP is swapped based on the
preinstalled label table, and the packet is placed in an appropriate outgoing queue depend-
ing on the DiffServ PSC identifier found in the packet. Figure 15.3 shows the placement of
the DiffServ class identifier and MPLS label for an E-LSP.

Priority flows must be protected against link and node failures. In an MPLS domain,
protection schemes are implemented to provide backup paths. The next section discusses
some MPLS protection schemes. Security and portability are other requirements that can
be ensured by using MPLS-based VPN tunnels.

In summary, MPLS-DiffServ networks offer the following services that are of particular
importance to VoIP and VoMPLS:

¢ Advance reservation of bandwidth through installation of LSPs
¢ Aggregation (Multiplexing) of similar flows by the use of stackable LSPs

Priority handling through the use of DiffServ identifiers and CBQ on routers

Fast and efficient fault handling by the use of MPLS-based protection schemes
* Security and portability through the use of MPLS-based VPN tunnels

15.3 T-MPLS Protocol

Two new technologies were recently introduced to provide QoS in packet switched net-
works. The first is the T-MPLS (ITU-T G.8110.1) protocol, which implements a simplified
and stripped down MPLS architecture for carrier-class networks. The second technology
is known as PBT (Provider Backbone Transport) or PBB-TE (Provider Backbone Bridging—
Traffic Engineering). PBT extends the proposed IEEE 802.1ah Provider Backbone Bridges
standard, and addresses the problems involving traditional Ethernet. It enlarges the
Virtual LAN (VLAN) address space and includes a new service tag to indicate end-to-end
connections. The two approaches attempt to combine the traffic engineering capabilities
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of Synchronous Optical Network/Synchronous Digital Hierarchy (SONET/SDH) and
layer 2 network designs [11]. Both T-MPLS and PBB provide point-to-point primary and
backup tunnels with 50ms protection switching, thus fulfilling the need to migrate from
SONET/SDH transport to a network that is fully packet switched, with comparable
reliability [12].

T-MPLS was defined in 2006 to support connection-oriented streams such as VoIP.
The standard documents approved were G.8110.1 Architecture of T-MPLS layer network,
G.8112 Interfaces for the T-MPLS hierarchy (ITMH), and G.8121 Characteristics of T-MPLS
equipment. T-MPLS is described as a connection-oriented packet transport technology
that uses the MPLS label swapping and forwarding, carrier networks performance moni-
toring, simplified protection switching, and Automatic Switched Optical Network/
Generalized MPLS (ASON/GMPLS) control and management functions [13]. It involves
setting up unidirectional and bidirectional Point-to-Point (P2P) connections that take iden-
tical network paths in both directions and receive TE support and management. T-MPLS
assumes that the end-to-end Operation, Administration and Management (OAM) can be
greatly simplified by removing the IP-specific functionality. For example, T-MPLS removes
the Penultimate Hop Popping (PHP) feature that would require IP processing of the packet
at the end router, and the Equal Cost Multi Path routing (ECMP) feature is similarly elimi-
nated in order to avoid possible source identification confusion. The T-MPLS tunnel can
carry multiple L2 and L3 services including IP/MPLS LSPs and Pseudo Wire Emulation
Edge to Edge (PWEB3) pseudowires. Companies that deploy T-MPLS are expected to find it
easier and more economical in terms of man-hours of staff training, as compared with IP/
MPLS networks. This is because of the fact that the architecture of the T-MPLS network is
similar to the SONET/SDH network.

Figure 15.4 shows a T-MPLS network configured with primary and backup LSPs, which
provides connection-based services. A fish topology diagram shows T-MPLS nodes con-
nected with IP/MPLS nodes that send their IP/MPLS tunnels across the T-MPLS network.
Besides IP/MPLS tunnels, T-MPLS networks serve PWE3 and other L.2/13 services.

Early in 2008, ITU-T and IETF deliberated to resolve the inconsistencies between MPLS
and T-MPLS, and a consensus is emerging to define separate code points for MPLS and

| Primary LSP

T-MPLS network ' E % }

IP/MPLS

Backup LSP

FIGURE 15.4 T-MPLS network with IP/MPLS router links.
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T-MPLS in order to avoid confusion. IETF and ITU-T agree that MPLS and T-MPLS are
disjoint networks. An LSP initiated from either network would encapsulate into Ethernet
before transiting to the other network. Client support in T-MPLS is based on the IETF
Pseudo wire model for layer-2 VPN. The two-layer architecture includes top layers as cli-
ent Virtual Circuit LSPs and bottom layers for aggregating the VC LSPs into Trunk LSPs.
The key differences between MPLS and T-MPLS include the use of bidirectional LSPs in
T-MPLS and the absence of: PHP, merging of LSPs and ECMP routing in T-MPLS [14].

15.4 Voice Transport Mechanisms Over MPLS

Voice is carried on MPLS network either directly or with VoIP stack. VoIP is implemented
with Real Time Protocol (RTP). Voice segments are packetized with RTP headers and
placed in UDP segments for onward transmission through the IP/MPLS network. On the
other hand, VoMPLS [15,16] removes the overhead associated with the protocol stack of
VoIP and carries voice directly over MPLS. Figure 15.5 shows the comparison of protocol
stacks in different schemes. VOATM can also be carried in networks where ATM is imple-
mented over MPLS. In such cases, various ATM Adaptation Layer (AAL) services can be
configured over the network. VoIP results in large headers but has the clear advantage of
providing end-to-end connectivity with mature protocols. The MPLS user-to-network
interface (UNI) definition for bringing users in direct contact with MPLS networks was
stated recently [17-19]. Using MFA IA 1.0 and IA 5.0, voice can be directly encapsulated in
MPLS packets. The other option is to use the ATM over MPLS definition to enable VoATM
voice service.

Both VoIP and VoMPLS, require the voice to be converted into digital format using any
of the several proposed codecs. Signaling is also needed to establish, maintain, and termi-
nate a call. Transporting the digitized voice requires special protocols that can handle the
real-time characteristics of the speech traffic. Next we discuss the VoIP over MPLS and
VoMPLS designs and issues.

15.4.1 VolPoMPLS and VolP

VoIPoMPLS involves encapsulating the coded voice bytes into the RTP packets and trans-
mitting over the UDP/IP/MPLS protocol stack. The combined count of header bytes for
RTP, UDP, and IP is 40 bytes. Figure 15.6 shows the voice data together with headers of L3
and above. For MPLS VPN transporting voice, this overhead reaches 48 bytes and exceeds
the payload size, making it very important to multiplex different voice packets and to com-
press the header. Voice packets that belong to the same connection can be multiplexed
together in one MPLS frame. However, this option needs to be exercised carefully, given

VOIP MFA 1A 1.0 MFAIA5.0| ||| AAL1, AAL2, AAL3
RTP MPLS MPLS ATM
UDP MPLS
P
MPLS

FIGURE 15.5 VoIPoMPLS and VoMPLS protocol stacks.
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RTP mux kbps)

FIGURE 15.6 L3 and above uncompressed headers for VoIPoMPLS.

the delay budget of VoIP. Various header compression techniques have been proposed,
including compressed RTP, enhanced compressed RTP, and robust header compression.
Composite IP (CIP) and lightweight IP encapsulation (LIPE) also concatenate voice packets
together [20]. With REC 2508 [21] compression of RTP/UDP/IP headers, the header length
reduces to 2—4 bytes. Other problems in VoIP include jitter removal, silence suppression,
echo cancellation, serialization delay, and loss recovery.

15.4.2 VoMPLS

VOMPLS refers to the scenario in which the voice packets are directly transported over
the MPLS without the use of the RTP/UDP/IP protocol stack. As seen earlier in Figure 15.5,
the VoOMPLS protocol stack is more compact as compared with VoIP. The main require-
ment for customer edge deployment of VOMPLS is the User Network Interface (UNI)
between the MPLS network and the customer. The MPLS UNI definition [18] allows users
at Customer edge (CE) to establish LSPs to the Provider Edge (PE) network. It greatly sim-
plifies the provisioning of end-to-end QoS. The LSP may be a single link or a layer-2 net-
work but is considered a single hop LSP. As there may be thousands of CE-to-CE
connections, there arises a potential scalability issue. The MPLS proxy admission control
[19] solves this problem by letting the PE ingress router search for existing tunnels that can
satisfy the traffic parameters Type Length Value (TLV) in the label request message sent by
the CE. Once a suitable LSP is found, its Resource Index Label (RIL) is returned to the CE,
that then uses it to encapsulate the traffic for that tunnel. The PE may police the traffic for
a given RIL and may discard the packets with wrong IP header information and excess
traffic. One important point is that the QoS is guaranteed only within the PE-to-PE net-
work. For CE-to-PE and remote PE-to-CE, customers have to deploy layer 2 QoS techniques
for provisioning of resources.

15.4.3 MPLS UNI with Proxy Admission Control

In voice deployment over MPLS, the Voice Gateway (VGW) acts as the CE requesting guar-
anteed LSPs to the remote VGW. The MPLS proxy admission control allows the VGWs to
request LSPs dynamically, to remote VGWs, and to share the multiplexed LSP-TE tunnels
among themselves through the local PE acting as a proxy for admission control [22]. With
the VGW as an example as in Figure 15.7, the following exchange of control messages may
occur between the VGW and PE before a call can be established:

1. Phone 1 requests a voice call to Phone 2.

2. VGW sends a label request message to the PE containing Forwarding Equivalence
Class (FEC) and Traffic Parameters TLV for the intended call.

3. PE acts as a proxy for the local VGW and searches existing TE tunnels to remote
VGWs that satisfy the traffic parameters and FECs in the label request message.
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FIGURE 15.7 Voice calls through MPLS UNI and Proxy Admission Control.

4. If an existing tunnel is found that can satisfy the request, PE sends its RIL to the
requesting VGW. If not, a new tunnel is created and its RIL is returned.

5. The requesting VGW can now initiate the call and release the resources once the
call is terminated.

It is thus obvious that the MPLS UNI together with MPLS Proxy admission control
provides a powerful mechanism to deploy thousands of voice calls through the PE net-
work without control messaging overflow.

15.4.4 Bandwidth Management and Allocation

The network bandwidth management and allocation is of primary concern to providers
who treat the bandwidth as a commodity to be managed efficiently to maximize profit.
The DiffServ Aware Traffic Engineering (DS-TE) proposal [23] maps the DiffServ ToS
values into Class Type (CT). A maximum of eight CTs are defined for a network, and they
can be combined with preemption priority values to define TE classes. Preemption can be
made possible across CTs, within CTs, and combined within-across CTs. Each LSP request
is associated with a CT and subjected to bandwidth allocation constraints. Three band-
width allocation models have been proposed:

* Under Maximum Allocation Model (MAM) [24], each CT is assigned a maximum
bandwidth. LSPs requesting bandwidth under a specific CT are subject to the
maximum bandwidth allocated to that CT. If the bandwidth of a CT is fully booked,
LSPs may be denied admission even though other CTs may have bandwidth
available.

¢ Under Russian Dolls Model (RDM) [25], an LSP requesting bandwidth can book
bandwidth available in its own, as well as other, CTs. The booking of extra band-
width beyond its own CT is subject to two conditions. First, the LSPs own CT
bandwidth should be fully booked, and second, it should have access to only the
bandwidth left over in the higher CTs. For example, in the absence of higher prior-
ity flows, a lower priority LSP can use all the available bandwidth in the higher
CTs. Preemption is enforced to make sure higher priority flows can get their share
of bandwidth whenever needed.

* Using Maximum Allocation With Reservation Model (MAR) [26], the MAM allo-
cation is continued in all CTs until the total bandwidth booked reaches a preset
threshold value, after which only the CTs that have not surpassed their limits can
reserve further bandwidth.
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15.4.5 VoMPLS Header Formats

In VOoMPLS, various header formats are defined for different Payload Types. Payloads
may include encoded audio information, dialed digits, silence descriptors, and control
signaling. Two types of frames are defined in VOMPLS IA 1.0—primary and control frames.
The VoMPLS primary frame header is shown [15] in Figure 15.8. Many primary VoMPLS
frames may be multiplexed within a single MPLS packet.

VoMPLS primary frame header is 4 bytes long and includes five fields:

¢ The channel Identifier uniquely identifies the voice channel that is the source of
the payload, so that a total of 248 different voice calls can be multiplexed into a
single LSP.

e Payload Type identifies the encoding scheme being used, as well as silence
removal/insertion descriptors. A value equal to, or above, 224 indicates a control
payload (part of the control frame) that would allow dual tone multifrequency
(DTMF) dialed digits as well as signaling for the channel to be carried [27].

¢ The revolving Counter field is set at the first sample or frame and keeps incre-
menting for each additional frame.

¢ Payload Length is read in conjunction with the pad length to keep the payload a
multiple of 4 bytes.

Multiple primary frames may be multiplexed with the use of optional inner MPLS labels
in addition to one mandatory outer MPLS label. The multiplexing arrangement is shown
in Figure 15.9. Using CID, up to 248 voice calls can be aggregated with this arrangement.
The payload of primary frames may consist of encoded audio data or Silence Insertion
Descriptor (SID) parameters for support of Voice Activity Detection (VAD) and Comfort
Noise Generation (CNG) during silence intervals.

Keeping the frames and header formats in perspective, the voice calls are established as
follows [27].

1. Using MPLS signaling mechanism, a bidirectional LSP is created.

2. As voice call request arrives at the edge of the MPLS network, an existing CID is
allocated to the new call within the LSP just created, or CID signaling is done to
establish the new channel.

Channel identifier Payload Counter Payload length Pad length
(8 bits) type (8 bits) (6 bits) (2 bits)
(8 bits)

FIGURE 15.8 VoMPLS (MFA 1.0) primary frame header fields.

Outer label Inner Primary Primary Primary
(mandatory) label frame-1 frame-2 frame-N
optional)

FIGURE 15.9 VoMPLS multiplexing format.
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Channel identifier Payload Time Redundancy
(8 bits) type stamp (8 bits)
(8 bits) (16 bits)

FIGURE 15.10 VoMPLS control frame header format.

3. Optionally, inner LSPs is created within the outer LSP, in which case the outer LSP
label, inner LSP, label and CID uniquely identify the voice call.

The VoMPLS control frame header is also 4 bytes in length. The fields in the header are
shown in Figure 15.10. Control fames cannot be multiplexed, and must be carried sepa-
rately, however, the mandatory outer label and the optional inner label precede the control
frame header fields in order to identify uniquely the voice call for which the control frame
is sent.

The Payload Type field distinguishes between dialed digits and the channel related
signaling. Time Stamp is relative to the first randomized time stamp. The Redundancy
field is very important to ensure the receipt of the control frames. If the Redundancy field
is set to 0, 1, or 2, the control packet is repeated the equivalent times.

Another solution for VOMPLS reuses ATM Adaptation Layer 2 (AAL2) components, but
replaces ATM by MPLS [16,17], thus eliminating the ATM cell overhead. The MFA 5.0
implementation agreement proposes voice trunking over MPLS by directly encapsulating
AAL2 common part sublayer (CPS) packets into MPLS (A20MPLS). The gateway to the
MPLS network should be able to function as an AAL2 switch. Multiple A20MPLS connec-
tions may be multiplexed into a single LSP, and one MPLS frame may carry multiple CPS
packets. The A20MPLS subframes may be of different lengths, but the maximum CPS
packet payload length is restricted to between 45 octets and 64 octets. Like the MFA IA1.0,
the CID field in the CPS packet header allows up to 248 A20MPLS connections to be mul-
tiplexed. Each A20MPLS connection can be uniquely identified with the outer label of the
LSP, optional inner label, and the CID value. When inner labels are used, the number of
calls that are carried by a single LSP increases rapidly. The detailed header fields are shown
in Figure 15.11.

The following fields are included in the A20MPLS header:

¢ Reserved (10 bits) currently ignored.

® Length (6 bits) used for padding length. It is set to 0 if A20MPLS packet length
exceeds 64 bytes.

* Sequence Number (S No) (16 bits) used if guaranteed ordered packet delivery is
required. Sequence number of 0 indicates otherwise.

The following fields are inside the CPS packet header; several CPS packets may be packed
in one MPLS frame.

MPLS label A20MPLS header CPS packet header
stack [Reserved]| Length [ SNo || CID | LI [ UUI [HEC |

FIGURE 15.11 A20MPLS and CPS header in MPLS frame.
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e THE CID (8 bits) identifies the A20MPLS connection carried. Thus, a total of 248
connections (8 to 255) can be multiplexed into a single LSP.

e LI (6 bits) identifies the length of the CPS packet.
e UUI (5 bits) is used for user-to-user indication (0 to 27 for users, 30-31 for layer
management, and above 31 reserved).

¢ Header error control (HEC) (5 bits) uses CRC checksum. However, this field may
not be used in the MPLS environment.

The A20MPLS transmitter operates in IDLE or PART states. In the idle state, the MPLS
frame is empty, changing to PART as soon as a CPS packet is delivered for transmission,
and the combined-use timer starts running. The MPLS frame is transmitted either on
expiry of the timer or on reaching the maximum permissible length.

15.5 Conclusion

The use of packet based networks for transport of voice is increasing at a very fast pace.
Considering the QoS nature of voice service, MPLS is the most preferred platform for the
deployment of voice. MPLS can guarantee the bandwidth needed for a voice call and pro-
vide fast-protection switching using traffic engineering principles and methods. Voice can
be deployed over MPLS using a variety of recently developed techniques, which. we have
discussed here namely, VoIPoMPLS and VoMPLS including MFA IA 1.0, MAF IA 5.0.0,
MFA 1A 6.0.0, and MFA 1A 7.0.0.

VoIPoMPLS deploys voice over the RTP/UDP/IP protocol stack, which uses MPLS
tunnels. Since a large number of protocols is involved, the control information equals or
exceeds the payload. With header compression, a reduction in bandwidth demand can be
achieved. The most efficient method, however, is to run voice directly over MPLS. We have
discussed VOMPLS in detail, including various recommended techniques to enable it in
the network. VoMPLS is well suited for multiplexing in the core and carrying the bulk of
voice calls through the MPLS domain. In fact, VOMPLS can be efficiently carried over the
transport connections configured in the domain of T-MPLS, a newly developed ITU-T
protocol. We have also explained the difference between MPLS and T-MPLS, and the
advantages of using the latter.

The main obstacle in carrying voice directly over MPLS has been the lack of a UNI
for MPLS domains. We have discussed the MPLS UNI proposal that was developed in
2004. Since the original proposal was not scalable, proxy admission control was intro-
duced to pack new LSPs into existing tunnels. This has been explained in detail with
an example.

The next-generation interactive telephony is based on MPLS. In future, many technolo-
gies will be integrated to allow exciting new features in VoP phones. For example, trans-
parent connectivity through landline and mobile networks could let the user continue the
conversation while changing the connection from landline network to mobile network, or
vice versa. VoP phones will be flexible, allowing all the functionalities of current PSTN
phones. The most significant new functionality will include multiway audio and text
conference calling, videoconferencing, and several options for security, encryption, and
authentication.
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Glossary

IETF: Internet Engineering Task Force is an open volunteer organization that develops
Internet protocols and standards.

ITU-T: International Telecommunications Union-Telecommunication Standardization
Sector is a body that produces telecommunication standards for ITU.

IP/MPLS Forum (Formerly MFA Forum): An international association of telecom and
networking companies advancing deployment of multiservice packet-based networks.

MPLS: Multiprotocol label switching is a mechanism to implement connection oriented
and regulated services over the connectionless TCP/IP-based Internet. IETF and IP/MPLS
Forum are responsible for advancing MPLS standards.

QoS: Quality of service is the probability of meeting the goals of reliability, timeliness,
and delivery of packets in a network.

VoIP: Voice over IP is the routing of voice phone calls over the Internet fully or partly.

VoMPLS: Voice directly over MPLS is the routing of voice calls over MPLS instead of
voice over IP over MPLS.

VoP: Voice over Packet is a general term that covers VoIP, VoIPoMPLS, and VoMPLS.

VPN: Virtual private network is a private network configured over the public Internet. It
allows remote users to connect to their corporate network as if they were local users.
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16.1 Introduction

This chapter describes a valuable experience at the University of Colima (a public
academic institution), which arose from the need to provide the University’s professors
and researchers with telephone communication services, making full use of the existing

infrastructure, while ensuring mobility and an adequate cost-benefit ratio.
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16.1.1 Background

The Directorate of Telematic Services (DIGESET, in its Spanish acronym) of the University
of Colima is responsible for implementing and managing telematic services within the
University network. DIGESET was created in 1990 as the Network and Communications
Department, within the Directorate of Academic Exchange and Library Development.
It helped select, install, and maintain the first computer network at the University of
Colima [1].

The significant progress made in the realm of telecommunications in recent years has
shaped the way people communicate. The evolution of telephone networks into digital
systems has permitted the emergence of a large number of services and facilities that
enable institutions to work far more efficiently.

Voice over IP (VoIP) is a technology that makes it possible to transmit voice over IP
networks in the form of data packets. IP telephony is an immediate application of this
technology, in such a way that it makes it possible to make conventional telephone calls
over IP networks with the use of a PC and standard telephones. In general terms, com-
munication services are transmitted via IP networks, usually the Internet, instead of
using the conventional telephone network.

16.1.2 Problem Statement

How could the voice communication service be improved at the University of Colima
while offering an alternative communication scheme and enabling an IP telephony client
to become a telephone extension?

Extending the services of the telephone network at the University, while simultaneously
enabling users to make telephone calls with the use of an IP telephony device to dial any
number of the conventional telephone network (public switched telephone network, PSTN)
and vice versa, provides a better communication service at a lower cost with the imple-
mentation of an IP telephony scheme.

16.1.3 Current Situation

The University of Colima has had a major impact on society by achieving significant
growth, extending its services, and building more facilities to meet the natural demands
of the student community and staff. The University commissioned DIGESET so that it
could remain in the forefront of telecommunication services.

The telephone network at the University of Colima has the equipment shown in Table 16.1
and Figure 16.1.

16.1.4 Justification

There is more than one factor leading us to the implementation and use of IP telephony.
The main reason is the need to communicate in real time at a low cost.

The cost of using conventional telephone lines of telephone corporations, and of long-
distance calls in particular, has resulted in the innovation of new technologies that
provide these facilities more economically. In addition to the benefits of low cost, VoIP has
important technical advantages over circuit commutation.

VoIP networks are based on open architecture. This means that VoIP services are more
interchangeable and more modular. In addition, most institutions have an infrastructure
of networks and telecommunications of which full use could be made.
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TABLE 16.1
Equipment of the Telephone Network

Equipment Location Capacity Installed

Colima Campus

M3 4400 Alcatel switchboard Main switchboard of the entire telephone network.

Located at DIGESET
M2 Alcatel switchboard Located at the Library of Science 866 extensions
WMI1 Alcatel switchboard Located at the Medical Library
WMI1 Alcatel switchboard Located at the Library of Social Science
WML1 Alcatel switchboard Located at the University’s Law School 25 extensions

Villa de Alvarez Campus
WM1 Alcatel switchboard Located at the Villa de Alvarez Library 92 extensions
Coquimatlan Campus
M2 Alcatel switchboard Located at an independent building 86 extensions

Manzanillo Campus

M2 Alcatel switchboard 127 extension:

Common OXE hardware Located at the external marketer extensions
Tecoman Campus

M2 Alcatel switchboard Located at the campus library

WMI1 Alcatel switchboard Located at the Office of the Head of the Tecoman .

100 extensions
Campus
Common OXE hardware Located at the University’s High School 20

The convergence of voice and data networks allows for the creation of new appli-
cations such as unified messaging, thus enabling users to communicate (fax, mail,
telephone, etc.) with the use of the same user interface, videoconferencing, and teleteach-
ing applications, which would be technically difficult to implement over separate
networks.

This project provides the users in the University with an alternative communication
solution and reduces costs by implementing an IP telephony scheme that uses the existing
network platform.

16.1.5 General Objective

To analyze and implement an alternative telephone communication scheme by means
of an IP technology that makes it possible to reduce installation and communication
costs.

16.1.6 Specific Objectives

* To offer an economical alternative by using open standards and free source codes
¢ To reduce the cost of telephone calls by using the IP protocol

* To provide users of the telephone network with mobility

¢ To combine voice and data services in a network platform
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FIGURE 16.1 Scheme of the telephone network.

16.2 Life Cycle of IP Telephony

A number of processes are necessary to launch any project. In the case of the life cycle of IP
telephony, there are four processes: planning and assessment, predeployment testing,
ongoing operations, and optimization, as can be seen in Figure 16.2 [2]. The definitions of
these stages are explained here, along with the experiences encountered at each stage.

16.2.1 Planning and Assessment

This stage determines whether the existing infrastructure of the IP network meets the
requirements of the implementation of the VoIP service, one of which may be bandwidth.
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Bad planning may increase the cost of launching the project. During this stage, the scope
of the research is also known. Voice reliability and security must be examined.
Our planning involves the following;:

¢ Implementation of IP telephony using the infrastructure of the existing IP network

¢ Basing the scheme of the project on open standards in order to reduce licensing
and implementation costs.

16.2.2 Predeployment Testing and Implementation

If the tests performed at the stage of planning and assessment are accepted, we proceed
to the implementation of the system. In the implementation of the project was used as a
communication protocol, SIP (Session Initiation Protocol), as PBX VoIP server, the PBX
Asterisk and as softphone, the SJPhone (made by SJ Lab, Inc.) installed on Personal Digital
Assistant (PDAs) and Xlite (made by CounterPath Corporation) installed on computers.
There is only a brief definition of the SIP protocol, because this chapter is not aimed at
discussing it in depth. We also explain what the Asterisk server and the clients are.

a) SIP is a text-based protocol, similar to HTTP and SMTP, for initiating interactive
communication sessions between users [3]. SIP has emerged as a key protocol with strong
industry support for the deployment of IP-based telephony. In addition to the rich media
session and information that it can convey, SIP offers the following additional benefits [4]:

¢ Converged network

* Mobility

¢ Enhanced audio quality
¢ Integrated presence

b) The Asterisk server is a PBX software (private branch exchange or private business
exchange) that uses the free software concept (GPL, General Public License). Asterisk runs
on a Linux platform and on other Unix platforms with or without hardware connected to
the PSTN [5].

Asterisk allows for real-time connectivity between the PSTN and the VoIP networks.

The benefits and advantages of Asterisk are listed here.

* Interoperability with conventional telephone systems and VoIP systems

¢ The possibility of increasing the number of functions, users, and lines without
having to change the PBX

¢ The possibility of interconnecting several offices through the Internet
e Costs that are lower than those of a conventional PBX

¢ Constant evolution.

Asterisk has a large number of features [6], some of which are listed below.

Call Features

ADSI On-Screen Menu System Call Detail Records
Alarm Receiver Call Forward on Busy
Append Message Call Forward on No Answer

Authentication Call Forward Variable
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Automated Attendant

Blacklists

Blind Transfer

Call Recording

Call Routing (DID & ANI)

Call Transfer

Caller ID

Caller ID on Call Waiting

Calling Cards

Database Integration

Direct Inward System Access
Distributed Universal Number Discovery (DUNDi™)
E911

Fax Transmit and Receive (3rd Party OSS Package)
Interactive Directory Listing

Local and Remote Call Agents

Music On Hold

Music On Transfer:

- Flexible MP3-based System

- Random or Linear Play

- Volume Control

Roaming Extensions

SMS Messaging

Voicemail:

- Visual Indicator for Message Waiting
- Stutter Dialtone for Message Waiting
- Voicemail to email

- Voicemail Groups
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Call Monitoring

Call Parking

Call Queuing

Call Retrieval

Call Snooping

Call Waiting

Caller ID Blocking

Conference Bridging

Database Store / Retrieve

Dial by Name

Distinctive Ring

Do Not Disturb Predictive Dialer
ENUM

Flexible Extension Logic Privacy
Interactive Voice Response (IVR)
Macros

Open Settlement Protocol (OSP)
Overhead Paging

Protocol Conversion

Remote Call Pickup

Remote Office Support

Route by Caller ID

Time and Date

Transcoding

Spell/Say

Talk Detection

Three-way Calling
Text-to-Speech (via Festival)

- Web Voicemail Interface VoIP Gateways

Streaming Media Access Trunking

Supervised Transfer Zapateller

Codecs

ADPCM G.729 (through purchase of a commercial
G.711 (A-Law & p-Law) license)

G.722 GSM

G.723.1 (pass through) iLBC

G.726 Linear

LPC-10 Speex

Protocols

IAX™ (Inter-Asterisk Exchange)
H.323

SIP (Session Initiation Protocol)
MGCP (Media Gateway Control Protocol)
SCCP (Cisco® Skinny®)

The 1.4.2 Asterisk version has been installed on the Centos 5.0 operating system on a
2333 GHz IBM Blade HS21 Xeon server with a 2 GB RAM.
Asterisk is controlled by configuration files in the directory /etc/asterisk. There are a
considerable number of files. In this chapter, we show the configuration of two only.
sip.conf: an important file for the chan_sip channel to work. It enables Asterisk to inter-
act with other SIP devices, including other Asterisk PBXSs.

[general]

bindport = 5060
Bindaddr = 0.0.0.0
context = entrantes
disallow = all

; General options

; Port for the SIP server

; The IP address to be used or all those existing
; Default context for all incoming calls

; We first deny the use of all codecs.
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allow = ulaw ; We add the use of codecs in order of preference.
canreinvite = no

[alcatel]

type = peer

host = X.X.X.X

dtmfmode = rfc2833

disallow = all

allow = ulaw

canreinvite = no

#include /etc/asterisk/sip_usuarios.conf

The extensions of the SIP devices have been set up in the file sip_usuarios.conf.

[54001]

type = friend

dtmfmode = rfc2833

disallow = all

allow = gsm

host = dynamic

secret = 820

context = categoriab

callerid = “Pedro Garcia A.” <54001>
canreinvite = no

extensions.conf: this is the file where call-routing decisions are made.
[entrantes]

include => extensiones

include => error-alcatel

[extensiones]
exten => 54000,1,Dial(SIP/54000,90,Ttr)
exten => 54001,1,Dial(SIP/54001,90,Ttr)

exten => 5400n,1,Dial(SIP/5400n,90,Ttr)
[error]

exten => _X,1,Background(invalid)
exten => _X.,2,Hangup

[error-alcatel]

exten => _X,1,Background(error-custom)
exten => _X.,2,waitexten(20)

exten => _X,3,Hangup

[categorial]

include => extensiones
include => exten-alcatel
include => error
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[categoriaZ]

include => extensiones
include => exten-alcatel
include => locales
include => cel-local
include => cel-fuera
include => nacionales
include => usa-canada
include => resto-mundo
include => error

[exten-alcatel]

exten => _3XXXX,1,Dial(SIP/${EXTEN}@alcatel 90,Ttr)
exten => _4XXXX,1,Dial(SIP/${EXTEN}@alcatel 90,Ttr)
exten => _5XXXX,1,Dial(SIP/${EXTEN}@alcatel, 90,Ttr)
exten => 9,1,Dial(SIP/9@alcatel 90,Ttr)

[locales]

exten => _3129267,1,Congestion()

exten => _3XXXXXX,1,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)
exten => _13XXXXX,3,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)
exten => _020,4,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)

exten => _030,5,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)

exten => _040,6,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)

exten => _050,7,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)

exten => _065,8,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)

exten => _066,9,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)

exten => _071,10,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)
exten => _(090,11,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)
exten => _01800XXXXXXX,1,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)

[cel-local]
exten => _044XXXXXXXXXX,1,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)

[cel-fuera]
exten => _045XXXXXXXXXX,1,Dial(SIP/0${EXTEN}@alcatel 90, Ttr)

[nacionales]

exten => _01XXXXXXXXXX,1,Dial(SIP/0${EXTEN}@alcatel, 90,Ttr)
exten => _019008494949,1,Dial(SIP/0${EXTEN}@alcatel, 90, Ttr)
exten => _01900XXXXXXX,1,Congestion()

[usa-canada]
exten => _001XXXXXXXXXX,1,Dial(SIP/0${EXTEN}@alcatel 90, Ttr)

[resto-mundo]
exten => _00XXXXXXXXXXXXX,1,Dial(SIP/0${EXTEN}@alcatel 90,Ttr)

¢) The client is the user of IP telephony. The client enjoys privileges depending on those
of the server, or as a result of the features of the server. This can be either software or
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and implementation

Planning and assessment

Voice over IP
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Ongoing operations

Optimization

FIGURE 16.2 Life cycle of IP telephony.

hardware. The software clients are virtual telephones called softphones, such as xlite and
sjphone, to name a few, that need a computer acting as a link. In contrast to softphones, we
have hardware telephones called hardphones that are directly connected to the network,
such as the VoIP USB phones or the SIP telephones. An analog telephone can also be used
with an analog telephony adapter (ATA), as shown in Figure 16.3.

USB VolP
telephone

Softphone

VolIP server

VolIP client

sterisk 1.4.
Centos 5.0

SIP telephone

telephone

FIGURE 16.3 VoIP clients.
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The IP telephony software must have the following features in order to meet the needs
of the users of the University of Colima.

List of contacts

Quick search and easy-dial service
User-friendly interface

Call record (outgoing, incoming, and missed)
Redial

Support in English and Spanish

Minimum hardware requirements

Minimum requirements of software libraries
Ability to work with different operating systems
Call forwarding

Call-divert service

Volume adjustment of the microphone and the handset
Selection of the audio codec.

Tests were run with different softphones, whose selection depended on their license
type, kind of operating system, codecs supported, VoIP protocols supported, and number
of simultaneous calls, among other considerations. The XLite Pro softphone [7] was finally
selected and installed on the computers, while the SJPhone [8] was installed on the IPAQ.

Figure 16.4 shows the configuration of the XLite softphone, which is rather simple.

Tests were also conducted with Nokia N95 telephones [9]. These telephones include a
wireless LAN connection and a SIP softphone, thus making it possible to have an SIP
extension.

(EUTE ] TRANSFER 1 CONF

FIGURE 16.4 Configuration of the softphone.
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At those departments of the University of Colima renting broadband Internet connec-
tion from telephone companies, we set up hardphones using a G729 audio codec. It should
be noted that this codec was being used under a license, as it was bought from a VoIP com-
munications company [10].

16.2.2.1 Dial Plan

With the aim of identifying and dialing the extensions that are installed under the IP tele-
phony scheme, it is necessary to implement a dial plan that must adapt to the one already
implemented, so as to ensure transparency in terms of dialing among extensions. A con-
sideration that must never be forgotten when designing a dial plan is the future increase
in the demand for IP telephony services.

At present, the University of Colima has a dial plan that is used to reference its analog
and digital extensions throughout the departments constituting the University.

The extensions of the University comprise five digits, and the IP telephony extensions
have been planned similarly, so as to ensure transparency for the user.

Table 16.2 shows the distribution of the extensions.

The aim has been to achieve transparency by making sure that user dialing is similar to
that in a conventional telephone.

1. Dialing from a mobile device or a conventional telephone
Users will be able to dial directly one of the following:

e An SIP extension (54000. ..54009)

¢ A University extension, local numbers, Nextel numbers, local, national, and inter-
national cellular phones, without first dialing a code, depending on the user cate-
gory, as shown in Table 16.3. The user may also have access to the following
numbers: 020, 030, 040, 050, 065, 066, 071, 090, and 01800.

The process followed with this kind of dial plan is shown in Figure 16.5. The SIP applica-
tion is registered on the Asterisk, so that the Asterisk can authenticate it and link it with
the desired telephone extension.

2. Dialing the extension of a mobile device from a conventional telephone

Users will be able to dial the SIP extension (54000...54009) directly from an extension
within the University of Colima.

If users call from an external line, they must call the switchboard and ask to be put
through to the desired SIP extension.

TABLE 16.2

Extensions of the Telephone Network of the University of Colima
Range of the Extensions Campuses
30000-49999 Colima
50000-50999 Villa de Alvarez
51000-51999 Coquimatlan
52000-52999 Tecomén
53000-53999 Manzanillo

54000-54999 Asterisk extensions
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TABLE 16.3

Categories of the Dial Plan

Privilege

2 SIP Alcatel Local External USA- Rest of
Category  Extensions Extensions Local Cell.(044) National Cell.(045) Canada the World
Categoryl X X

Category2 X X X

Category3 X X X X

Category4 X X X X

Category5 X X X X X X

Category6 X X X X X X X

Category7 X X X X X X X X

When a call is received on a softphone, it can be transferred to another extension by
clicking the Transfer button and by entering the number to which the call will be trans-
ferred. Afterward, Transfer is clicked again. This process can be seen in Figure 16.6.

Users call the switchboard from a conventional extension or an external telephone line.
From the switchboard, the caller is put through to the desired SIP extension. If the SIP
extension is outside the network of the University, it may be necessary to use a virtual
protocol network (VPN) to ensure better quality.

The codec that was used to call from the switchboard was Asterisk G.711, in view of the
fact that it is the one that supports Alcatel’s Release. SIP users may use codecs G711, G729,
or GSM. Table 16.4 shows the codecs that are used, as well as the required bandwidth.

16.2.2.2 Billing or Call Record

It is necessary to know who has made telephone calls, which numbers have been dialed,
and the duration of the calls. In order to gather this information, a record of the calls that

SIP PEX
application @

————— i Telephone
Telephone lines network

Extensions
of the
university

GSM
G729

network of
the
university

Centos 5.0

External
telephones

FIGURE 16.5 Dialing from a mobile device or a conventional telephone.
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FIGURE 16.6 Dialing an SIP extension from a conventional telephone.

are made by the IP telephony users should be kept. These calls are always made through
the Asterisk server, which makes it possible to gather, at the time of the calls, all data that
is needed to monitor and determine the cost of the calls later. This is also known as call
detailrecord (CDR).

The information provided by the CDR file is shown in Table 16.5. The types of database
in which this information can be stored are SQLite, PostGreSQL, MySQL, or unixODBC.
This time, for easier management, it was decided to store the information in a MySQL
database.

The information of the CDR must be modified, as not all the fields are necessary. The
only fields required are calldate, clid, src, dts, and duration. Detailed information about
this process is shown in Figure 16.7.

TABLE 16.4

Codecs Used in this Project

Audio Codec Bandwidth (kbps) Mean Opinion Score (MOS) Licensing Type
G.729 8 3.92 Patented
G711 64 41 Open source
GSM 13 4.0 Proprietary

Source: J. Van Meggelen, ]J. Smith, and L. Madsen, Asterisk: The Future of Telephony, Editorial,
2005, O'Reilly Media, Inc., Sebastopal, CA, pp. 145-147.
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TABLE 16.5
CDR Fields
Field Type Null Default
calldate datetime NO 0000-00-00 00:00:00
clid varchar(80) NO NULL
src varchar(80) NO NULL
dst varchar(80) NO NULL
dcontext varchar(80) NO NULL
channel varchar(80) NO NULL
dstchannel varchar(80) NO NULL
lastapp varchar(80) NO NULL
lastdata varchar(80) NO NULL
duration int(11) NO 0
billsec int(11) NO 0
disposition varchar(45) NO NULL
amaflags int(11) NO 0
accountcode varchar(45) NO NULL
uniqueid varchar(45) NO NULL
userfield varchar(45) NO NULL
intSnlece Asterisk SIP analog device
Se§ Asterisk 1.4.2/

Centos 5.0
> Authentication and

registration

Start of the call  =eeeesjemsanenns . e deennnenan Accept call

Call
management

Collection and storage of data
to be used for call rating

Calldate: Date

Clid: Identification

Src: Who calls

Dst: Where he/she calls
Duration: Duration call

A N N NI

FIGURE 16.7 Process of information recording.



Implementation of VoIP at the University of Colima

MySQL

Asterisk 1.4.2/
Centos 5.0

FIGURE 16.8 Dataflow and processes to be used for call rating.
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Script
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TABLE 16.6

Data Provided by the CDR

2007-11-27 17:50:30 “Telefono IP” <54009> 54009

32038 Categoriab SIP /54009-b00580£0

SIP /alcatel-b0022420 Dial SIP/32038@alcatel | 90 | Ttr
56 42 ANSWERED 3

Once the CDR file is retrieved with the data that are required, it is necessary to create a
script to design a rating system, as shown in Figure 16.8.

Table 16.6 gives detailed information as provided by the Asterisk CDR, Table 16.7 shows
the data required, and Table 16.8 explains how the University’s rating system can read the
information.

TABLE 16.7
Data Required
Calldate Clid Src Dst Dcontext Channel
2007-11-27 17:50:30 “Telefono IP” 54009 32038 categoria5  SIP/54009-
<54009> b00580f0
Dstchannel Lastapp Lastdata Duration Billsec Disposition
SIP /alcatel-b0022420 Dial SIP/32038@ 56 42 ANSWERED
alcatel | 90 | Ttr
amaflags accountcode uniqueid userfield
3
TABLE 16.8
Data Ready to be Given to the University’s Rating System
Abonado Nombre CCN HoraFinLla Duracion Coste VSACMFR C C C C
TIf. Trf Numero P Codigo PNI NodTar EnINod IdGE IdEnl C C
llamado

54001 54001 0709242224  000:00:09 0.00 S 0

3142551 P 0 000001 000001 0 500 B A
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FIGURE 16.9 Scheme for the registration and authentication of users.

When an SIP user makes a call, it is necessary to make sure that there is a security
system in place to prevent connections to alien users, and to ensure user mobility, which is
one of the objectives of this project. The user is required to enter a login ID and password,
as shown in Figure 16.9.

With the completion of this phase of the project, the IP telephony network is integrated
into the conventional telephone network, as seen in Figure 16.10.

16.2.3 Ongoing Operations and Optimization

This phase is necessary in order to assess the new requirements for the launching of the
project. It is necessary to examine the implementation process so as to determine the
required changes. It is also during this phase that we establish the procedure by means of
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FIGURE 16.10 Scheme for the integration of the IP telephony network with the conventional telephone network.
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TABLE 16.9
Assessment of the Quality of Service (QoS) of IP Telephony

Assessment of the quality of service of the Asterisk IP telephony at the University of Colima

SIP extension:

Date/Time Number Dialed Fault

Noise

Time delay

Echo

The call is interrupted

Comments:

which we assess the performance of the implemented IP telephony system. The results
have been presented below.

Testing mechanisms were determined with the aim of assessing the performance of the
system in a real-life environment. Later, decisions were made as to whether the resources
that had been allocated were sufficient.

The assessment criteria that were established were the following:

1. User authentication tests

2. Proper rating of calls

3. Monitoring of network traffic caused by telephone calls

4. Assessment of the performance of the server components (memory, CPU, disk)
5. Jitter tests, as this is the main factor affecting the quality of voice.

Table 16.9 shows the form using which a fault is recorded when calls are made.

The Sniffer Clear Sight Analizer v6.0 was used to monitor jitter behavior during a call.

The monitoring of jitter behavior in Figure 16.11 shows that 83% of the packets that are
transmitted from one campus to another within a single University network do not report
a time variation, while 2% report a time variation of 45 ms or less. The rest of the packets
report a variation no higher than 40%.

The jitter is mainly caused by network congestion, although a variation of 100 ms is
acceptable. Figure 16.11 shows that the data network of the University of Colima is suffi-
ciently suitable for the implementation of voice communication.

16.3 Conclusion

The development and implementation of this project makes it possible to establish an IP
telephony system with the use of an open source on the VoIP server when using Asterisk,
version 1.4.2, installed on the Centos 5.0 operating system. It is also possible to implement
a dial plan that is transparent for the user. This is possible when using the same number
of digits as in the dial plan of conventional telephony. The system of registration and
authentication of users provides IP telephony users with mobility when they have access
to softphones installed on a mobile device and registered on the Asterisk server, as
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“ More than 50 ms
B 50 ms or less
" 45 ms or less

' 40 ms or less

35 ms or less
© 30 ms or less
25 ms or less
20 ms or less

15 ms or less

10 ms or less
% 5msorless

No Jitter

FIGURE 16.11 Jitter distribution in a different network segment.

shown in Table 16.10. For example, if a 10-minute call is made from Mexico City to the city
of Colima from a conventional telephone to a cellular telephone, savings can be higher
than 35%. In addition, if a call is made from a conventional telephone in Mexico City to
another conventional telephone in the city of Colima, making it a local call, as shown in
Figure 16.12, the savings that are achieved are higher than 88%.

At present, the University of Colima has 34 high schools, 14 of which have access to wire-
less Internet provided by the University. There are 11 high schools renting broadband
Internet connections from a telephone company. Wireless Internet facility is available at
six schools, and three high schools have access to a satellite network, whose cost is paid to
an institution providing this service, as shown in Figure 16.13. VoIP was installed only in
stocks with data network of broadband Internet (11) and satellite network (3). Those high
schools paying for Internet service have conventional telephony whose cost is paid to a
company providing this service. Of the 14 schools have been installed at six and remains
installed at eight. Figure 16.14 shows that 43% of all progress has been made in terms of
installation. Hardphones have been set up with the use of a G.729 audio codec, so as to
reduce the use of bandwidth. However, the aim is to make sure that all the departments
have access to IP telephony, so as to avoid the payment for telephone services.

The University’s high schools that have satellite Internet have been facing the problem of
seriously delayed packets, because of the company providing this service.

First, the Asterisk was installed on a personal computer, with a 1GB RAM, Slaware
operating system, version 11.0. The Asterisk is currently installed on an IBM server with a
2 GB RAM, as a result of an increase in the number of users.

TABLE 16.10
Cost Comparison Between Conventional Telephony and IP Telephony
Conventional Telephony IP Telephony
Cost Per Minute Total Cost Per Minute Total
Cell phone $2.85 min $28.50 $1.85 $18.50

Home $1.48 min $14.80 $1.70 $1.70
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FIGURE 16.13 Type of data network at the University of Colima.

With the use of the ClearSight Networks software, we obtained the value of the VoIP
index, which is 4.25, based on the mean opinion score (MOS). The other values are as
follows:

5 - “In-person” voice quality

4 - Toll phone voice quality

3 - Cellular phone voice quality
<2 - Unacceptable voice quality
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M Yet to be installed

| With IP telephony

FIGURE 16.14 Progress made on the installation of the IP telephony network.

TABLE 16.11
Performance Index QoS
RTP Flow 1

148.213.4.85 — 192.168.1.65
Packet loss (%) 0.00 0.35
Jitter (ms) 22.093 2.273
Out of sequence (%) 0.00 0.35
Latency (ms) 32.816 32.816

Table 16.11 shows the QoS values that were obtained with Clearsight. It can be seen that
the values that were provided are within the allowed range.

This technology has been readily accepted in view of the advantages that it provides,
including mobility and the low cost of calls. The users of the University’s high schools can
dial the 1296 telephone extensions of the University free of charge.
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Multiparty video conferencing differs from point-to-point communications in that there
are more than two parties in real-time audio/video sessions, which changes the architecture
of the system significantly. In point-to-point real-time sessions, intermediary servers in
the system for the delivery of audio and video streams are usually unnecessary. The only
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servers needed are those that are used to discover other parties and establish real-time
sessions. Once a real-time session is established, the delivery of audio and video streams
is performed directly between the two communicating end points. In the case of multi-
party video conferencing sessions, it is extremely difficult for individual participants to
send and receive audio/video streams directly to, and from, all other participants. Therefore,
intermediary servers are often used in meetings to route audio/video streams to all partici-
pants more efficiently. It is also possible to organize participants in a session as a peer-to-
peer network, and to deliver audio/video streams without any dedicated server, as has been
done by End System Multicast [1] and Skype. In any case, multiparty video conferencing
sessions require some type of efficient mechanism to route audio/video streams.

Another important difference between point-to-point communications and multiparty
conferencing sessions is that the latter may require some media processing on intermedi-
ary servers. There are many cases in which this might be necessary: some participants
in a meeting may not support all the codecs used in a session and intermediary media
processing units are required to transcode some streams into desired audio and video for-
mats. Another common media-processing task is to mix audio streams. This process com-
bines many audio streams into one and reduces the bandwidth required to receive all
audio streams during a session. Similarly, multiple video streams can be combined into
one. This is also a common media processing function that provides more video streams
to low-end participants with limited capability. Media processing is usually computing-
intensive and may introduce extra delays to package delivery times. Therefore, they should
be incorporated into the architecture of video conferencing systems with care.

Multiparty video conferencing sessions may also require floor control mechanisms
of some kind [2]. Depending on the nature of the conferencing, participants might have
various roles such as speaker, listener, or moderator. While a listener may need permission
to talk, a speaker can talk any time in a session. Other resources in meetings such as chat,
shared slides, whiteboards, and the like should also be managed in an orderly fashion to
avoid uncertainties.

One of the most important characteristics of real-time audio and video communications
over the Internet is the presence of package latencies from source to destinations. ITU
recommends [3] that the mouth-to-ear delay of audio should be less than 300ms to obtain
communication that is of good quality. This latency includes not only the delivery times of
packages but also the processing and buffering times at the speaker and listener machines.
Therefore, all video conferencing architectures aim to minimize the latency of audio and
video packages from sources to destinations by providing efficient media distribution
mechanisms that can route media streams through the best possible paths. High bandwidth
requirement is another prominent feature of real-time audio and video streams. Video
streams, in particular, require higher bandwidths. In view of these requirements, video con-
ferencing systems try to avoid sending multiple copies of a stream in the same link, and
duplicate packages at intermediary nodes, an essential process during routing.

In this chapter, our aim is to outline the most important issues in multiparty video
conferencing over Internet and to review the proposed solutions and standards. We then
present some experimental performance results for a multiparty conferencing system that
we developed at the Community Grids Labs at Indiana University. Starting with a brief
history of remote video conferencing, we proceed to outline IP-Multicast media delivery
systems and review two video conferencing standards. In the sections that follow, we pro-
vide an overview of two successful video conferencing solutions; one based on IP Multicast,
and the other uses a reflector network for the delivery of real-time audio and video traffic.
Next we present performance test results for real-time audio/video delivery using a
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software-based media delivery network. Lastly, we outline media processing architectures
and present a few performance test results.

17.1 Brief History

From the time the television and telephony were invented, much effort has been made to
provide teleconferencing services to the general public. The first notable example of this
was Picturephone [4] in 1970 by Bell System. However, these efforts all failed until Internet
provided an inexpensive and widespread delivery medium. In 1988, Steve Deering pro-
posed IP Multicast as an efficient mechanism to distribute real-time audio and video
streams over Internet to large groups. Multicast offers IP-level support for group formations
and package routings, aiming to minimize package latency times and avoid unnecessary
retransmission of bandwidth-intensive streams. However, these advantages were accom-
panied by increased complexity at IP routers and resulted in management and security
problems [5]. Despite these shortcomings, Multicast is deployed in many networks and
continues to be widely used, especially among academic institutions. The most successful
video conferencing system built on IP-Multicast today is Access Grid [6]. It is a room-based
group-to-group communications medium designed for high-end clients.

In the 1990s, some companies started to develop video conferencing systems, and their
efforts were speeded up by the release of the H.323 [7] video conferencing protocol over IP
networks by ITU in 1996. While some companies provided desktop-based video confer-
encing solutions, others developed hardware-based systems with cameras, monitors, and
microphones designed for the purpose. These companies usually provided a hardware-
based MCU that acted as a central unit to manage sessions and deliver audio and video
streams. This central solution usually limited the number of supported participants, but it
was adequate for many practical uses such as remote business meetings in which there
were only a handful taking part. As a consequence, this area of application continued to
grow, and today, there are many video conferencing companies in the market, among which
the following three are the current market leaders: Polycom, Radvision, and Tandberg.

Another video conferencing protocol, sessions initiation protocol (SIP) [8], was devel-
oped by the Internet Community, and its first version was released in 1999. Both H.323 and
SIP have their strong points. Today, many commercial products support both protocols,
which continue to exist together.

Many efforts have been undertaken to design overlay networks to deliver real-time
audio and video streams over the Internet. The main advantage of this type of solution
is that, unlike IP-Multicast, it does not require any special IP-router level service support.
Many projects have explored ways to implement multicast functionality at the applica-
tion level. The End System Multicast [1] tried to implement multicast functionality at
end points instead of IP-routers. In this approach, end points automatically formed an
overlay network and streams were exchanged among them as if they were in a multicast-
enabled network. Scalable Application Level Multicast [9] organized end points into a
hierarchy and used it to route streams. Content addressable networks (CAN) organized
endpoints in an n-dimensional logical coordinate space with respect to their neighbors.
Each endpoint kept the state of its neighbors, and this structure was used to route
packages [10]. Today, a successful video conferencing system that uses an overlay
network to deliver real-time audio and video streams is the EVO collaboration network
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(formerly known as VRVS) [11], which deploys many reflectors around the world to
route real-time media streams.

17.2 IP-Multicast

Multicast [12] is a set of transport-level protocols that provides group communications over
IP networks. Some of these protocols are PIM-SM, PIM-DM, IGMP, MSDP, BGMP, and
MADCAP. They are implemented in IP-routers and specify the group formations and man-
agement, package delivery mechanisms, inter-domain interactions, and so on. Similar to UDP,
Multicast provides a best-effort package delivery service, but unlike UDDP, it delivers packages
to a group of destinations, instead of to one. The groups are formed dynamically and are
transparent to the end user. Each group is identified by a virtual IP address and a port number.
When a user sends a package to the group IP address and port number, all participants receive
that package. It is not necessary for the sender to know anything about the receivers; routers
are responsible for delivering the packages to registered destinations [13]. In a multicast meet-
ing, intermediary servers are unnecessary. All participants in the meeting send their audio
and video streams to the meeting address and routers deliver the streams to all.

IP was originally designed as a stateless transmission protocol in which intermediary
routers did not keep any state information about the communicating endpoints and pack-
ages being transferred. In case of failures, endpoints were supposed to retransmit packages.
This choice of design was made to keep routers simple and connect many types of networks
flexibly [14]. More complex services were to be implemented in the upper layers of the IP;
however, an exception was made to this with the introduction of IP-Multicast. IP-Multicast
requires routers to form and manage Multicast groups, and to intelligently deliver all audio
and video streams to all participants in a group globally. Since any user in a Multicast-
enabled network can join any multicast group and send data, multicast networks are
vulnerable to flooding attacks by malicious users. In addition, since multicast requires
router-level support, it is comparatively difficult for an organization to join a multicast
backbone. Today, many academic institutions support IP-Multicast, but commercial net-
works usually do not. Access Grid is the most successful Multicast-based video conferenc-
ing system that has been developed and is used mostly by academic institutions.

17.3 H.323

H.323 [7] is an ITU recommendation that defines a complete video conferencing system
including audio and video transmission, data collaboration, and sessions management.
It is used to initiate and manage video conferencing sessions. It was the first standard to
provide video conferencing systems a recommended method to set up and conduct ses-
sions and is still the most commonly used protocol for video conferencing over the Internet.
H.323 supports two types of multiparty conferencing: decentralized and centralized [15].
In the decentralized model, there is no intermediary server, but every user sends/receives
audio and video directly to/from all other participants. When implemented using UDP,
this solution does not scale well. Every user should be connected to every other user in a
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FIGURE 17.1 Centralized multipoint conferencing.

meeting, which requires a full mesh connection structure, signifying that this solution can
only be used for very small meetings.

In a centralized model, the multipoint control unit (MCU) acts as the central server
(Figure 171). Its main functions are to negotiate the link between the client and itself,
receive and deliver audio and video data, and provide media-processing services such as
audio mixing, video mixing, and audio and video transcoding. All participants connect to
the MCU, through which they send and receive audio, video and data, and negotiate the
type of media they will exchange. Today, this form of conferencing is much more common
than the decentralized model. Some of the advantages of centralized conferencing are: not
requiring multicast support, providing better control over the central component, easy for
adding new services, and convenient for providing common functionalities such as audio
and video mixing [16]. Currently there are many companies providing H.323-based video
conferencing systems, a large number of them being hardware-based MCUs supporting
small-scale meetings for 1020 participants at a time.

17.4 Session Initiation Protocol (SIP)

SIP [8] is a session management protocol from the Internet Engineering Task Force (IETF)
designed to discover other endpoints and establish real-time sessions by negotiating its
characteristics, and is also used to implement video conferencing systems. Many existing
H.323-compatible video conferencing systems also support SIP. SIP is a more flexible pro-
tocol than H.323, and one can easily implement a centralized or decentralized [17] video
conferencing solution based on it. SIP does not propose any architecture to implement a
video conferencing system, leaving it to the developer to provide one.

17.5 Access Grid

Access Grid [6] is a room-based video-conferencing system that provides group-to-group
communications to institutions with high-end network connections. Each site has a room
with multiple projectors that project many video streams from remote sites onto large
screens. Multiple video cameras placed in various points send multiple video streams from
unique perspectives. By providing many video streams from one site, and by projecting
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many video streams onto large screens, Access Grid imitates real-world face-to-face
meetings. It tries to provide as much information as possible to create a sense of proximity
and closeness. As of January 2008, there are 239 nodes listed globally at the Access Grid
web site. Most of them are educational and research institutions.

Access Grid uses one multicast IP address and one port pair for video streams, and
another multicast address and a port pair for audio streams. Everyone in a meeting sends
their audio streams to the group audio address, and video streams to the group video
address. Participating end points receive all audio and video streams in a meeting through
these group addresses. The Access Grid 2.0 utilizes the Globus Toolkit mechanisms for
authentication and user identification [18], encrypting RTP streams with a common key.
A client who does not have this key can still obtain the streams but cannot decrypt them.
This solution thus prevents unwanted users accessing meeting streams.

17.6 Enabling Virtual Organizations (EVO)

EVO (formerly known as VRVS) [11,19] is a mature video conferencing system from the
Caltech CMS group for High Energy and Nuclear Physics (HENP) communities. The
project started in 1995 and the first production version released in 1997. Since then, it has
been used by thousands of researchers around the world. It provides audio and video
conferencing capabilities for PC-based systems supporting both H.323 and SIP compatible
end points. An endpoint can receive multiple audio and video streams in a meeting. Not
being an open project we do not know the architectural details. However, as of 2003, they
had 70 reflectors around the world [19], and users connect to one of these reflectors to join
meetings. These reflectors form a middleware network to distribute real-time audio and
video traffic. The organization provides a monitoring service in its web site showing the
current status of the reflector network, the current configuration of the reflectors, and the
links among them. It shows the amount of data being exchanged among those links along
with package loss rates as well as the current number of active users and active meetings.
However, there are no documents that describe the reflector network formation and
package routing algorithms.

One of the advantages of the EVO collaboration system is its ability of the reflector to
run behind firewalls, NATs, and proxy servers [20]. A user first connects to this reflector
inside an organization, which establishes the connections with other participants in other
parts of the network. EVO reflectors use only a single port to simplify the process of going
through firewalls. In addition, they can use a TCP connection instead of a UDP connection
to transfer media streams. Moreover, in each client a light VRVS proxy is installed to go
through firewalls, NATs, and proxy severs, and to provide security services in the absence
of a reflector in an organization.

17.7 Meeting Management for Video Conferencing

We can classify the tasks performed in a video conferencing system into three major categories:
meeting management, audio/video stream delivery, and media processing. Meeting man-
agement includes starting and managing video conferencing sessions and specifying the



Multiparty Video Conferencing Over Internet 317

mechanisms with which to discover and join meetings. On entering a meeting, endpoints
negotiate the audio and video codecs to be used, and set up the required system resources for
a particular meeting. For example, if audio and video mixers are used, these media proces-
sors must be initiated. During the meeting, access to shared resources such as microphones
and whiteboards is also managed by the meeting management system.

IP-Multicast-based video conferencing sessions such as Access Grid meetings usually do
not require meeting management. The meeting multicast address is usually advertised on
a webpage, and participants join in at the time of the meeting. Media processing manage-
ment in Access Grid meetings is unnecessary, as there are no media processing units. All
participating endpoints are usually known to each other and floor control is not needed.
Anyone is free to talk at any time and order is maintained in meetings by observing the
general rules of courtesy.

In other video conferencing systems, the media stream delivery and media processing
architecture are first designed, and the meeting management system is then built accordingly.
Today most video conferencing systems use a web-based interface to initiate and schedule
sessions. For example, the EVO system uses a web-based meeting management system.
Users first register at their website, through which interface they find and join meetings.

17.8 Real-Time Stream Delivery

As we pointed out, real-time media stream delivery has two very important requirements:
high bandwidth and low latency. These two limitations make real-time media stream
delivery the most important part of any video conferencing architecture. All video confer-
encing architectures aim to minimize the distance from sources to destinations, so that the
amount of time taken by packages to travel to their final destinations is minimized. In
addition, they try to avoid sending multiple copies of a stream on the same link to save
network bandwidth. IP-Multicast is implemented at the router level to deliver the packages
to their final destinations in the minimum amount of time through the best possible routes,
and to use the network resources most efficiently. However, IP-multicast is still not very
widely supported, consequently overlay networks are frequently designed to deliver real-
time media streams. The ever-increasing network bandwidth and computing power also
helps these overlay systems to provide better performance. We developed a video confer-
encing system, Global-MMCS [21], for multiparty communications in the Community
Grids Labs at Indiana University, and used a publish/subscribe message delivery network
[22,23] as the media delivery middleware. In this section, we briefly introduce this network
and provide a few performance test results for media delivery.

17.8.1 NaradaBrokering Middleware

NaradaBrokering [22,23] is a distributed publish/subscribe messaging system that
organizes brokers into an hierarchical cluster-based architecture. The smallest unit of the
messaging infrastructure is the broker, each of whom is responsible for routing messages
to their next stops and handling subscriptions. A broker is part of a base cluster that is part
of a super-cluster, which in turn is part of a super-super-cluster and so on. Clusters com-
prise strongly connected brokers having multiple links with brokers in other clusters,
ensuring alternate communication routes, forming an organization scheme aiming to
minimize the average communication path lengths among communicating endpoints.
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Each client connects to a broker through which it exchanges messages and subscribes to
the topics from which it wants to receive them. When a client publishes a message on a
topic, it is delivered to all subscribing clients of that topic by the broker network.

Publish/subscribe systems can be classified into two major categories: topic-based and
content-based. In topic-based systems, users exchange messages on shared channels. When
a producer publishes a message on a topic, it is received by all subscribers of that topic.
It is a many-to-many communication medium. In content-based systems, subscribers spec-
ify the kinds of messages in which they are interested, and the broker network checks the
messages according to the user’s specification, and delivers the message when there is a
match. Topic-based messaging is better suited for audio and video distribution. As an
audio or video stream is composed of many consecutive packages, it is more efficient to
publish them on the same topic. It is also more convenient for receivers to subscribe to a
topic to receive all the messages belonging to a media stream. Therefore, we used topics as
the channels among the participants in a video conferencing session.

The NaradaBrokering publish/subscribe messaging system provided a scalable distrib-
uted architecture for content delivery, but did not provide any support for real-time traffic.
We therefore added support for an unreliable transport protocol, UDP, and designed a com-
pact message type to encapsulate media packages with a minimum increase in their size.
Instead of using string-based topic names, we designed numerical topics of fixed length.

As a part of my Ph.D. thesis [24], we performed extensive performance tests for the
delivery of audio and video streams, some of which are presented in this section to show
the viability of using an overlay network to deliver real-time traffic.

We tested the capacity of a single broker for audio and video meetings with single and
multiple concurrent meetings, on a Linux cluster with eight identical machines and a giga-
bit network switch among them. The machines had Double Intel Xeon 2.4 GHz CPUs, 2GB
of memory with Linux 2.4.22 kernel. Both NaradaBrokering software and our applications
have been developed in Java.

17.8.2 Single Audio Meeting Tests on a Single Broker

We tested the capacity of a single broker for a single audio meeting by increasing the
number of participants to the maximum that could be served during that session. There
was only one speaker sending a ULAW audio stream for 2 min with no silence period, and
transmitting one audio package every 30ms, each 252 bytes in length. The broker was run
on a dedicated machine. The results were collected from 12 measuring clients running in
the same machine as the transmitter client. Other clients did not gather results, and were
run in other machines, as shown in Figure 17.2. The speaker client recorded the package-
sent times and the measuring receivers recorded the package-received times. Package
latencies were thus calculated for every audio package.

Table 171 shows the experimental results. Each row in the table shows a test case with
the given number of participants in the first column. The second shows the average laten-
cies of the 12 participants from whom we gathered the results. The third column gives the
average jitter values calculated for the average latencies of the 12 participants. Jitter values
are calculated according to the formula given in the RTP specification [25]. The fourth col-
umn shows the percentages of packages that arrive later than 100 ms. The fifth presents the
amount of data the broker receives from the speaker, and the last, the outgoing bandwidth
from the broker and the amount of data sent out to all participants. As audio packages are
sent periodically (a package every 30ms), their routing does not affect the routing of the
next one, until the broker is overloaded. This point is reached when the broker can no
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FIGURE 17.2  Single meeting test setting for one broker.

longer finish delivering an audio package to all participants in the meeting before the
arrival of the next audio package. In such a case, each audio package delays the delivery of
the next one, and the routing time of each increases continuously. In this test, the broker is
overloaded when there are 1600 participants in the meeting.

These tests show that a broker can support up to 1400 participants in a single audio
meeting, providing audio of very good quality and with no packages arriving late. The jitter
values are also very small, as the routing of consecutive packages does not affect them.

17.8.3 Single Video Meeting Tests on a Single Broker

We performed single video meeting tests for a single broker in a similar fashion, with the
same experimental setup as the audio meeting tests. One video meeting was in a single
broker and one participant published a video stream for 2min. Varying numbers of partic-
ipants joined the meeting and 12 were used to measure the package latencies.

The publisher sent out an H.263 video stream with an average bandwidth of 280 kbps
and a frame rate of 15 frames per second resulting in one frame sent every 66 ms. A frame had
3.1 packages on average but the video codec sent out one full picture update every 60 frames
or every 4s. These frames had much more packages than regular frames. The number of

TABLE 17.1

Test Results of Single Audio Meetings for One Broker

Number of Average Average Jitter =~ Average Late In BW Out BW
Clients Latency (ms) (ms) Arrivals (%) (kbps) (Mbps)
12 0.6 0.18 0 64 0.76
100 1.4 0.15 0 64 6.4
400 42 0.21 0 64 25.6
800 8 0.18 0 64 51.2
1200 11.6 0.22 0 64 76.8
1400 13.5 0.26 0 64 89.6
1500 17.8 0.44 0.25 64 96.0

1600 2275 1.2 100 64 102.4
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TABLE 17.2

Test Results of Single Video Meetings for One Broker

Number of Average Average Average Late In BW Out BW
Clients Latency (ms) Jitter (ms) Arrivals (%) (kbps) (Mbps)
12 1.2 0.44 0 280 3.3
100 4 2 0 280 27.8
300 13.2 7.8 0 280 83.4
400 17.3 10.1 0.05 280 111.2
500 234 13.2 2.6 280 139
700 36.8 18.1 7.6 280 194.6
900 102.7 23.8 38.2 280 250.2
1000 1609 27.8 98.9 280 278

packages for full updates fluctuated between 10 and 18 packages. The publisher transmitted
1800 frames over 2min, which had 5610 packages in total. This video can be considered
an average video stream with good quality for a video conferencing session.

Table 17.2 shows the experimental results for single-video meetings. The number of
supported participants in a video meeting is much smaller than that supported in an
audio meeting. In a video meeting, 400 participants can be supported with very low
latency and jitter, and very few late-arriving packages. In the case of 500 participants, the
number of late-arriving packages increases to 2.6%. The average jitter also goes up to
13 ms for the same test. Therefore, the quality of the stream delivery for 500 participants
becomes unacceptable, although the broker becomes overloaded only when there are
1000 participants in the meeting. There are two reasons for this. The first is the higher
number of packages in the video stream. Another, more important, is the uneven distri-
bution of packages in the video stream throughout the transmission. The number of pack-
ages transmitted for each frame changes according to the actions in the picture. Moreover,
the full picture updates sent by the video codec have many more video packages than the
regular frames. Since the video codec sends all packages in a frame continually without
delay, the later packages wait for the earlier ones to be routed at the broker. Therefore,
some packages take more than 100 ms to arrive at their destination, long before the broker
is overloaded. In summary, compared with single-audio meetings, single-video meetings
utilize broker resources poorly, and supporting only 400 participants.

17.8.4 Audio and Video Combined Meeting Tests on a Single Broker

Contrary to the previous two cases, in this test there were two concurrent meetings, each
having one media stream. On one hand, one meeting affects the performance of the other,
while on the other hand, two meetings utilize broker resources more efficiently. When we
performed some initial audio and video combined meeting tests, we observed that the
delivery of video streams affected that of audio streams significantly. As audio communi-
cation is the fundamental part of a video conferencing session, we have given audio pack-
age routing at the broker priority over all other messages. This helped audio performance
significantly while introducing only slight degradation in video transmission quality.
The latency values of combined audio and video meetings were comparatively higher
than the average latency values of single-video meetings. However, the difference was
not significant. When there were 400 participants in combined audio and video meetings,
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average latency was only 5ms higher than in single-video meeting tests. There were
no late-arriving packages for 300 participants and there were only 1.3% late-arriving
packages for 400 participants. In summary, a broker supported up to 400 participants in
combined audio and video meetings. This number is similar to single-video meeting tests.
The main reason for this is the better utilization of broker resources when there are two
concurrent meetings.

17.8.5 Multiple Meeting Tests on a Single Broker

We tested the performance and the scalability of a single broker for three types of multiple
concurrent meetings: multiple audio meetings, multiple video meetings, and multiple
combined audio and video meetings. We had one transmitter and 20 participants in all
meetings. As multiple streams arrive randomly distributed in time, on average the pack-
ages wait much less at the broker than in single large-scale meetings. However, the pro-
cessing of incoming packages uses some extra computing resources at the broker. Therefore,
it provides a better quality of service to a smaller number of participants in multiple
concurrent audio meetings. One broker supported 50 concurrent audio meetings with 1000
participants in total. In multiple concurrent video meeting tests, the broker provides a
better quality of service to a higher number of total participants. It supports 35 concurrent
meetings with 700 participants in total. This number is much better than the single-video
meeting tests in which only 400 participants are supported. The main reason for this is the
better utilization of broker resources in multiple concurrent video meetings. When audio
and video meetings of smaller size were held together in a broker, it supported 20 audio
and 20 video meetings concurrently, comprising 400 participants in audio meetings and
400 in video meetings. In summary, these tests demonstrate that a dedicated software-
based server can easily serve hundreds of participants in video conferencing sessions,
given enough network resources.

17.8.6 Performance Tests for Distributed Brokers

We have also conducted performance tests for multiple broker settings, including both
single large-size meeting tests and multiple smaller-size meeting tests. Single large-size
meeting tests demonstrated that the capacity of the broker network could be increased
almost linearly by adding new brokers into the system. For example, while a single broker
supported 400 participants in a video meeting, four brokers as a network supported 1600
participants.

The behavior of the broker network is more complex with multiple concurrent meet-
ings than with a single meeting. Multiple meetings provide both opportunities and
challenges. As we have seen in the single broker tests with multiple video meetings,
conducting multiple concurrent meetings on a broker increases both the quality of the
service and the number of supported users. This can also be achieved in multibroker
settings as long as the size of the meetings and the distribution of clients among brokers
are properly managed. If the size of the meetings are very small and the participating
clients are scattered around the brokers, then the broker network could be poorly uti-
lized. The best broker utilization is achieved when there are multiple incoming streams
to all brokers, each of which is delivered to many receivers. If all brokers are fully uti-
lized in this fashion, multibroker networks provide better services to a higher number
of participants.
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17.8.7 Performance Tests in Wide Area Networks

We conducted wide-area performance tests with four remote sites: Bloomington, IN;
Syracuse, NY; Tallahassee, FL; and Cardiff, UK. The most important result of the wide-
area tests was perhaps the fact that the networks that we tested provided communication
of very high quality for audio/video streams. Even when transferring very high numbers
of video streams, they provided excellent service for real-time vide conferencing applica-
tions. The loss rates were very small and negligible even for 200 video stream transfers.
Similarly, the amount of latency and the jitter were very small. Passage through the Atlantic
Ocean also did not pose a challenge. Therefore, the underlying network infrastructure
was adequate for implementing a distributed brokering system above it to deliver audio/
video streams.

In wide-area tests, the geographic distance among the sites was very important. It
required approximately 55 ms for packages to travel from Bloomington, IN to Cardiff, UK.
Onthe other hand, itrequired approximately 13 ms for packages to travel from Bloomington,
IN to Syracuse, NY or Tallahassee, FL. These results indicate that it is very important to
run brokers at geographically distant sites and minimize the transmission delays. For
example, if there were no brokers in the UK, but there were multiple clients they would
need to communicate through brokers in the US, which would add significant transmis-
sion delays, as the packages would need to cross the Atlantic Ocean twice. Having a broker
in the UK with which clients can be connected eliminates this additional transmission
overhead. Therefore, it is critical to run brokers at geographically distant sites when
deploying a global media delivery network.

17.9 Media Processing

There might be many different kinds of media processing performed in video conferencing
systems, the most common being audio mixing, video mixing, and stream transcoding.
Although in a homogenous video conferencing setting where all users have high network
bandwidth and computing power, media processing might not be necessary at the server,
it is crucial in systems where users have varying network and device capacities. For exam-
ple, Access Grid does not provide any media processing services at the server side, as each
AG node can receive many audio streams and play them by mixing. They can also receive
many video streams and display them concurrently. However, video conferencing systems
that aim to support diverse sets of users with various network bandwidths and endpoint
capabilities must provide media processing services to customize the streams according
to the requirements of end users. For users who might have very limited network band-
width, multiple audio and video streams should be mixed to save bandwidth, or few high-
bandwidth streams should be transcoded to produce low bandwidth streams. Yet other
users might have limited display or processing capacity, and for them, multiple video
streams can be merged or larger-size video streams downsized.

Media processing usually requires high computing resources and real-time output.
Therefore, the scalability of a video conferencing system should be limited when poorly
implemented. More importantly, combined processing and distribution can affect the
quality of audio and video distribution if the computing resources are shared. Therefore,
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the resources of media processing units should be independent of media distribution units
to provide scalability.

Media processing usually introduces extra delays in media transmission when per-
formed at the server side. Media streams are first transmitted to the server, processed by
media processors, and transferred back to end points. This extra stop during transit from
source to destination increases the transmission delays, particularly if the processors are
placed at geographically distant sites that would reduce the quality of communication.
Therefore, media processors should be located at central sites with advanced computing
resources and high bandwidth.

In the GlobalMMCS video conferencing system, we developed three types of media
processing services: audio mixing, video mixing, and image grabbing. Audio mixers
combine multiple audio streams into one to support low-end clients with limited band-
width, while video mixers merge four video streams. Image grabbers periodically record
the snapshots of video streams as image files to provide users more information about
them. All media processors receive media streams from the broker network, and publish
the resulting streams back on the broker network. End points always receive media
streams through the broker network. This architecture completely separates media
distribution and media processing, thus providing a scalable architecture for both. New
resources can be added to media delivery network or media processing units without
affecting each other. In addition, it makes media processors independent of their loca-
tion. They can be located anywhere as long as they are connected to the broker network.
Here, we present an overview of audio mixing and provide experimental performance
results as examples.

17.9.1 Audio Mixing

In video conferencing systems, it is best to avoid audio mixing at the server side to eliminate
losses and prevent additional delays. The highest audio quality is achieved when all audio
streams are delivered to all users and they are allowed to play those streams by mixing.
Occasionally, however, a number of factors make audio mixing at the server unavoidable.
Certain endpoints can receive only one audio stream, some do not have enough band-
width, and some have no capability to process multiple streams. Therefore, audio mixing
is necessary to provide a single mixed stream for such users.

The audio mixer receives all audio streams in a session and mixes them, and produces
not one, but many, streams. It produces one stream for listeners and another separate one
for every speaker. It works as shown in Figure 17.3. First, each received stream is decoded
to a common audio format (8 kHz sampling rate, 8 bit per sample, mono). Next, repacketiz-
ers adjust the sizes of audio packages when necessary. Different audio codecs may use
varying package sizes. After repacking, packages wait in a queue to be picked up by the
audio mixer, which polls all queues regularly, and adds the values of the available data. A
copy of the mixed data is passed to each subtracter, which then subtracts the data of that
stream from the mixed data, if any, and passes it to the encoder. Encoders encode each
stream according to the specific request of the user, and publish them on the broker net-
work. In some cases, a speaker may send multiple audio streams into a session. Multicast
groups in particular tend to send many streams, as they represent a group of participants
instead of one endpoint. In such cases, the handling of streams is the same up to the mixer.
After mixing, the subtracter subtracts the values of all streams belonging to that speaker
from the mixed data.
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17.9.2 Audio Mixing Performance Tests

While some audio codecs are computing intensive, others are not. Therefore the comput-
ing resources needed for audio mixing change accordingly. Audio mixers require prompt
access to a CPU when they have to process received packages, or it could result in audio
packages being dropped, leading to breaks in the communications. Therefore, the load on
audio mixing servers should be kept at as low as possible.

We tested the performance of audio mixers for different numbers of mixers on a server.
There were six speakers in each mixer, two of whom were continually talking, while the
rest were silent. There was also one more audio stream constructed with the mixed stream
of all speakers. Therefore, six streams entered the mixer and seven exited. All streams
were 64 kbps ULAW. A WinXP machine with 512 MB memory and 2.5 GHz Intel Pentium 4
CPU hosted the mixer server.

Table 17.3 shows that this machine can support approximately 20 audio mixers. We
should note, however, that in this test all streams are ULAW. This is not a computing inten-
sive codec. When we conducted the same test with another more computing intensive
codec, G.723, the same machine supported only five audio mixers.

TABLE 17.3

Audio Mixer Performance Tests

Number of CPU Usage  Memory Usage

Mixers (%) (MB) Quality
5 12 36 No loss
10 24 55 No loss
15 34 73 No loss

20 46 93 Negligible loss
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17.10 Conclusion

In this chapter, we have outlined the issues in multiparty video conferencing systems and
given an overview of well-known video conferencing systems and standards. As IP-
Multicast is not universally supported on the Internet, much effort has been undertaken to
provide software-based overlay networks to deliver real-time audio and video traffic. The
ever-increasing network bandwidth and computing power have helped these systems to
provide better quality services. We also presented some performance test results from
such a software-based media delivery network, which show that a single broker can easily
deliver audio and video streams to a few hundred users, with very good quality. In addi-
tion, the capacity of the broker network can be increased by introducing additional brokers
into the system. Therefore, software-based video conferencing solutions provide a strong
alternative for the delivery of real-time traffic. In addition, we have presented some media
processing test results, showing that media processing can also be performed at the server
side on software-based units with good quality.
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With the decline in traditional voice services, telecom operators are eager to make profits in
the data market. In particular, next generation networks are characterized by the integration
and convergence of the wireless network, fixed Internet, and media content industries.
Facilitating service deployment (including services from third-party providers) and provid-
ing billing using flexible business models are the keys to success. In this chapter, we use the
Universal Mobile Telecommunications System (UMTS) as an example to illustrate the
IP-based charging issue. UMTS provides high bandwidth data services to mobile users.
To effectively integrate mobile technology with the Internet, 3GPP Release 5 introduces the IP
Multimedia core network Subsystem (IMS) to control IP-based multimedia services [1]. The
IMS architecture allows mobile operators and service/content providers to develop attractive
and innovative services (such as VoIP, mobile gaming, and streaming services). In this all-IP
architecture, two IP-based protocols defined by IETF are utilized: the session initiation proto-
col (SIP) adopted as the call session control and signaling protocol, and the diameter protocol
adopted for authentication, authorization, and accounting (AAA) management.
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Recently, IMS technology has significantly changed the existing billing model for tra-
ditional Internet services. An efficient IMS charging system is important for an operator to
create revenue. For example, mobile users can send text messages, pictures, or videos while
they are simultaneously engaged in Voice over Internet Protocol (VoIP) voice call sessions.
This means that pre-event or mid-event authorization for online services should be per-
formed. As the authors in [2] state: “Billing can now become a service in and of itself,
as billing, in essence, will run like a service, with authorization, charging and rating all
running as low-latency services within the IMS architecture.” Therefore, the design and
management of new sophisticated functions and protocols to support flexible and conver-
gent charging mechanisms are essential. This chapter provides a comprehensive picture of
the characteristics and practical aspects of online and offline charging based on the latest
efforts undertaken by the 3GPP specifications. We describe the IMS architecture and the
related charging components. Also, the offline and online charging solutions implemented
for IMS calls will be discussed.

18.1 IP Multimedia Subsystem Architecture

This section reviews the IMS architecture for the UMTS network. As illustrated in Figure
18.1, the IMS architecture is an application-level architecture for networks that support a
wide range of IP-based multimedia applications and services enabled by the flexibility of
SIP protocol. It offers a unified architecture that facilitates communication across different
networks, including fixed and mobile networks to support the market demand for multi-
ple device types [3-6]. The IMS architecture divides the network into three layers: a bearer
layer that transports the media IP packets, a SIP-based session-control layer, and an appli-
cation layer that supports open interfaces. Figure 18.2 shows the IMS/UMTS network
architecture, where the IMS connects the GPRS gateway support node (GGSN; Figure
18.2a) with the public-switched telephone network (PSTN; Figure 18.2b) and the external
packet data network (PDN; Figure 18.2¢). It can support both traditional telephony services
and IP-based services such as instant messaging, push-to-talk, video streaming, mobile
gaming, and so on. The other network nodes are described as follows:

¢ The home subscriber server (HSS; Figure 18.2k) stores the subscriber profiles and
location information. It is equipped with Internet-based protocols for interaction
with the IMS.

* The breakout gateway control function (BGCEF Figure 18.2¢g) selects the network in
which the PSTN or circuit-switched (CS) domain breakout is to occur. If the BGCF
determines that a breakout is to occur in the same network, it will select an media
gateway control function (MGCF) that is responsible for interworking with the
PSTN. On the other hand, if the breakout is to occur in another IMS network, the
BGCF will forward the SIP request to another BGCF or an MGCEF in the selected
IMS network.

¢ The application server (AS; Figure 18.2i), which resides in the user’s home network
or in a third-party location, provides value-added multimedia services in the IMS.

¢ The media gateway (MGW; Figure 18.2e) transports the IMS user data traffic. The
MGW provides user data transport between the UMTS core network and the
PSTN/CS (including media conversion bearer control and payload processing).
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* The MGCEF (Figure 18.2f) controls the media channels in an MGW. It performs call
control signaling conversion between the Integrated Services Digital Network
(ISDN) user part (ISUP) for the PSTN/CS users and the SIP for the IMS users.

¢ The transport signaling gateway (T-SGW; Figure 18.2h) serves as the PSTN signal-
ing termination point and provides the PSTN/legacy mobile network with IP
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transport level address mapping. Specifically, it maps call-related signaling
between the MGCF and the PSTN.

¢ The media resource function (MRF Figure 18.2i) performs functions such as mul-
tiparty call, multimedia conferencing, and tone/announcement.

® The call session control function (CSCF Figure 18.2d) is a SIP server responsible
for call control and communications with the HSS.

IMS signaling is carried out by three kinds of CSCFs: the proxy CSCF (P-CSCF), the
interrogating CSCF (I-CSCF), and the serving CSCF (S-CSCEF). Figure 18.3 depicts an
example of a scenario of an IMS call, where user equipment (UE)1 is the calling party and
UE2 is the called party.

¢ P-CSCF is the first entry point of the IMS for the UE. All SIP signaling traffic to or
from the UE goes via the P-CSCF.

e [-CSCF is the entry point within the operator’s home IMS network. It hides the
network topology from other networks.

® S5-CSCF performs registration and session control for the UE. It is also responsible
for routing SIP messages to the ASs.

When a UE gets attached to the GPRS/IMS network and performs packet data protocol
(PDP) context activation, a P-CSCF is assigned to the UE. The P-CSCF contains limited
address translation functions to forward the requests to the I-CSCF, which then selects an
S-CSCF to serve the UE during the IMS registration procedure. This S-CSCF supports the
signaling for call setup and supplementary services control. All incoming calls are routed
to the destination UE through the S-CSCE.

In 3GPP Release 6, the online charging system (OCS; Figure 18.21) performs online credit
control with the CSCF and the AS. For offline charging, the CSCF and AS are responsible

S-CSCF1 I-CSCF2
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X
I-CSCF1
UE1's —
home IMS

S-CSCF2
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FIGURE 18.3 An example of a scenario for an IMS call.
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for generating charging record for service delivery. The charging records are sent to the
charging data function (CDF; Figure 18.2m). Details of the charging architecture will be
discussed in the following section.

18.2 IMS Charging Architecture

As the IMS-based service control becomes a standard feature in fixed and mobile net-
works, there arises the challenge of keeping control of customer care and the charging/
billing relationships. The success of IMS-based services relies greatly on charging systems
that are capable of supporting their diversity while guaranteeing fine granularity.

In UMTS, the IMS and the OCS architectures are developed based on all-IP technolo-
gies [78]. Figure 18.4 illustrates the charging architecture and the information flow for
offline and online charging in 3GPP Release 6. In this architecture, the charging trigger
function (CTF) is a mandatory function integrated in all network nodes that provide
charging functionality. The CTF provides metrics that identify the users and their consump-
tion of network resources, and generates chargeable events from these metrics. The termi-
nology for online and offline charging and the CTF are listed in Table 18.1. Details of the
IMS offline/online charging are explained in the following sections.

18.3 IMS Offline Charging

In Figure 18.4, a major component in the IMS offline charging architecture is CDF (Figure
18.4a). The offline CTF of the IMS node (such as AS, MRFC, MGCF, S-CSCF, P-CSCF,
I-CSCE, or BGCF shown in Figure 18.4) generates and forwards the offline charging infor-
mation to the CDF through interfaces Rf, Wf, and Gz (implemented by the diameter
accounting protocol [9,10]). The CDF processes the charging information and generates a
well-defined CDR. The CDR is then transferred to the charging gateway function (CGE
Figure 18.4b) via the Ga interface (implemented by the GTP’ protocol [11,12]). Capable of
performing CDR preprocessing including filtering, validation, consolidation, reformat-
ting, and error handling, the CGF acts as a gateway between the IMS/UMTS network and
the billing system (Figure 18.4g). It passes the consolidated offline charging data to
the billing system via the Bx interface, which supports interaction between CGF and the
billing system for CDR transmissions by a common, standard file transfer protocol (e.g.,
FTP or SFTP) [13,14]. The CDR files may be transferred in either push or pull mode.

In IMS offline charging, the diameter protocol is utilized, where the CDF is a diameter
server and the IMS nodes are diameter clients. An IMS node sends the diameter account-
ing request (ACR) message carrying the offline charging information to the CDF. The CDF
then acknowledges the IMS node with the accounting answer (ACA) message. The offline
charging of a session-based service is processed as follows: Upon receipt of a diameter ACR
message with accounting-record-type “start,” the CDF opens an IMS session CDR. During
the IMS session, the accounting information can be updated when the IMS node sends the
ACA message with accounting-record-type “interim” to the CDF, which closes the session
CDR on receiving an ACR message with accounting-record-type “stop.” For event-based
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procedures such as user registration or HSS interrogation, accounting information is trans-
ferred from an IMS node to the CDF using the ACR message with accounting-record-type
“event.” The CDF can be implemented as a network node or as a functionality residing in
an IMS node.

TABLE 18.1
IMS Charging Architecture in UMTS

Term Definition

Offline charging A charging mechanism where charging information does not affect in real-time the
service rendered

Online charging A charging mechanism where charging information can affect, in real-time, the service
rendered and therefore a direct interaction of the charging mechanism with
session/service control is required

Offline CTF A mandatory function integrated in the network element that provides offline charging
functionality. It provides metrics that identify the user and the consumption of network
resources, makes chargeable events from these metrics, and forward them to the CDF

Online CTF A mandatory function similar to offline CTF that supports online charging with several

enhancements. The online CTF must support requesting, granting, and managing resource




IMS Charging Management in Mobile Telecommunication Networks 333

18.3.1 Offline Charging Record Correlation

Several charging correlations exist in an offline IMS session, including the correlation
between CDRs generated by different IMS nodes, correlation between CDRs generated by
the GPRS support nodes, and that between CDRs generated by different operators. These
charging correlations are explained later. The CDRs generated in different IMS nodes are
correlated by the IMS charging identifiers (ICIDs), which are globally unique across all
3GPP IMS networks for a period of at least one month [15]. In a CSCF CDR, the ICID is
listed in the ICID field. A new ICID is generated for an IMS session at the first IMS node
that processes the SIP INVITE message. The ICID is included in all subsequent SIP mes-
sages (such as 200 OK, UPDATE, BYE) for that IMS session until it is terminated. The SIP
request includes the ICID specified in the P-Charging-Vector header [15]. This ICID is
passed along the SIP signaling path to all involved IMS nodes. Each IMS node that pro-
cesses the SIP request retrieves the ICID and includes it in the CDRs generated later.
Therefore, CDRs from different IMS nodes within an IMS session can be correlated in the
billing system through the ICID.

In an IMS session, the media (e.g., voice, video) packets are transferred through
GPRS bearer 10 session. The GPRS charging information, such as the GGSN address
and the GPRS charging identifier (GCID), is used for the GPRS (for the bearer level) and
the IMS CDRs (for the application level) correlation. The GPRS charging information for
the media session is included in the P-charging-vector header, and is passed from the
GGSN to the P-CSCE. Note that the GPRS charging information for the originating net-
work is used only within the originating network. Similarly, the GPRS charging infor-
mation for the terminating network is used only within the terminating network. Within
the SIP signaling path, the GGSN address, the GCID, and the ICID are passed from the
P-CSCEF to the S-CSCF and other IMS nodes. The S-CSCF also passes this information to
the CDF. Charging correlation among different operators is achieved through the inter-
operator identifier (IOI), a globally unique identifier shared between operator networks
and service/content providers [16]. With IOIs, home IMS networks for both parties can
settle account with each other. The originating IOI and the terminating IOI are exchanged
by the SIP request and response messages. The originating S-CSCF includes the originat-
ing IOl in the P-charging-vector header of the SIP request. In a CSCF CDR, the IOIs are
listed in the IOI field. Upon receipt of the SIP message, the terminating S-CSCF retrieves
the originating 101 of the calling party’s home IMS network. It then includes the termi-
nating IOl in the P-charging-vector header of the SIP response message. Through the SIP
this message, the originating S-CSCF retrieves the terminating IOI of the called party’s
home IMS network.

18.3.2 Offline IMS Call Procedure

Figure 18.5 depicts an offline charging example where the dashed lines represent signal-
ing links, and the solid lines represent data and signaling links. The IMS call procedure is
given in the following steps:

Step 1. By sending a SIP INVITE request, UEI initiates an IMS call to UE2 [8]. The
INVITE message contains the GPRS charging information (i.e., the GGSN address
and the GCID). This message is first forwarded to the proxy CSCF (i.e., P-CSCF1)
and then to the serving CSCEF (i.e., S-CSCF1) of UEL. P-CSCF1 generates an ICID for
this IMS call session.
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FIGURE 18.5 An offline charging example of IMS call.

Step 2. S-CSCF1 sends the INVITE message to the interrogating CSCF (i.e., I-CSCF in
UE2’s home IMS). The INVITE message contains the ICID and the originating 101
of the IMS call.

Step 3. After interrogating the HSS, the I-CSCF sends the ACR message with account-
ing-record-type “event” to CDF2. Based on the event type, CDF2 creates an I-CSCF
CDR (which can use for statistic purpose) and then replies the ACA message to
the I-CSCF.

Step 4. In UE2’s home IMS, the I-CSCF sends the INVITE request to the serving
CSCF of UE2 (i.e,, S-CSCF2).

Step 5. Through S-CSCF2 and the proxy CSCF of UE2 (i.e, P-CSCF2), the INVITE
request is finally passed to UE2.

Step 6. If UE2 accepts the call, a SIP 200 OK response will be sent back to UE1 through
S-CSCF1 and P-CSCF1. The IMS nodes (S-CSCF1 and P-CSCF1) obtain the termi-
nating IOl of the IMS call from the response message.

Step 7. On receiving the 200 OK response, P-CSCF2 sends an ACR message to
CDF4, 5-CSCEF2 sends an ACR message to CDF2, S-CSCF1 sends an ACR message
to CDF1, and P-CSCF1 sends an ACR message to CDF3. These ACR messages
include the accounting-record-type parameter “start” to indicate the opening of
CDRs for an IMS call session. The CDFs create the related CDRs (i.e., S-CSCF
CDRs and P-CSCF CDRs) and reply with the ACA messages. When the call is
terminated, P-CSCF2, S-CSCF2, S-CSCF1, and P-CSCF1 send the ACR messages
with accounting-record-type “stop” to the corresponding CDFs for closing
the CDRs.
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Step 8. Finally, these CDRs are transferred to the related billing systems through the
corresponding CDF/CGEF for offline processing. Note that in telecom industry, the
operator may use a mediation device to collect CDRs before sending to the billing
system. The mediation device performs filtering and consolidation on CDRs. The
content contained in a CSCF CDR is listed in Table 18.2 [15].

18.4 IMS Online Charging

The 3GPP has recently devoted great effort to the IMS architecture support for online
charging, the goal of which is to enable pre- and post-paid convergence. Such convergence
is desired by operators who want to mitigate fraud and credit risks. When IMS supports
real-time credit controls, operators can perform real-time credit balance checks, charges,
discounts, and promotions. In addition, more personalized advice of charge and credit
limit controls can be provided to the subscribers [18-20]. IMS supports online charging
capabilities through the OCS, where an IMS node or an AS interacts with the OCS in real-
time to process the user’s account and controls the charges related to service usage. Details
of the OCS and the IMS online charging are described in this section.

TABLE 18.2

Content in a CSCF CDR

Type Description

Record type The type of CSCF record (e.g., P-CSCF CDR or S-CSCF CDR)
Role of node The role of the CSCF (either originating or terminating) [17]
Node address The node providing the accounting information

Session ID The call ID specified in the SIP message

Calling and the called party address

Served party IP address

Service request time stamp
Service delivery start time stamp
Service delivery end time stamp
Record opening time

Record closure time

Local record sequence number
101

Cause for record closing

IMS charging identifier (ICID)
List of SDP media components

GGSN address

The addresses (e.g., SIP URL or TEL URL) of the calling party and the
called party, respectively

The IP address of either the calling or the called party

The time when the service is requested

The time when the IMS session is started

The time when the IMS session is released

The time when the CDF opens the CDR record

The time when the CDF closes the CDR record

A unique record number created by the IMS node

The globally unique identifiers of home IMS networks for MS1 and
MS2, respectively

The reason for a CDR release. The reason can be “end of session,”
“service change,” “CDF initiated record closure,” and so on

A unique identifier generated by the IMS for the SIP session

The SIP request timestamp, SIP response timestamp, SDP media
components (i.e.,, SDP media name, SDP media description, and
GPRS charging ID (i.e., GCID)) and media initiator flag

The control plane IP address of GGSN context
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In online charging, network resource usage is granted by the OCS based on the price or
the tariff of the requested service and the balance in the subscriber’s account. Figure 18.4
shows the OCS architecture defined in 3GPP 32.296 [7]. The OCS supports two types of
online charging functions: session-based charging function (SBCF) and the event-based
charging function (EBCF). The SBCF (Figure 18.4d) is responsible for network bearer and
session-based services such as voice calls, GPRS sessions, or IMS sessions. Moreover, it is
able to control session by allowing or denying a session establishment request after check-
ing the subscriber’s account. The EBCEF (Figure 18.4e) is responsible for event-based services
such as content downloading.

In the OCS, the rating function (RE Figure 18.4f) determines the price/tariff of the
requested network resource usage in real-time. Until now, the billing plan used in the
Internet has been quite simple. Users are mainly billed with a flat rate, based on their sub-
scription and access time. In mobile telecommunication networks, users are mainly billed
based on their subscription and the call duration time, as well as a number of other param-
eters, such as the provision QoS, the location of the users, or the time segment.

The SBCF/EBCF furnishes the necessary information (obtained from the IMS/UMTS
network nodes) to the RF and receives the rating output (monetary or nonmonetary credit
units) via the Re interface. The RF handles a wide variety of ratable instances, including
data volume, session/connection time, or service events (such as content downloading or
messaging service). In addition, different charging rates can be adopted for different time
segments (e.g., peak hours and off-peak hours).

The account balance management function (ABMF; Figure 18.4g) maintains user bal-
ances and other account data. When a user’s credit depletes, the ABMF connects the
recharge server (Figure 18.4h) to trigger the recharge account function. The SBCF interacts
with the ABMF to query and update the user’s account. The CDRs generated by the charg-
ing functions are transferred to the CGF (Figure 18.4i) in real-time. Note that both the CGF
in Figure 18.4b and the CGF in Figure 18.4i collect CDRs through the Ga interface. The CGF
passes the consolidated offline charging data and the online charging data to the billing
system via the Bx and the Bo interfaces, respectively.

18.4.1 Diameter Credit Reservation Procedure

The online charging mechanism for circuit-switched services based on customized
applications 16 for mobile network enhanced logic (CAMEL) technology [21,22] is not suit-
able for handling real-time rating for various IP-based multimedia services. Therefore, the
3GPP IMS adopts IP-based diameter protocol to achieve online charging capabilities
[9,10]. In online charging services, the diameter credit control (DCC) protocol is used
for communications between an IMS network node and the OCS. The IMS network node
acts as a DCC client and the OCS acts as a DCC server. The OCS credit control is achieved
by exchanging the credit control request (CCR) and the credit control answer (CCA) mes-
sages. A credit control message can be one of the following types:

e INITIAL_REQUEST initiates a credit control session.

e UPDATE_REQUEST contains update credit control information for an in-progress
session. This request is sent when the credit units currently allocated for the
session are completely consumed.

¢ TERMINATION_REQUEST terminates an in-progress credit control session.



IMS Charging Management in Mobile Telecommunication Networks 337

e EVENT REQUEST is used for one-time credit control, which can be DIRECT _
DEBITING, CHECK_BALANCE or PRICE_ENQUIRY.

In the credit control process for event-based charging, the unit credits can be immediately
deducted from the user account in one single transaction. The message flow is illustrated in
Figure 18.6.

Step 1. When the network node (e.g., IMS AS) receives an event-based online service
request, the debit units operation is performed prior to service delivery. The net-
work node sends the CCR message with CC-request-type “EVENT_REQUEST” to
the OCS. The requested-action field is set to “DIRECT_DEBITING.”

Step 2. Having received the CCR message, the OCS determines the price of the reques-
ted service and then debits an equivalent amount of credit. The OCS acknowledges
the network node with the CCA message to authorize the service delivery. This cca
message includes the granted credit units and the cost information of the requested
service. Then the network node starts to deliver the event-based service.

Immediate event charging is adopted when the price for an event-based service is clearly
defined. For immediate event charging, the network node must ensure that the requested ser-
vice delivery is successful. If the service delivery fails, the network node should send another
CCR message with CC-request-type “EVENT_REQUEST” and requested-action “REFUND_
ACCOUNT” to the OCS, which then refunds the credit units that are previously debited [10].

Step 1. The network node (e.g., IMS AS) sends the CCR message with CC-request-
type “INITIAL_REQUEST” to the OCS. This message indicates the amount of
requested credit.

Step 2. Upon receipt of the CCR message, the OCS determines the price of the
requested service and then reserves an equivalent amount of credit. Once the reser-
vation has been made, the OCS replies to the CCA message to authorize the service
delivery to the network node, which then starts to deliver the service.

Step 3. When the service delivery is complete, the network node sends the CCR message
with CC-request-type “TERMINATE_REQUEST” to the OCS. This message termi-
nates the credit control session and reports the amount of the consumed credit.

Step 4. The OCS debits the consumed credit units from the subscriber’s account and
releases the unused reserved credit units. The OCS acknowledges the network
node with the CCA message. This message contains the cost information of the
requested service.

Online
Charging
System

Debit Units Operation
CCR (EVENT_REQUEST)

Y

CCA (EVENT_REQUEST)

A

FIGURE 18.6 Diameter message flow for immediate event charging.
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FIGURE 18.7 Diameter message flow for event charging with unit reservation.

The credit reservation procedure for session-based online charging includes three types
of credit control operations: reserve units operation (Steps 1 and 2 in Figure 18.8), reserve
units and debit units operation (Steps 3 and 4 in Figure 18.8), and debit units operation
(Steps 5 and 6 in Figure 18.8).

Consider the scenario where a prepaid user requests an IMS session-based service from
the AS. The following operations are execute:

Step 1. To start service delivery with credit reservation, the IMS AS sends the
“INITIAL_REQUEST” CCR message to the OCS. This message indicates the
amount of requested credit.

Step 2. Upon receipt of the CCR message, the OCS determines the price of the
requested service and then reserves an amount of credit. After the reservation has
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FIGURE 18.8 Diameter message flow for session charging.
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been performed, the OCS acknowledges the IMS AS with the CCA message includ-
ing credit reserving information.

Step 3. During the service session, the granted credit units may be depleted. If so, the
IMS sends an “UPDATE_REQUEST” CCR message to the OCS. The IMS AS reports
the amount of used credit and requests for additional credit units.

Step 4. When the OCS receives the CCR message, it deducts the used credit units and
reserves extra credit units for the IMS AS. The OCS acknowledges the IMS AS
with the CCA message with the amount of the reserved credit. Note that the
reserve units and debit units operation (i.e., Steps 3 and 4) may repeat many times
before a service session is complete.

Step 5. When the service session is complete, the IMS AS sends the “TERMINATE_
REQUEST” CCR message to the OCS. This action terminates the session and
reports the amount of the consumed credit.

Step 6. The OCS releases the unused reserved credit. The OCS acknowledges the
IMS AS with the cCA message. This message may also contain the total cost of the
service.

18.4.2 IMS Session-based Charging Scenario

Session charging with unit reservation is performed in credit control of IMS session-based
services. Consider the online charging scenario shown in Figure 18.9, where UE1 makes an
IMS call to UE2. The IMS message flow for session charging with unit reservation (see
Figure 18.9) is described as follows:

Step 1. UEL1 initiates a SIP INVITE request to S-CSCF1 through P-CSCF1.

Step 2. S-CSCF1 sends a CCR message with CC-request-type “INITIAL_REQUEST”
to the SBCF of the OCS [4,23].

Step 3. On receiving the CCR message, the SBCF retrieves the account information and
the subscribed profile from the ABMF. The SBCF then sends a Tariff Request
message to the RF to determine the tariff of the IMS call. Based on the subscriber
information, the RF replies to the SBCF with the Tariff Response message,
which includes the billing plan and the tariff information for the IMS service.

Step 4. When the tariff information is received, the SBCF performs credit unit reser-
vation with the ABMF. It then replies to S-CSCF1 with the CCA message containing
the granted credit (e.g., specifying the number of minutes or bytes allowed).

Step 5. After obtaining the granted credit units, S-CSCF1 continues the call setup to
UE2 (through P-CSCE2 and S-CSCEF2). When UE2 accepts the call, a SIP 200 0K
message is sent to UE1 through S-CSCF1 and P-CSCF1. At this point, the IMS
session starts.

Step 6. During the service session, S-CSCF1 supervises the network resource con-
sumption by deducting the granted credit units (quota). If the granted credit is
depleted, the S-CSCF1 sends another CCR message with CC-request-type
“UPDATE_REQUEST” to the SBCE. Through this message, S-CSCF1 also reports
the amount of used credit and requests additional credit units for the remaining
session. The SBCF deducts the consumed credit units and reserves extra credit
units from the ABMF. The SBCF then acknowledges S-CSCF1 with the CCA mes-
sage including the amount of the reserved credit. Note that this step may recur
many times before a service session is complete.
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FIGURE 18.9 Message flow for ims call setup.

Steps 7-8. The IMS call is terminated by UE1 through sending a SIP BYE message.
When the service session is complete, S-CSCF1 sends another CCR message with
CC-request-type “TERMINATE_REQUEST” to the SBCE. The SBCF debits the
consumed credit units from the subscriber’s account with the ABMF. The SBCF
then sends the CCA message to S-CSCF1.

18.5 Conclusions

IP Multimedia core network Subsystem offers a robust environment for developing and
deploying multiple network services and data from a common network across different
access networks. This chapter introduced the charging management for IMS services.
Several 3GPP technical specifications describe online charging in IMS networks. For exam-
ple, the 3GPP TS 32.260 and TS 32.296 standards describe an OCS with real-time charging
functionality. In this chapter, we described the IMS architecture and the related charging
components. Moreover, we demonstrated how the offline and online charging solutions
are implemented for the IMS calls. Specifically, a convergent and flexible OCS used in
3GPP all-IP architecture is introduced. The OCS assists mobile telecom to incorporate data
applications with real-time control and management. More details can be found in [24].
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19.1 Short History of the Old Order (TDM Voice Services)

The first commercial voice systems were manufactured in the late 1870s, but large-scale
deployments did not occur until the early 1900s. The model selected to secure the systems
that provided voice services remained relatively unchanged until the transition to VoIP
in the early 1990s. Early voice systems were based on integrated hardware appliances that
were located in the same physical location, typically contained in an equipment cabinet
in a locked room designed to meet the power and air conditioning requirements of the
appliances. Traditional systems were developed using proprietary operating systems and
programming languages. Access to the system for configuration purposes usually
required physical access to the system via the craftsman port and network management
was provided via a closed out-of-band network.
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The protocols used by legacy systems were not well understood outside of the voice
vendor community and the standards associated with voice systems were expensive to
obtain. Finally, signaling and bearer communications typically occurred along the same
physical and logical path so it was easier to troubleshoot and secure.

The primary threats to legacy voice systems were toll fraud and tampering with sub-
scriber privileges. Toll fraud is a criminal act that occurs when a hacker inappropriately
accesses a managed telephone system and then probes the system for a weakness that will
provide an outside telephone line. Once the outside line is obtained, the hacker uses the
line to make calls anywhere in the world and toll fees are charged to the owner/operator
of the system.

Tampering with subscriber privileges is a criminal act that occurs when a hacker inap-
propriately modifies the privileges purchased by a subscriber. An example would be the
modification of a subscription profile to permit a subscriber to receive free roaming
when their subscription charged for the service. The introduction of VoIP changed the
fundamentals of securing voice systems.

19.2 The New World of VoIP

The emergence of Voice over Internet Protocol (VoIP) can be attributed to two develop-
ments in the mid-1990s. The first development was the acceptance of the Internet for
commercial use. The second was the desire to bypass the PSTN for long-distance calls to
avoid paying toll charges. As with the commercial IP model, VoIP developers adopted
the distributed appliance concept for deploying VoIP systems. It is not uncommon to
find the call control agent (CCA), which is the appliance that processes the signaling to
complete a session, for the phones in one room in a facility with the media gateway for
the connection to the PSTN in another room. Due to the smaller footprint of VoIP systems,
it is possible to locate VoIP systems in locations that are not designed for them (e.g., the
oft quoted “hallway broom closet”). In addition, due to the distributed nature of VoIP
systems, it is no longer possible to locate all appliances associated with providing voice
services in the same physical space. For example, the LAN components are typically
distributed throughout the facility. Another change is that many of the VoIP operating
systems offered by commercial providers use open source (i.e, LINUX) or well-known
(i.e., Microsoft or Unix) operating systems and are developed using Java, Extensible
Markup Language (XML), and C++ programming languages.

Unlike the model used in the development of legacy systems, the VoIP model consists
of an open standards model with the Internet Engineering Task Force (IETF)* and the
International Telecommunications Union-Technical ITU-T)* taking the lead in the develop-
ment of standards. Access to the systems for configuration purposes is usually accom-
plished via an Ethernet interface with standards-based protocols using both in-band and
closed out-of-band networks. In addition to the traditional TDM voice threats, the migra-
tion to Internet Protocol (IP) has introduced a large number of new threats, which are
summarized later in this chapter. In VolP, typically the signaling and bearer portions of

* http://www.ietf.org/
t http://www.itw.int/ITU-T/
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the communication take distinctly different paths with the end instruments often being
the only appliances with the visibility of both portions. The change in the environment
and technologies associated with VoIP has caused the information assurance (IA) com-
munity to develop new approaches to secure VolP systems.

19.3 How Did We Get Here?

As stated earlier, the mechanisms used in voice networks for interfacing between different
carriers and vendor equipment are essentially unchanged from 30 years ago. The mecha-
nisms providing interoperability within current voice networks (both IP and TDM) are
the traditional TDM interfaces such as primary rate interface (PRI),* common channel sig-
naling system No. 7 (557)," or channel associated signaling (CAS). The reason for holding
onto the past is the large investment (sunk costs) of carriers and businesses in TDM tech-
nologies. Approximately 60% of the cost of migrating from TDM to VoIP is associated with
the replacement of TDM end instruments with VoIP end instruments} As a result, the
migration of voice to VoIP has been an inside-out approach with the carriers using IP for
the long haul transport of voice services while the edge voice systems remain TDM. The
migration has permitted the use of TDM technologies as the common interface for provid-
ing interoperability. However, within the next five years the evolution of VoIP systems
within the enclave will result in the need for interoperable end-to-end VolIP solutions.

19.4 Interoperable VoIP Foundation

Information assurance as a standalone architecture provides limited or no benefit and is
only useful as an overlay to secure an existing baseline architecture that provides some
capability. This is also true for VoIP, which uses an interoperable VoIP foundation based on
standards-based VoIP signaling and bearer protocols in combination with standards-based
IP network management protocols. Before discussing the VoIP IA overlay, it is important to
understand the protocols that are used for the VoIP foundation.

Industry has primarily chosen two standards-based protocols for providing intero-
perability signaling for VoIP systems. The first protocol is referred to as H.323T and is a
collection of standards produced by the ITU-T. In the 1990s many vendors chose H.323
as the standards-based approach for implementing voice and video systems. Very few
VoIP vendors implemented the protocol as specified by the ITU-T and instead imple-
mented a proprietary version of H.323 in order to provide the vendor unique line-side
features. As mentioned previously, most VoIP systems relied on conversions to TDM for

* Bellcore/Telcordia National ISDN1 (NI-1) and ISDN2 (NI-2) series of standards.

t ANSI T1.1XX-19XX series of standards.

 The costs referenced are focused on voice unique purchases and exclude any costs associated with upgrading
the Local Area Network (LAN).

1 http://www.itu.int/rec/T-REC-H.323/en
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the long haul portion of the network and proprietary line-side protocols were a logical
choice. However, the VoIP industry has found that H.323 has several technical limita-
tions and the IA mechanisms to secure H.323 are somewhat limited and are not widely
deployed. As a result, industry has turned to a protocol developed within the IETF
called the session initiation protocol (SIP) for providing interoperable IP end-to-end
signaling.

The requirements for implementing SIP are documented in the IETF’s request for com-
ment (RFC) 3261 and it is associated RFCs.* SIP was designed to provide IP end-to-end sig-
naling support for VoIP and multimedia sessions by conveying session capabilities between
session participants and allowing the session participants to negotiate compatible media
types. One issue that will be discussed later is that RFC 3261 and many of the SIP RFCs
describe the requirements and call flows associated with SIP proxies. However, most VoIP
vendors are building SIP intermediaries (CCAs and session border controllers (SBCs)) that
act as back-to-back user agents (B2BUAs) instead of SIP proxies. SIP proxies are transitive in
nature, whereas B2BUAs typically anchor one SIP session on its input side and bridge that
session to another SIP session on the outbound side. From an external view, the B2BUA will
often appear to be two separate and distinct SIP sessions. Another issue is that SIP, by design,
has limited IA capabilities and relies heavily on other protocols for its security. It is important
to note that SIP and H.323 are only necessary for providing interoperability between multiple
vendors. Within a vendor solution, proprietary signaling protocols are permitted and are
typically used in order to permit the vendor to incorporate value-added features. The respon-
sibility of the CCA is to convert between the proprietary signaling protocol on the line side
and the standardized signaling protocol (SIP or H.323) on the trunk (WAN) side.

In comparison to SIP, industry has focused on a single protocol, the real-time transport
protocol (RTP)," as the common protocol for providing the VoIP bearer transport. RTP is
augmented by the real-time transport control protocol (RTCP), for monitoring RTP per-
formance. Like SIP, both RTP and RTCP are independent of the underlying transport and
network layers and have limited IA capabilities, which necessitate their reliance on other
protocols for security.

Unlike the signaling and bearer protocols used to provide end-to-end IP interoperabil-
ity, the story associated with VoIP network management protocols is quite complex. One
constant within IP network management, regardless of whether the solution is voice or
data related, is the use of the simple network management protocol (SNMP) for monitor-
ing of the solution. Unfortunately, there are three versions of SNMP found within the
VoIP industry with the most current version (version 3)* being the least deployed. Unlike
SNMPv3, SNMPv1T and v25 have limited IA mechanisms and by themselves are deemed
to be insecure. After SNMP, the approaches used by VoIP vendors to provide network
management vary and range from the use of the trivial file transport protocol (TFTP)**
to the use of secure shell protocol (SSH)™. Due to the broad range of solutions taken, this
chapter will focus on the protocols that should be used to secure the VoIP network
management solution.

http://www.ietf.org/rfc/rfc3261.txt
http://www.rfc-editor.org/rfc/rfc3550.txt
http://www.ietf.org/rfc/rfc3411.txt
http://www.ietf.org/rfc/rfc1157.txt
http://www.ietf.org/rfc/rfc1902.txt
** http://www.ietf.org/rfc/rfc1350.txt
* http://www.ietf.org/rfc/rfc4251.txt

[
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19.5 VoIP Threat Summary

A complete discussion of the VoIP threats is beyond the scope of this chapter and other
sources provide excellent discussions and are listed at the end. However, in order to
understand the justifications for the commercial interoperable VoIP IA architecture it is
important to provide a general discussion of the threats. Threats are typically segmented
into one of six categories: authentication, authorization, nonrepudiation, confidentiality,
integrity, and availability.

The first category is authentication and a common threat in this category is known as
masquerading. Masquerading is often used by malicious users to obtain guarded infor-
mation, deny services or resources, and/or alter the proper process for completing a ses-
sion. Within VoIP, masquerading is typically used to improperly register/de-register end
instruments (i.e., telephones) from the CCA, impersonating a legitimate subscriber (e.g.,
using caller-ID to pretend to be someone you are not), or as a means of accessing a CCA for
malicious intent. A recent form of attack associated with masquerading is called “voice
phishing,” which uses voice mail as a mechanism for imitating email related “phishing
attacks.” The second category is authorization and is typically associated with a malicious
user gaining access to data, services, or resources that they should not. In terms of VoIP,
this threat is typically manifested in a malicious user gaining access to a provider’s
subscriber database, allowing the user to place calls that are not permitted within their
subscription (e.g., international calls), and /or modifying the call detail records (CDRs) that
are used for billing purposes. The third category is nonrepudiation and attacks against
nonrepudiation are often used in combination with authentication and authorization
attacks to obscure that an action has been taken. VoIP attacks associated with this threat
often focus on obscuring configuration changes to the CCA or media gateway, such as the
modification of the routing to ensure that sessions are routed to the malicious users
network so that they can increase billing.

The fourth category is confidentiality and is primarily associated with eavesdropping
on the signaling, bearer, and/or network management sessions. Eavesdropping on the
signaling session is used to determine call patterns. Eavesdropping on the bearer session
allows people to listen in on conversations, which is particularly onerous to the financial
and medical communities. Eavesdropping on the network management sessions permits
a malicious user to collect configuration information that facilitates other attacks.

The fifth category is integrity and within the VoIP network is typically focused on
real-time sessions and databases. The real-time threats are typically concerned with the
collection and replay of bearer, signaling, and network management sessions. For instance,
amalicious user could capture the bearer stream, modify the conversation, and then replay
the modified conversation to an unwitting party for malicious reasons. The database
integrity threats are associated with the authentication and authorization threats and
would focus on the corruption of VoIP databases.

The final category is availability and is typically associated with denial of service (DoS)
and/or flooding attacks, which are similar to the attacks found within the data networks.
A recent VoIP related flooding attack is called SPAM over Internet telephony (SPIT) and
uses VoIP systems to inundate voice mail services in the same manner as SPAM inundates
email servers. As mentioned previously, sometimes threats contain aspects of several
categories. For example, a man-in-the-middle attack involves improper/lack of authenti-
cation and authorization, eavesdropping, and inappropriate modification of the information
that may result in limited availability.
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Although this section has identified numerous VoIP unique threats, many of the threats
to VoIP system typically originate from the data systems that are connected to the con-
verged LANSs. Typically, a VoIP attacker compromises a data system on the same LAN
and uses the compromised system as a staging point for the attack on the VoIP systems.
Therefore, many of the threats associated with VoIP are the same threats as are found
within the data network because successful attacks to the data network ultimately lead
to compromised VoIP systems unless the VoIP systems are protected from the data
systems, which is often not possible.

19.6 Secure VolIP Interoperable Protocol Architecture

As discussed in the previous two sections of this chapter, most protocols used within
VoIP are inherently insecure and rely on other mechanisms for security. This section
focuses on how to secure the most commonly used protocols within the VoIP environ-
ment. The first protocol that is discussed is RTP and the mechanisms used to secure the
protocol. The following discussion is focused on the signaling protocols; H.323 and SIP.
Finally, the protocol discussion concludes with the mechanisms used to secure the most
common network management protocols.

The VoIP bearer path, which uses RTP as the base protocol, is secured using the secure
real-time protocol (SRTP)* to provide confidentiality and integrity. SRTP is not a distinct
protocol, but instead is a profile of RTP and is overlaid on RTP and RTCP to secure them.
SRTP intercepts RTP and RTCP packets and then forwards an equivalent SRTP packet on
behalf of the sending side, and intercepts SRTP packets and passes an equivalent RTP or
RTCP packet up the stack on the receiving side. This is sometimes referred to as a “bump
in the stack” implementation. One of the benefits of using SRTP is that it permits the
use of end-to-end encryption and is amenable to network address translation (NAT) and
network address port translation (NAPT), which is discussed later.

The primary utility provided by the SRTP RFC is the definition of cryptographic
transforms that have been embraced by the VoIP community. In particular, the VoIP
community has settled on the use of the advanced encryption standard (AES)} which is
the default cipher, for providing confidentiality. In addition, SRTP defines hash message
authentication code-secure hash algorithm 1(HMAC-SHAI)! as the default message
authentication code for providing integrity. Due to the overhead associated with applying
HMAC-SHAL to the SRTP bearer packets, a truncated hash of 32 bits was chosen. This was
deemed an acceptable tradeoff given the likelihood and usefulness of capturing and
modifying the large number of encrypted bearer packets necessary to successfully con-
duct a replay attack.

One of the challenges associated with using SRTP is clipping that can occur at the
start of a session while the key exchange is occurring between the two end instruments
(i.e., phones). To avoid clipping, commercial VoIP vendors have chosen to use an approach
called session descriptions (SDES)T when using SIP and H.235 when using H.323. SDES

* http://www.ietf.org/rfc/rfc3711.txt
t http://csrc.nist.gov/publications/fips/fips197/fips-197.pdf
t http://www.ietf.org/rfc/rfc2104.txt
1 http://www.ietf.org/rfc/rfc4568.txt
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INVITE sip:2222222;phone -context=telecom.com @telecom.com;user =phone SIP/2.0

Via: SIP/2.0/TLS clientA.telecom.com:5061;branch=z9nG4bK74bf9

Max-Forwards: 70

To: <2222222;phone -context=telecom.com @telecom.com;user =phone>

From: <1111111;phone -context=telecom.com @telecom.com;user =phone>;tag=9fxced76sl

Call -ID: a84b4c76e66710

CSeq: 314159 INVITE

Contact: <sip:1111111@10.10.10.1>

Contact-Type: application/sdp

Content-Length: 142

c=IN1P4 10.10.10.10

m=audio 49170 RTP/SAVP 0

a=crypto:1 AES_CM_128_HMAC_SHA1_32
inline:NzB4d1BINUAVLEwW6UzF3WSJ+PSdFcGdUJShpX1Zj|2/20|1:32

FIGURE 19.1 SIP INVITE example.

is an approach that embeds the encryption key in the session negotiation messages
used to establish the VoIP session. SDES defines a new Session Description Protocol
(SDP) attribute, called “crypto” for conveying the cryptographic session key. The H.235
protocol within H.323 provides a similar functionality using the h235Key field. Although
the use of SDES reduces clipping, some clipping may occur if early media is transmitted
during the session establishment process. Early media is associated with the caller trans-
mitting bearer packets prior to the acceptance of the session by the receiving party and
is associated with ringing tones and announcements. The impact of clipping is depen-
dent on the vendor implementation. Because SIP and H.323 messages are encrypted and
checked for integrity (discussed later), the inclusion of the SRTP encryption key in the
signaling message provides a secure method for key exchange. Figure 19.1 shows how
the cryptographic key is embedded within the SDP for a SIP INVITE.

A challenge for commercial VoIP providers is how to complete an end-to-end VoIP session
where the intermediaries in the session may or may not be trusted. An obvious preference
exists for end-to-end encryption, but the reality is that a hop-by-hop transitive trust security
model is necessary due to the need for hierarchical signaling. Let’s back up for a minute and
discuss why the hierarchical signaling model is necessary.

End instruments (i.e., telephones) are inherently simple devices with limited processing
and storage capacity. The routing and directory information associated with global voice
networks is beyond the capacity of almost all end instruments. As a result, end instruments
rely on CCAs for routing and directory information. In addition, the CCA is typically the
source for configuration files and attachment (i.e., authentication and authorization) to the
voice network. Even in the simplest of commercial end-to-end VoIP networks, the signaling
is hierarchical with the CCA involved in the signaling path as shown in Figure 19.2.

As a result of the hierarchical signaling, an end-to-end trust model is not feasible result-
ing in the need to rely on a hop-by-hop security model. This requires that the appliances
on both ends of each hop in the signaling path mutually authenticate to each other, to
include the CCA and the end instrument. Based on the assumption that every hop is
mutually authenticated, it is reasonable to assume that the end instruments are mutually
authenticated via transitive trust. Vendors have considered mutually authenticating
between end instruments after the session establishment, but the issues raised with early
media in the preceding discussion preclude this as a viable option.
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FIGURE 19.2 Hierarchical VoIP signaling.

Returning to the discussion at hand, with the assumption that a hop-by-hop transitive
trust security model is necessary, the protocol used to establish the hop security is depen-
dent on the signaling protocol chosen. Internet protocol security (IPsec),” in combination
with H.235, is the ITU-T defined protocol for securing H.323 and is a viable alternative for
securing SIP. However, industry has chosen the transport layer security (TLS)! protocol
as the mechanism to secure SIP. First, let us discuss H.323 and its mechanisms for provid-
ing secure signaling. As mentioned previously, H.323 is a collection of standards from
the ITU-T that are used by VolP applications for signaling. The H.235.1 baseline security
profile, which was developed by the International Multimedia Telecommunications
Consortium (IMTC) and the European Telecommunications Standards Institute (ETSI),
Telecommunications and Internet Protocol Harmonization Over Networks Project
(TIPHON),* provides integrity to H.323 by defining mechanisms to provide a HMAC-
SHAL to the H.323 signaling packet.

To complete the package, IPsec is used to secure the entire H.225.0 and H.245 channel by
providing confidentiality of the packets in transit over the IP network. The confidentiality
is provided within IPsec using the AES encryption standard, which was also used to
provide confidentiality within SRTP. IPsec is not an ITU-T standard like the rest of the
H.323 protocols and is published by the IETE. At the time of this writing a new and
improved version! of IPsec is published, but due to its recent publication, most vendors are

* http://www.ietf.org/rfc/rfc\2401.txt

t http://www.ietf.org/rfc/rfc2246.txt

# TIPHON is now named Telecoms & Internet converged Services & Protocols for Advanced Networks
(TISPAN).

1 http://www.ietf.org/rfc/rfc4301.txt
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Voice and video over IP applications

IPsec
—_—e
FIGURE 19.3 H.323 protocol stack.

still deploying the older (1998) version. IPsec was chosen over the other H.323 approaches
because the encryption occurs at the IP layer and is capable of providing confidentiality for
both the user datagram protocol (UDP) and transmission control protocol (TCP) portions
of the H.323 protocol. As mentioned previously, H.323 is not defined in a single standard,
but incorporates several different standards to work properly. The interrelation of the
various standards is shown in Figure 19.3.

In contrast to H.323, industry has chosen TLS instead of IPsec for securing SIP. Like
IPsec, at the time of this writing a new and improved version* of TLS is published, but
due to its recent publication, most vendors are still deploying the older (1999) version. TLS
was derived from the earlier versions of secure sockets layer (SSL) and for the purposes of
this discussion, SSL is equivalent to TLS. Like IPsec and SRTP, the encryption algorithm
and integrity mechanism used by TLS is AES and HMAC-SHAI. The advantage of indus-
try selecting the same encryption and integrity mechanism for all three protocols is that it
allows the standards community and the vendors to focus on monitoring, improving, and
securing a limited subset of approaches. The disadvantage, of course, is that a compromise
of either mechanism compromises all systems, but industry performed the cost-benefit
analysis prior to making the decision. One advantage of using SIP with TLS is that it makes
it easier to filter the signaling packets since the port used for SIP with TLS is limited to port
5061. Figure 194 shows how SIP and SRTP fit within the Open Systems Interconnection
Basic Reference (OSI) model.

As stated earlier, the discussion of network management protocols is more complex.
The network management foundation for VoIP systems is SNMP. Although SNMPv3° was
published in 2002, most vendors are still implementing SNMPv1*® and v2!*. SNMPv3 has
inherent IA capabilities, but for vendors that choose to use SNMPv1 and SNMPv2, they
secure the protocol using IPsec. Due to the limitations of SNMP, many other protocols are

* http://www.ietf.org/rfc/rfc4346.txt
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FIGURE 19.4 SIP and SRTP protocol stack.

used to provide network management. The protocol that is becoming increasingly popular
is the hypertext transfer protocol over secure socket layer (HTTPS).* The reason is that the
increasing configuration complexity of the VoIP systems require better configuration
graphical user interfaces (GUIs), which are being manifested in web browser configuration
interfaces. Since most commercial secure web browser approaches use HTTPS, it was a
logical for the VoIP community to adopt HTTPS as the approach used to secure web-based
applications.

Although HTTPS is becoming the second most commonly used secure protocol (SNMP
is still number 1) due to the wide use of web browser-based interfaces, many systems still
use command line interfaces (CLI) for network management. The typical protocol used to
provide remote logon CLI capabilities in a secure manner is SSH,® which is commonly
known as SSHv2. SSH like many other protocols within the VoIP environment relies on
TLS as one of its three components. Like TLS and IPsec, SSH uses HMAC-SHAL1 for integ-
rity. However, commercial VoIP vendors typically use the Rivest, Shamir, and Adelman
(RSA) algorithm as the default algorithm for providing confidentiality.

Now that we know how VoIP systems provide confidentiality and integrity, the next
issue that should be discussed is the mechanisms to achieve interoperable authentication
on a global scale in a secure manner. As of this writing (December 2007), it appears that
the Public Key Infrastructure (PKI) is the only viable alternative for authenticating VoIP
systems and VoIP network management personnel in a secure manner on a global basis.
The installation of PKI certificates on VoIP systems allow VoIP systems to mutually authen-
ticate each other using TLS and IPsec. The emergence of smart cards within industry for
identifying individual users appear to have the most potential for mutually authenticating
network management personnel and systems to the VoIP systems and provide a strong
authentication capability that exceed the capabilities of the past. Smart cards are typically
wallet size plastic cards that contain a picture on the outside and a PKI certificate inter-
nally. The PKI certificate is only transmitted if the user of the smart card enters a password
thereby providing two factor authentication. Industry plans to use PKI to facilitate the
hop-by-hop transitive trust security model needed for end-to-end VoIP.

* http://www.ietf.org/rfc/rfc2818.txt
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19.7 Authorization Defense-in-Depth

As with every security architecture, a defense-in-depth approach is the best approach
for VoIP.

In terms of authorization, the cornerstone of the defense-in-depth approach is the use of
physical security to control access to the VoIP systems when feasible. Although it is not
feasible to control access to the end instruments, it is often feasible to control access to the
network infrastructure appliances (LAN switches & Routers) and signaling appliances
(CCAs and media gateways). A simple locked door often provides adequate protection
and providing multiple barriers, such as a lock on a cabinet housing a LAN switch in the
open, is preferred to no barriers.

The next layer of the defense-in-depth strategy focuses on securing the appliances from
unauthorized access. Securing access to a VoIP appliance uses the same approach as is
taken for data appliances and involves ensuring user roles are defined and limited to the
minimum set of actions required. Next, the operating system should be hardened by
deleting unnecessary applications and installing the most current patches. Finally, it is
essential to ensure that the system is appropriately audited and that the logs are main-
tained on a separate appliance in case of catastrophic failure. Additional defenses may be
added depending on the specific threats associated with a system.

After securing the VoIP appliances and providing physical security, the next critical
tenet of a defense-in-depth strategy is the separation of components (i.e,, traffic, appliances,
and users) and/or services from each other based on their characteristics. However, a
converged network requires the opposite in that appliances within a converged network
may service the voice, data, and video applications. As a result of this conflict, the inter-
actions between the various component segments must be controlled to ensure that an
attacker that gains access to one segment does not gain access to, nor can affect, the other
segments. In addition, interaction control between various segments is also used to prevent
configuration or user errors in one segment from impacting other segments. The actions
of normal users of converged network services must not affect the other services, more
specifically the voice service. The principal mechanisms that are used within this archi-
tecture for segmenting the network are virtual LANs (VLANS), segmented IP address
space or subnets, and virtual private networks (VPNs) and are used in combination with
filters, access control lists (ACLs), and stateful packet inspection firewalls (VoIP stateful
firewalls) to control the flow of traffic between the VLANs and VPNs.

The 802.1Q VLAN tagging of the packet for the appropriate VLAN should occur at the
end instrument (telephone), but may occur at the first LAN switch if the appliance is not
capable of 802.1Q VLAN tagging. If the end instrument (telephone) supports a subtended
data computer/workstation, it has several unique functions that it must perform. The first
function is that it should be capable of VLAN tagging the data traffic with a different
VLAN tag than the voice traffic. In addition, it must also be capable of routing the VoIP
traffic and the data traffic to the appropriate VLAN. The objective of this function is to
ensure that the data applications on the workstation do not have visibility to the
voice-related packets.

Demilitarized zones are created for VoIP and data appliances that must service multiple
segments of the converged network. An example is the CCA, which must service voice,
video, videophone, and softphone appliances. Because access control between the various
VLAN:S is significantly more complex, filtering is not adequate to achieve this goal and
VoIP stateful firewalls are needed to ensure that only authorized packets are able to transit
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FIGURE 19.5 Component interaction flow diagram.

the VLAN boundaries. In addition, if the softphones are used in remote connectivity situ-
ations, such as for a long local for a mobile user, the system must be capable of supporting
a VPN for VolIP traffic from the PC to the CCA. It is essential that the data and VoIP traffic
be separated into the appropriate VLAN at the earliest point in the path. Figure 19.5
provides a depiction of the interactions between various VLANs within an enclave. The
illustrations in this section are notional and address the scenario where ancillary services
(i.e, DHCP, RADIUS, etc.) are internal to the system. The information is only provided as
reference material and each enclave will need to determine their VLAN needs and bound-
aries based on their tailored requirements and security profile.

The last VoIP authorization defense-in-depth aspect that will be discussed in this
chapter is requirement for a unique protection at the boundary of the enclave. VoIP suffers
from certain difficulties with traditional perimeter defense mechanisms, such as NAT and
data firewall behavior. Many protocols designed by the IETF used within the VoIP envi-
ronment, such as SIP, are designed as end-to-end protocols. The end-to-end model is
broken by the presence of firewalls and NAT appliances. In large deployments of VoIP, a
specialized appliance is needed to facilitate the coexistence of VoIP and perimeter defense
mechanisms. Industry has labeled this specialized appliance a session border controller
(SBC) to distinguish it from traditional data firewalls. Before describing the requirements
and functions associated with the SBC, it is important to explain the difficulties that VoIP
protocols experience crossing network boundary devices and to explain the common types
of solutions emerging from the standards communities and major vendors.

As mentioned previously, the use of NAT introduces several problems to an end-to-end
protocol security model. The use of NAT is required at many enclave boundaries. In a
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traditional NAT employment, the NAT is conducted at the Network Layer (Layer 3) of the
OSI model (NAPT is conducted at Layer 4). However, the VoIP environment requires that
the SBC perform NAT at a higher layer in order to properly process the SIP messages. The
common scenario provided for NAT is the use of private addressing in two remote enclaves,
with a public address space in the interconnecting WAN.

During the initial SIP offer/answer exchange, both the originating and terminating
SIP user agents (UAs) specify in the SDP payload the desired IP address and port combi-
nation for the caller and callee to receive the associated media stream and to properly
direct the signaling stream. SIP UAs within the enclave may use private addressing for
topology hiding reasons. A problem occurs when private addressing is used within the
SDP payload since the private address is not resolvable from the WAN side of the NAT.
A traditional NAT device will change the IP source address and/or port combination at
packet header level, but not the IP address within the SDP payload. Consequently, the
callee, or UA in the remote enclave, will not have the correct IP address to respond to
from a signaling perspective and the call setup will fail. Even if the call is established
from a signaling perspective, the bearer stream would be sent to the wrong address/port
and the session would not be established.

An additional problem is that the signaling and bearer paths are different IP sessions,
and NAT bindings in a traditional NAT appliance are finite in nature (not correlated). A
scenario may result in that a VoIP session may continue for many minutes with active
RTP streams, but with no signaling messages. Since there is no signaling, the signaling
NAT binding could time out and the session would not be able to terminate properly.
Difficulties experienced by SIP signaling and real-time transport protocol/real-time
control protocol (RTP/RTCP) media protocols passing through firewalls stem mainly
from the fact that bearer stream port numbers are selected dynamically for each call from
a large pool of potential port numbers. Allowing this large range of potential port num-
bers to be open at the enclave boundary is unacceptable. The SBC needs to know which
ports to open temporarily, when to open them and when to close them. Placing this func-
tionality (essentially an application level gateway) into data firewalls has not happened
yet and carries with it some disadvantages, for example, having the firewall perform
actions it is not supposed to handle.

Solutions for these issues have evolved slowly within the standards bodies and major
equipment vendors. A myriad of suggestions have been offered from both communities,
yet none has attained widespread acceptance. In the interim, some vendors have devel-
oped limited solutions for their products to allow functionality, and several have acquired
SBC functionality to enhance their product lines, however, no clear solution to achieve
multivendor interoperability has come out of the major vendor arena. As a result, interop-
erability problems often occur between different vendor solutions due to the proprietary
nature of the vendor unique solutions.

In response to a need for a solution to various problems with VoIP in the areas of firewall/
NAT traversal, topology hiding, and lawful intercept, a large number of startup companies
have produced SBCs. Topology hiding is accomplished by processing the SIP messages and
performing the appropriate IP address and port translations within the IP header and the
SDP payload. Figure 19.6, shows the typical end-to-end call sequence that establishes a SIP
session. The diagram shows how the media is bi-directionally anchored by the SBC to
ensure that topology hiding is provided.

Several issues are encountered by SBCs in attempting to meet the topology hiding
requirements due to the VoIP signaling hierarchy and by the requirement to allow call
forwarding and call transfer. The first issue is found in SBCs that front a Softswitch. Upon
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FIGURE 19.6 Typical end-to-end SIP call sequence.

receipt of an SIP INVITE, the SBC does not know whether that session terminates within
the enclave or will be forwarded to another enclave (after processing by the Softswitch).
Due to the uncertainty, the SBC must bi-directionally anchor the media stream. If the
Softswitch returns the INVITE to the SBC for forwarding to the next hop, the SBC must
restore the original IP address and port number so that it is no longer involved in the
media stream associated with that session. The second issue associated with topology
hiding is related to call forwarding and call transfer scenarios where the session no lon-
ger terminates within the enclave. Upon notification that a session is being forwarded or
transferred, the SBC associated with the forwarding or transferring party must restore
the original IP address and port number associated with that session to ensure that the
media is not improperly anchored at the enclave since the session is no longer associated
with the enclave. The next issue concerns the ability of the SBC to determine the appro-
priate next hop for signaling. For an SBC fronting a CCA, the SBC has only a primary
and secondary TLS path in which to forward the SIP messages. The primary TLS path is
to the SBC fronting the primary Softswitch for the CCA and the secondary path is to the
SBC fronting the secondary Softswitch for the CCA. However, for an SBC fronting the
Softswitch, it has numerous TLS sessions associated with the subtended CCAs of the
Softswitch and with the other Primary and Secondary Softswitches for all the remote
CCAs. Since the EBC does not have its own location service, it must rely on the Softswitch
to inform it of the appropriate next hop. The Softswitch informs the SBC of the next hop
using the ROUTE header construct defined in SIP. It is important to note that this issue
is not relevant to INVITEs arriving from the WAN since the SBC is associated with one
and only one SIP signaling system on the line side and always forwards INVITEs arriv-
ing from the WAN to its associated SIP signaling system (i.e., CCA or Softswitch). In
addition to performing topology hiding, the SBC provides several other functions to
include “pinholing.”
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“Pinholing” is accomplished by opening and closing “pinholes” that only allow approved
sessions to transit the SBC based on the SIP messages. The coupling of the signaling and
bearer stream requires that both streams must transit the SBC. If H.323 video is also tran-
siting the SBC, the “pinholes” may also be associated with the H.323 messages. In addition,
the SBC must have a timer associated with each “pinhole” to ensure that “pinholes” do not
remain open indefinitely if a signaling message is not received to close the “pinhole.” If the
SBC closes the “pinhole,” it must send a BYE message in each direction to notify the next
hop signaling appliances that the session has been terminated.

Filtering is accomplished by allowing targeted IP flows to transit the SBC based on their
“6 tuple” (source/destination IP address, source/destination port number, DSCP, and
protocol identifier). Compared to “pinholes,” filtering is a manual process and is not
dynamic in nature. A type of traffic flow associated with filtering is a SNMPv3 session
from the NMS to a CCA that is active all the time and is well defined. If the SBC detects an
anomalous condition (DoS attack, abnormal number of invalid SIP requests, etc.) it must
have the ability to notify the appropriate NMS of the event.

19.8 Softphones—The Way of the Future

Traditionally, end instruments (telephone) have taken the form of a dedicated hardware
appliance with limited processing, memory, and storage capabilities. In VoIP we begin to
see the emergence of the Softphone as the end instrument (telephone) of the future. There
are numerous reasons for this emergence, but ultimately the reasons are distilled to
money and functionality. Softphones are inherently cheaper than dedicated end instru-
ments for the customer and vendor. This assumes that the cost of the host PC is a sunk
cost. It is cheaper for the vendor since most CCA vendors no longer manufacture their
own hard phones. As a result, the percentage of the profit and revenue generated by
selling hard phones is passed to a third party company. In comparison, all vendors are
developing their own softphones and any profit and revenue generated by purchase of a
softphone is realized by the vendor.

From a functionality perspective, softphones provide extensive new benefits by allowing
VolIP vendors to converge collaborative, instant messaging, voice, and video services within
the same appliances. With the emergence of the Unified Communication offerings from
every major vendor, it is the way of the future that traditional hard phone end instruments
will become the rotary phone of the future.

Given that softphones are here to stay, how do we secure them? This is an issue that all
of industry is currently grappling with as of this writing (December 2007). The first layer
of defense is to segment them within their own VLAN away from the data and VoIP unique
VLAN:E. If possible, the system should mark VoIP traffic differently than data traffic using
the DiffServ Code Point (DSCP) or the VLAN tag. The second layer is to ensure that the
platform is hardened to the extent possible and that all patches and upgrades are installed.
Anti-virus, anti-spyware, and platform independent firewall protection is a must to
protect the system from worms, viruses, and Trojans and should be the next layer of
protection. If possible, application by application user profiles should be defined to limit
the applications that can be compromised once an attacker gains access to the system.
Finally, audit logs become critical to the successful investigation in the aftermath of an
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attack, which will inevitably occur. The deployment of softphones opens up a Pandora’s
box of threats associated with VoIP and should only occur after a thorough benefit versus
security analysis is conducted.

19.9 Summary

Hopefully, I have convinced you that VoIP is a different beast from the traditional voice
approach. As with alcoholics anonymous, acknowledging your problem is the first step in
recovery. Fortunately, industry readily acknowledges that VoIP introduces unique chal-
lenges that must be overcome to provide reliable, secure, and quality voice services and are
investing heavily in research and products to overcome the challenges. VoIP is here to stay
and although additional security vulnerabilities will be discovered, it is expected that
VoIP will be as secure as traditional voice technologies as it matures.
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Recently, Voice over Internet Protocol (VoIP) technology has been increasingly attracting
attention and interest in the industry. VoIP applications such as IP telephony systems
involve sending voice transmissions as data packets over private or public IP networks as
well as reassembling and decoding on the receiving side. Concern for security is the major
barrier that prevents many businesses from adopting VoIP technologies.

IP telephony security is challenging as it involves many disciplines, from encryption to
access control policies. In general, the engineering of a security policy starts with risk
analysis and ends with a set of security assertions that is ready for integration into the
security policy framework.

In this chapter, we first discuss security threats and vulnerabilities relating to VoIP
protocols and technologies. We then discuss a security policy from the perspectives of
communication and application security properties such as confidentiality, integrity, and
availability for constructing a security framework for VoIP applications. Finally, we
propose a security policy framework from the perspectives of network security for
constructing a security framework for mobile VoIP applications in the future.

20.1 Introduction

This chapter begins with an analysis of why Voice over Internet Protocol (VoIP) is grow-
ing in popularity and how it faces security threats due to both its own protocol character-
istics and the type of network it transmits data across. Security threats are classified and
considered under the CIA model which emphasizes the need for confidentiality, integrity
and availability. When analyzing each of these threats at an individual level, strategies
already in use for similar problems may be applied to mitigate each threat. However, the
collection of various protocols used by VoIP and the modularity of the VoIP system suggest
that an end-to-end approach is needed to address the complexity of the VoIP security
problem domain. More importantly, the IP network used to transmit VoIP calls is often the
Internet, which is distributed across many countries and jurisdictions. Firewall policies,
patch levels, and other mechanisms previously discussed would not be directly accessible
to the administrator. We describe a model system for a VoIP security policy service
designed for mobile VoIP systems. This model would allow the automatic query and
processing of security policy requirements and security postures of VoIP applications and
links along the call path, such that security could be verified and secured by a VoIP caller
traversing the WAN.

20.1.1 Rationale for the Use of VolP

Today, the Web is the main medium by which companies are carrying on their business.
It is obvious that the Web has forced many companies to reorganize their business
strategies and structures by using versatile Internet technologies in order to remain
competitive in a business environment. VoIP technology is increasingly attracting
attention and interest in the industry. A number of VoIP applications offer all the
features available (e.g., caller id, call waiting, etc.) on traditional Private Branch eXchange
(PBX) solutions.

A number of companies are moving to VoIP technology, because it allows the use of their
current network infrastructure for transferring both voice and regular data traffic. This
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technology enables a lot of savings by reducing maintenance costs, long-distance fees, and
other costs associated with a traditional telephone network.

20.1.2 Protocol Components of VolP

In general, VoIP technologies employ a suite of protocols including signaling protocols
such as session initiation protocol (SIP), and data control and transfer protocols such as
transmission control protocol (TCP), real-time transport protocol (RTP), user datagram
protocol (UDP), and Internet Protocol (IP). VoIP applications such as IP telephony systems
involve sending voice transmissions as data packets over private or public IP networks
as well as reassembling and decoding on the receiving side. However, concern for security
is always the major barrier that prevents many businesses from employing VoIP technolo-
gies [1]. Security is considered as an essential and integral part of VoIP applications [2].

20.1.3 Intruders in a Traditional Telephone Network and a VolP Network

Traditionally, intruders are known as persons who have gained unauthorized access to
PBX or voice mail systems, and obtain free telephone calls by manipulating computer
systems. Some studies even show that the intruding event occurs because of a perpetra-
tor’s need for revenge, sabotage, blackmail, or greed [3].

In VoIP applications, it is also conceivable that intruders can intercept incoming and
outgoing phone numbers, break into someone’s voice mail, or even listen in on confidential
conversations over IP networks. One real case of VoIP application hacking happened in a
company called Sunbelt Software in the United States. An intruder gained access to their
VoIP application system through its remote access features. As a consequence, the com-
pany found itself facing a extended phone bill showing long-distance calls to international
locations [4].

20.1.4 Attacks on Circuit-Switched and IP-Based Networks

There are a variety of attacks against circuit-switching telephone networks such as wire-
tapping [5,6], call masquerading, account fraud, disturbing calls, and denial of service
(DoS). Many of these threats remain effective for packet-switching networks, including
VoIP networks.

As VoIP is based on normal IP networks, VoIP applications inherit the known and
unknown security weaknesses that are associated with the IP protocol. The resulting
security problem domain is considerably larger compared to a traditional public switched
telephone network (PSTN). Moreover, proprietary protocols, which many VoIP companies
are using, have left VoIP customers vulnerable to virus attacks, security holes, abnormal
port activities, etc.

VoIP is inherently vulnerable to network attacks, such as malicious code (i.e.,, worms,
viruses, trojans), DoS, distributed DoS (DDoS), pharming, and (though nonmalicious) flash
crowds. These attacks also damage infected systems by consuming resources, disrupting
legitimate users, compromising confidential information, or by corrupting code and data
[7]. While such damage affects infected systems, it also damages uninfected (or even non-
vulnerable) ones. All systems connected to the Internet are sensitive to malicious code
which tries to infect as many hosts as possible, causing congestion in the network infra-
structure. Walsh et al. [8] analyze the challenges of securing VolP, and provide a set of
guidelines for adopters of this telephony technology.
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20.1.5 VolP Security Requires an End-to-End Security Model

Voice over IP security is facing more complex issues than those of traditional circuit-
switching networks, because VoIP networks consist of multiple components. Each of those
components has its own security issues and has also been deployed on current data
networks, which impose some limitations on VolP systems.

Therefore, the VoIP supported IP networks must be designed, implemented, and operated
in a secure manner, providing end-to-end security between VolIP applications. Though
many industry or research organizations are tackling this challenging topic in the context
of secure real-time transport protocol (SRTP) and IPSec, there is still a lack of a unified
security policy that specifies or regulates how VoIP applications should provide security
mechanisms to protected resources in a single picture.

Considering the size of the Internet, management is best achieved through distributed
methods, where each network is controlled according to its predefined local policies, and
global deployment of a specific security policy is infeasible to enforce. VoIP technology
traverses international boundaries, and hence it is very difficult to enforce regulations
consistently across the world.

20.2 VoIP Protocol Vulnerabilities
20.2.1 Security Issues of SIP

Session initiation protocol is a real-time signaling protocol for IP voice that was developed
by the Internet Engineering Task Force [9,10]. It is used for a bi-directional communication
session initiation in which messages are exchanged between two or more nodes. SIP is
responsible for the basic call control tasks such as communication session setup and tear
down, or signaling for call initiation, dial tone, and termination. SIP is also responsible for
the other signaling used in features such as caller ID, call transferring, and hold. It acts as
the Signaling System 7 (S57) protocol used in standard telephony and H.323 which is
used in IP. It is an application-level protocol, and hence it can be used on top of different
protocols. It can be carried by UDP, TCP, or SCTP [11]. If SIP is carried over UDP, speed and
efficiency are increased.

Transmission control protocol is used when for security purpose, secure socket layer/
transport layer security (SSL/TLS) is needed. Stream control transmission protocol
(SCTP) offers increased resistance to DoS attacks through a four-way handshake
method [11]. SCTP can use additional security services via “TLS over SCTP” or “SCTP
over IPSec.”

Session initiation protocol consists of different components including a user agent (UA),
redirect server, registrar server, location server, and proxy server. UA software includes
client and server components. Outgoing calls are made at the client side, whereas incoming
calls are received at the server side. After some processing or translation is done, traffic
forwarding is performed by a proxy server. Request authentication is handled by the
registrar server, and the redirect server is responsible for resolving information for UA
clients. UA clients send requests to UA servers for call initiation. The user notifies a registrar
server of her current location to allow others to communicate with her.

As has been observed, the backbone of traditional phone systems (PBXs) is replaced by
IP voice servers which usually run on Linux or Microsoft operating systems. Servers that
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deliver VoIP services and log call information are very sensitive to malicious software
attacks and hacking activities.

Session initiation protocol uses a simple set of request messages such as INVITE, ACK,
OPTIONS, CANCEL, BYE, and REGISTER. A UA client who wishes to initiate a session sends
an INVITE message. This message is responded to with OK followed by an ACK message.
To tear down a connection, a BYE message is sent. CANCEL cancels a pending invite. To
query or change optional parameters of the session such as encryption, OPTIONS is used.

The VoIP-specific protocols are a major source of vulnerabilities. SIP is text encoded
which makes it easier to analyze with standard parsing tools such as Perl or lex and yacc
[11]. SIP traffic is plain text in its basic form. Thus voice traffic is vulnerable to packet
sniffers (looking for caller IDs or passwords), and allows an attacker to forge packets for
manipulating of device and call state. For example, this kind of manipulation could
result in premature call termination, call redirection, or easily performed toll fraud. It is
also relatively simple to intercept unencrypted VolP calls. Hackers can download free
software available on the Internet and intercept calls with ease. To protect caller IDs,
account information, etc., SIP traffic needs to be encrypted. Although some efforts have
been made for developing encrypted signaling, so far no widespread solution has been
found to adopt.

There are specific attacks based on the vulnerabilities in the VoIP signaling protocols,
including SIP. One of these attacks is known as a BYE attack. The goal of a BYE attack is to
tear down an existing communication session prematurely, which can be considered as a
DoS attack. Imagine three SIP UAs: Alice, Bob, and the attacker, and an ongoing dialog
session between Alice and Bob. The attacker can send a fake BYE message to Alice. Alice
believes that Bob is willing to tear down the connection. Alice stops sending RTP flow but
Bob still is sending RTP packets to Alice because Bob is not aware of what has happened
in between. Certain Intrusion Detection Systems (IDSs) are able to detect such attacks.
By creating a rule, an IDS can detect flowing of RTP packets after a BYE message. In the
previous scenario, if Bob is the real entity who is willing to stop the connection, Alice
should not see RTP flow from Bob after she gets a BYE message from him. In the IDS, an
alarm is activated if RTP flow is detected after receiving a BYE message.

The SIP protocol is not only used in VoIP call setup, but also in instant messaging. An
attacker can also manipulate the header of an instant message and send a forged message
to Alice and make her believe that the message has come from Bob. This attack is called
fake instant messaging. There is also another signaling-based attack which is called call
hijacking. In this attack, the attacker takes advantage of the REINVITE message which
is used for call migrating. In the case of call hijacking attacks, one of the UA clients will
experience continuous silence since the other part is not sending voice packets to it any
more. Such an attack can also be considered as a DoS attack. This attack results in breach
of confidentiality. For detecting such an attack, a similar approach as for the BYE attack
can be used.

20.2.2 Security Issues of H.323

H.323 is an International Telecommunication Union (ITU) standard for video and audio
communication over a packet zed network. H.323 includes several protocols such as H.225,
H.245, etc. Each of these protocols plays a specific role in the call set up process [11]. An
H.323 network normally includes a gateway, a gatekeeper, a multipoint control unit (MCU),
and a back end service (BES). The gateway acts like a bridge between the H.323 network
and external non-H323 networks such as SIP or PSTN networks.
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The gateway also supports bandwidth control and address resolution. A gatekeeper is
optional and is responsible for optimizing network tasks. In the case of the presence of a
gatekeeper, a BES may exist for supporting functions such as maintaining of endpoint’s
data including permissions, services, and configuration. The MCU is also an optional
component of H.323 networks. Multipoint conferencing and other types of communication
between more than two endpoints are also facilitated by the MCU.

The H.323 protocol traffic is almost always routed through dynamic ports which is quite
challenging for non-VolP-specific firewalls which are not VoIP aware. Thus, it is necessary
to use a VoIP-specific firewall. Another serious issue regarding H.323 networks is network
address translation (NAT), because there is no match between external IP address and the
port specified in H.323 headers and messages, actual IP address, and port numbers used
internally. Therefore, the correct address and port numbers need to be sent to the endpoints
for establishing a call connection. Compared with H.323, SIP is a more flexible solution,
simpler and easier to implement. SIP is also more suitable for supporting intelligent user
devices, as well as for implementing advanced features [12].

H.235 offers different security profiles. The variety of options offered by H.235 provides
different possibilities for communication protection. In this chapter, we describe one of
these defined possibilities—H.235v2.

H.235v2 supports elliptic curve cryptography (ECC) and advanced encryption standard
(AES). To support product interoperability, it defines a variety of security profiles which
are defined in annexes to H.235v2 (Annex D, Annex E, Annex F) [11]:

* Annex D: Shared secrets and keyed hashes
¢ Annex E: Digital signatures on every message

¢ Annex F: Digital signatures and shared secret establishment on first handshake,
afterwards keyed hash usage

For instance, Annex D employs symmetric techniques. To provide authentication and
message integrity, H.235v2 uses shared secrets. It supports H.245 tunneling and also secure
fast connect.

20.2.3 Security Issues of RTP

Real-time transport protocol, a standard protocol which is designed for real-time data
transmission, offers end-to-end data delivery services with real-time characteristics. RTP
offers sequence numbering, timestamping, delivery monitoring, and payload type. VoIP
traffic is transferred as RTP packets. RTP runs on top of UDP.

When signaling occurs, RTP is responsible for transporting the voice packets. It offers
monitoring of its payload through sequencing and timestamping. It is appropriate for appli-
cations transmitting real-time data such as voice. Unfortunately, RTP does not guarantee
quality of service (QoS) for real-time services; instead RTP relies on its lower layer services.

In addition to signaling-based attacks which threaten VoIP systems, there is an
RTP-related attack that is based on the vulnerabilities in media transport. Attackers can
send RTP packets with garbage contents, meaning that both the payload and header are
replaced with random numbers and sent to the target. This attack can degrade the quality
of voice or crash the victim’s machine. One approach for detecting this attack is to check
the sequence numbers in consecutive RTP packets. If this sequence is irregular, it can be
considered as the presence of an attack.
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20.3 Other VoIP Security Issues and Vulnerabilities
20.3.1 Convergence Issues

Although convergence of voice and data networks is one of the main advantages of VoIP
systems (conveying the voice over a data network which results in efficiency and easy
management), convergence is becoming another security concern of the VoIP system. The
security threats against VoIP may affect convergence as well. VoIP is vulnerable to the
same types of attack that threaten data networks. This includes well-known attacks such
as DoS attacks, authentication attacks, etc. Voice is critical to business so it is desired that
if something happens to the data network, the voice network can still function. If the
voice and data networks are the same network, in case of any threat both of them will
malfunction at the same time. Isolating the voice in its own network can be the best
approach. It should be noted that the isolating approach depends on whether the business
can accept the risk associated with malfunctioning of both data and voice networks or
not. For those businesses that can accept this risk, current convergence is sufficient.
However, there may be other businesses whose survival highly depends on voice; for
them, the isolating process is the only solution. They may still be willing to have some
features of convergence such as triggering of customer data displays by entering a caller
ID. This requires the creation of architectures that can pull the required information from
different networks. By the separation of data and voice, when a virus hits the data network
it can never affect VoIP system. To reach this goal, most VoIP deployments use separate
VLAN:S for data and voice. A virtual LAN sets asides a portion of bandwidth for voice
traffic and separates voice and data traffic.

20.3.2 Man-in-the-Middle Attacks

Man-in-the-middle attacks refer to an intruder who is able to read, and modify at will,
messages between two parties without either party knowing that the link between them
has been compromised. The most common man-in-the-middle attack usually involves
address resolution protocol (ARP), which can cause VoIP application to redirect its traffic
to the attacking computer system. The attacking computer system can then gain complete
control over that of VoIP application’s sessions, which can be altered, dropped, or recorded.
For example, an attacker can inject speech, noise, or delay (e.g., silent gaps) into a conversa-
tion [13]. In general, there are three types of man-in-the-middle vulnerabilities: (1) eaves-
dropping: unauthorized interception of voice data packets or RTP media stream and
decoding of signaling messages; (2) packet spoofing: intercept a call by impersonating
voice packets or transmitting information; and (3) replay: retransmit genuine sessions so
that the VoIP applications will reprocess the information. To tackle all these vulnerabilities,
VoIP applications can adopt the public key infrastructure (PKI), a security mechanism to
ensure the confidentiality of all transmitted data, and to verify and authenticate the validity
of each party in the context of public and private key. Without proper encryption, anyone
can sniff any voice data packet transmitted over IP networks vulnerable to confidentiality
and integrity threats [11]. In summary, man-in-the-middle attacks create security threats
to confidentiality and integrity because this type of attack may release the voice data pack-
ets to unauthorized parties or modify the contents of the conversations.

Although using encryption can mitigate eavesdropping and also packet replay attacks,
eavesdropping is still a real threat for VoIP systems. As mentioned earlier, separating data
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network and voice by using of VLANS is the main step for bringing security to the VoIP
infrastructure, but attackers are getting smarter and always try to find a better way to
break into the system.

There are a number of tools available on the Internet that help even non-expert attackers,
without deep knowledge of security exploits, to be able to attack a VoIP system (see e.g.,
[13]). For instance, by using the DSNIFF tool, an attacker can capture the traffic and then
encode the captured data to a playable file by tools such as Voice over Misconfigured
Internet Telephones (VOMIT) which is an ideal eavesdropping tool for script kiddies. In
traditional telephony systems, 64 kb of bandwidth is assigned to every voice call that leads
to a possibility of 24 simultaneous calls over a leased line (T1 link). VoIP offers compression
techniques which are capable of compressing the voice calls to 8kb, which increases the
capacity of leased lines. The advantage of bandwidth efficiency (saving) can be affected by
the need of encryption even in IP telephones. There is a close relation between capability
of end points to encrypting and decrypting in real time and QoS. There may not be any
problems regarding encrypting a call by an end point, but increasing of the encrypted
traffic can overwhelm media gateways. And also, as mentioned before, encryption can
result in delay and jitter that affects QoS of the VoIP system.

Overall delay in VoIP system can be increased when encryption is performed. VoIP
systems need to offer encryption for privacy protection and also for message authentica-
tion purposes. The encryption process can be done through stream cipher or block cipher.
Compared to block cipher, stream cipher imposes less delay (“one bit” compared to a
“block of bits” delay). Computing hash values which are used for authentication purposes
can also introduce significant delays in the VoIP system because before processing, a full
block of data needs to be hashed. Hash functions such as MD5, SHA are used in producing
the hash values. For instance, MD5 produces a message authentication code (MAC) of size
128 bits,” whereas SHA produces a MAC of size “160 bits.”

20.3.3 Denial of Service, Distributed Do$S

Denial of service attacks always refer to the prevention of access to a network service by
bombarding servers, proxy servers, or voice-gateway servers with malicious packets. A DoS
causes an incident in which a user is deprived of the services or resource they would
normally expect to have. Intruders can launch the full spectrum of DoS attacks (e.g., unau-
thenticated call control packets) against a VoIP application’s underlying networks and
protocols just as they can against a traditional PBX. For example, voicemail and short mes-
saging services in IP telephony systems can become the targets of message flooding attacks.
In general, there are three major types of DoS attacks:

1. Buffer overflow or Mcast—In this attack, the intruders usually send oversized
Internet control message protocol (ICMP) messages, or more than the port can
handle, to the targeted VoIP applications. To tackle this situation, VoIP applica-
tions can provide a security mechanism to: (a) turn off unnecessary ports;
(b) enforce packet filtering outside the peer table; (c) turn off pinging and ICMP
messages; and (d) verify received data packet size to avoid exceeding the bounds
of the available memory stack.

2. SYN—In this attack, an attacker opens an overwhelming number of TCP connections
in the victim’s system in such a way that the ports are held until timeout. To tackle
this situation, VoIP applications can provide a security mechanism to: (a) shutdown
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unnecessary ports; (b) reduce timeouts in the TCP stack; and (c) increase connec-
tion buffer size.

3. Smurf—The intruders send an IP ping request to a receiving device, and the ping
packet broadcasts to a number of devices within local network with a return
address of the device under attack. To tackle this situation, VoIP applications
can provide a security mechanism to turn off pinging and ICMP messages. In
summary, DoS attacks create security threats to availability because DoS would
render VoIP applications inoperable.

Denial of service and DDoS attacks may also target VoIP systems. These attacks consist of
sending disruptive amounts of requests to a same server/telephone either from a single
host (DoS) or from a number of them (DDoS). A number of network infrastructure
countermeasures have been proposed such as fair bandwidth share and throttling tech-
niques. For example, Demers et al. [14] propose to classify packets according to a combined
criterion involving source host and packet sizes, as a measure to mitigate disruptive traffic.
Mahajan et al. [15] introduce a “pushback” mechanism which consists of analyzing
dropped packets in order to find signatures of aggregates responsible for congestion (with-
out distinguishing malicious from nonmalicious packets) and subsequently filtering these
signatures into a delay queue. Further, routers share signatures to upstream routers, which
in turn will filter traffic matching these signatures. The pushback mechanism has been
implemented and some variations have been proposed [16]. Wang et al. [17] propose a
network IDS based on n-gram (an n-gram is a consecutive sequence of n characters or sym-
bols in a text document) analysis, whereas Matrawy et al. [18] study a statistical classifica-
tion method based on (p, n)-grams (a (p, n)-gram is a n-gram at position p). Vargas Martin
[19] proposes a mitigation scheme where, upon congestion, packets are classified into
equivalence classes. The classification of a packet is based on the number of times
the packet has been forwarded. This scheme aims to alleviate congestion by classifying
disruptive network traffic into only a few equivalence classes, while classifying nondis-
ruptive traffic into many classes.

Qi et al. [20] propose a mitigation mechanism that would allow routers to classify and
prioritize traffic such that disruptive network flows are not allowed to consume band-
width needed by other users and services. This system keeps track of the number of times
each packet is repeated based on a packet subset. To count packet subsets online, Bloom
filters with counters are used. In summary, DoS attacks create a security threat to
availability because DoS would render VolIP applications inoperable [21].

20.3.4 Botnet Threats

As mentioned earlier, a DoS attack is achieved by preventing the legitimate use of a service.
DDoS attacks take advantage of multiple systems in the network to launch a DoS attack. To
launch a DDoS attack, an attacker first looks for multiple vulnerable agent machines. This
scanning process is normally performed automatically through the scanning of remote
systems, looking for potential vulnerabilities. When a vulnerability is found, it is exploited
to break into the machine. The attacker then sends remote control programs called “bots”
to these selected machines. After planting the programs on the bot-infected machines
(called zombies), those machines wait for commands coming from the attacker (bot-herder).
Hence, an attacker can direct a large number of compromised systems against a target. A
network of these bot-infected computers is called botnet. These compromised systems are
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normally selected among vulnerable computers which have high-bandwidth, always-on
WAN connections. The real identity of an attacker is always hidden by attackers through IP
spoofing in which the source address field of attack packets is spoofed. In a DoS attack, a
server can be targeted with a flood of information requests which may bring the system
down. Botnets are normally controlled through Internet relay chat (IRC) channels where
bot-infected machines listen for instructions coming from the bot-herder. To catch the
attacker, investigators monitor IRC channels and also can block traffic to the IRC channels
which are used by hacked machines. Using thousands of these hacked machines to launch
a DDoS attack and other attacks such as spamming, phishing, etc. against specific targets
such as enterprises is becoming a common trend. VoIP is inherently vulnerable to network
attacks including DoS and DDoS [22]. VoIP applications such as Vonage and Skype could
provide better opportunities to attackers for controlling their bot-infected machines.

20.3.5 Spam over VolP

Another latent problem is spam (i.e., unsolicited bunk messages). Just as with email
systems, VoIP is susceptible to spam (also called Spam-over-Internet Telephony (SPIT)).
SPIT can be considered as another threat of botnets, which could potentially disable the
VoIP system. If a VoIP user gets a lot of calls from an audio spammer every day, it would
make him reluctant to employ VoIP technology.

Spam over Internet Telephony is even worse than spam. If we receive our emails with
even a few minutes delay it is not a grave problem, while SPIT is very noticeable to end
users as it hits the gateways and degrades the quality of voice. SPIT can target any IP-based
phone system. To address the SPIT issue, several companies are developing solutions for
such threats. Techniques for combating SPIT include filtering, black/white lists, and caller’s
reputation [23-25], all of them becoming less effective as SPIT methods become cleverer.

20.3.6 Phone-Targeted Malcode

A virus is a piece of malicious code loaded onto the computer systems without your knowl-
edge and runs against your wishes. As VoIP applications move beyond simply handling
voice calls to running different applications, the virus risk is likely to increase because all
VoIP applications have their own IP address like the computer systems on IP networks
[26]. Thus, a virus attack could be very effective against the VoIP applications [27]. One of
the common examples is when a virus injects a small replication code through a stack
overflow to damage the VolIP applications or even bring down the IP networks. To tackle
this scenario, VoIP applications should provide a security mechanism to verify received
data packet size to avoid exceed bounds of available memory on the stack. In summary,
virus attacks could generate security threats to integrity and availability.

Internet malicious code may also target VoIP phones directly. For example, the Cabir
virus [28] infects cell phones (and other devices) that use Bluetooth (see http://www.
bluetooth.com) wireless technology. Staniford et al. [29] present different classes of attacks
and trends for future network attacks [23]. Another family of malicious logic is repre-
sented by the Santy worms [30], which target generic Web applications. The ability of Santy
worms to infect Web applications makes them hard to prevent and detect, and they propa-
gate more widely. The problem of detecting malicious logic on the Internet becomes harder
when the malicious software is encrypted (i.e,, the bulk of their payloads is encrypted
using a different key per infection) or polymorphic (i.e., the malicious logic changes its
representation on each new infection) [31,32].
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Detecting and preventing malicious code attacks is a continuing battle, and a number
of IDS have been proposed. Some IDSs rely on the fact that fast-propagating malicious
codes typically perform a “large” number of similar actions within a “short” period of
time [33,34].

20.3.7 Rogue Sets

Rogue sets attacks refer to performing a deception for the purpose of gaining access to
someone else’s resources. The intruders perform digital impersonation by adding a new
set of VoIP applications to the attacked IP networks, then spoofing the identity of a targeted
call participant. Then the malicious VolIP application can conduct any activities that may
harm the attacked IP network. To tackle such an attack, VoIP applications can perform a
network lock-down mechanism.

In a lock-down mechanism, only the network administrators can add new sets of VoIP
applications to the network with administrative password, and logs are sent to the
administrator when a new set is added. In addition, the VoIP application will be rejected
if more than three entry passwords are attempted. In summary, rogue sets attacks create
a security threat to confidentiality because the intruders get unauthorized access to an
IP network.

20.3.8 Toll Fraud

Toll fraud attacks occur when an individual uses the equipment to place unauthorized
calls. This is a type of traditional telephony attack in which a rogue device gains access to
make long-distance calls. In this scenario, employees can use certain features of the
telephony system to make long-distance calls such as return calls from voice mail (VM),
trunk-to-trunk transfers, and call forwarding (CF) to external numbers. To tackle this
attack, VoIP applications can enforce an authorization mechanism on an IP network. This
means that rogue devices require authorization to gain access to the network. All devices
are challenged on external calls. In addition, dialing rules are applied to groups of users
and for certain times as defined by the administrator. All external calls have to satisfy the
dialing rules prior to any external call.

20.3.9 Dynamic Host Configuration Protocol (DHCP)

Dynamic host configuration protocol (DHCP) attacks refer to a malicious computer (iden-
tity theft) on the network that can issue excessive requests to a DHCP server and force the
server to issue all of its allocated IP addresses. The purpose is to spoof a DCHP server’s
responses. As there are many places in an IP network with dynamically configurable
parameters, intruders have a wide array of vulnerable points to attack. Then, the DHCP
server could not service the next legitimate request that comes in, thus stopping new sets
from entering the network. Further, a malicious VoIP application can even reply to DHCP
requests and provide incorrect information. This can cause a DoS, or enable a man-in-the-
middle attack. To tackle this attack, VoIP applications can provide a security mechanism
to revert to zero configurations for allocation of IP addresses and also verify the DHCP
response to ensure that it is not being used. In an extreme scenario, we suggest assigning
static IP addresses to each VolIP application for a completely secure network. In summary,
DHCP attacks create a security threat to availability because such an attack may interrupt
the normal operation of VoIP applications.
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20.3.10 Pharming

Pharming attacks pose another potential DDoS problem to VoIP systems. Pharming is
an evolution of a less-sophisticated attack called phishing, where a person is contacted
(typically by email or instant messaging) with an apparently legal request to provide some
information via a (fraudulent) Web page [35]. Pharming, on the other hand, consists of
exploiting a domain name server (DNS) vulnerability to misdirect the communication
between a client and a remote server. Thus, an attack on VoIP may consist of stealing
sensitive information from a corporation’s customers by having an impostor make the
customers believe they are dealing with one of the corporation’s representatives. Another
pharming attack over VoIP consists of misdirecting large numbers of calls to a particular
domain to perpetrate a DDoS.

20.3.11 Flash Crowds

Besides DoS and DDoS, another threat capable of congesting VoIP systems is imposed by
flash crowds (i.e,, sudden massive number of nonmalicious requests to the same server). A
number of attempts to mitigate flash-crowds have been proposed. For example, Jung et al.
[36] find characteristics of flash crowds. They use these characteristics to design a dynamic
load-balancing algorithm for Web caches. Chen et al. [37] present a flash crowd mitigation
system based on requests regulation for Web servers. The system is based on the observa-
tion that high-bandwidth applications (i.e., applications with request rates of more than a
predefined threshold) are more sensitive to flash crowds than low-bandwidth ones. The
idea is to monitor the response rate of high-bandwidth applications and the rate of request
arrivals and compare these two against the corresponding long-term averages. A flash
crowd signal is sent to a request regulator (which in turn, throttles the requests arrivals) if
the response rate of the fast connections decreases (below a predefined threshold com-
pared to the long-term average) and the arrival rate of requests increases (above a pre-
defined threshold compared to the long-term average).

20.4 Security Policy for VoIP Applications

By convention, security threats are usually thought to come from outsiders. However,
security threats arisein a well-controlled environment from authorized insiders. Intentional
errors and malicious acts by disgruntled employees and insiders seeking revenge cause a
considerable amount of damage and loss such as the theft, alteration, and corruption of
information experienced in the telecommunications industry.

In the United States, FBI surveys reported that most security incidents are inside jobs
perpetrated by employees, former employees, contractors, vendors, and others with inside
knowledge, privileged access, or a trusted relationship with other insiders [38]. What are
the fundamental security requirements of VoIP applications? The answer stated in [39] is
as follows: “An important requirement of any information management system is to protect
data and resources against unauthorized disclosure (confidentiality) and unauthorized or
improper modification (integrity), while at the same time ensuring their availability to
legitimate users.” In order to circumvent security threats, three fundamental security
requirements, namely confidentiality, integrity, and availability, have to be addressed.
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¢ Confidentiality It is the assurance that sensitive information is not disclosed.
The confidentiality of VoIP applications is violated when unauthorized parties
obtain protected information (voice data packets) over IP networks.

¢ Integrity This prevents the unauthorized modification of information. The
integrity of VoIP applications is violated when the correctness and appropriate-
ness of the content of the conversation (voice data packets) is modified, destroyed,
deleted, or disclosed.

* Availability Itrefers to the notion that information and services are not available
for use when needed. The availability of VoIP applications is violated when the
system is brought down or malfunctioned by attackers or intruders.

A security policy is a set of rules and practices that specify or regulate how a system or
organization provides security services to protected resources. A security assertion is
typically scrutinized in the context of security policy. In general, the engineering of a secu-
rity policy starts with risk analysis and ends with a set of security assertions that is ready
for integration into the security architecture of a subject such as a service locator [22]. Risk
analysis identifies security threats in a business process and forms a set of security asser-
tions, which refer to rules and practices to regulate how sensitive or activity information is
managed and protected within a loosely coupled execution environment. A security policy
is often formalized or semiformalized in a security model that provides a basis for a
formal analysis of security properties.

Figure 20.2 shows a security policy from the perspectives of communication and appli-
cation security. Referring to the communication security, there are three layers: SIP, RTP,
and IP. First, IPSec is used to encrypt the packets at the IP level. To enforce end-to-end
security, the security policy adopts the public key infrastructure (PKI) a security mecha-
nism to ensure confidentiality of all transmitted data, and to verify and authenticate the
validity of each party in the context of public and private key.

Then, SSL/TLS is used to authenticate peer clients with digital signed certificates. These
protocols provide endpoint authentication and communication privacy over the Internet
using cryptography. The SSL is a commonly used protocol for managing the security of
message transmission on the Internet. SSL has recently been succeeded by TLS, which is
based on SSL. SSL uses the public-and-private key encryption system from RSA, which
includes the use of a digital certificate. TLS and SSL are not interoperable. However, a
message sent with TLS can be handled by a client that handles SSL, but not TLS. Without
proper encryption, anyone can sniff any voice data packets transmitted over IP networks,
which results in security threats to confidentiality and integrity [11].

In the RTP level, RTP provides end-to-end network transport functions suitable for
IP telephony systems transmitting real-time voice data over IP network services [40].
The security policy adopts the SRTP using AES countermode to provide security measures
shown as follows [11]:

1. confidentiality for RTP by encryption of the respective payloads;
2. integrity for the entire RTP packets, together with replay protection;

3. the possibility to refresh the session keys periodically, which limits the amount of
cipher text produced by a fixed key;

4. an extensible framework that permits upgrading with new cryptographic
algorithms;
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FIGURE 20.2 Security policy for VoIP applications.

5. a secure session key derivation with a pseudo-random function at both ends;
6. the usage of salting keys to protect against precomputation attacks; and
7. security for unicast and multicast RTP applications.

In the SIP level, the security policy adopts the key management extensions for session
description protocol (SDP). The SIP is used to establish, modify, and terminate multi-
media calls. During the setup process, communication details are negotiated between the
endpoints using SDP, which contains fields for the codec used, caller’s name, etc. Since the
SIP message structure is a straight derivation from the HTTP request/response model, all
security measures available for HTTP can also be applied to SIP sessions.

Back to the perspective of application security, the security policy uses IPSec and secure
shell (SSH) for all remote management and auditing access control [11]. Access control is
the process of limiting access to the resources of a system only to authorized users, pro-
grams, processes, or other systems. It is synonymous with controlled access and limited
access. In general, access control is defined as the mechanism by which users are permitted
access to resources according to their identities authentication and associated privileges
authorization.
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20.5 Security Policy Framework for Mobile VoIP Applications

With recent advances in mobile technologies and infrastructure, there are increasing
demands for ubiquitous access to networked services. These services, generally known as
mobile services, extend support from Web browsers on personal computers to VoIP applica-
tions, such as wireless IP phones, over the IP network. The capabilities and bandwidth of
mobile devices are significantly inferior to those of desktop computers over wired connec-
tions. Mobile architectures are built on an insecure, unmonitored, and shared environment,
which is open to events such as the security threats discussed in Sections 20.2 and 20.3. As
is the case in many other applications, the information processed in mobile VoIP applica-
tions might be commercially sensitive such as voice messages and therefore it is important
to protect it from security threats such as disclosure to unauthorized parties. As a result,
each secure IP network should enforce the security policy stated by the organization.
Considering that mobile VoIP applications can work on laptops, IP phones, and wireless
IP phones, one can imagine that these devices can move from one IP network to another.
Referring to Figure 20.3, the mobile VoIP applications can be connected to a wireless
network A (e.g., intra, inter, extra, ad hoc, etc.) at a company in the daytime. To maximize
the communication security in such a wireless network, the mobile VoIP applications are
adapting wired equivalent privacy (WEP) protocol to maintain the security properties of
confidentiality and integrity in the communication. In addition, the communication
between the mobile VoIP application and the VoIP security policy Web service is adapting
SSL/TLS. With the trend of services computing, it is believed that security applications
will adopt Web services technologies. A Web service is a software system designed to
support interoperable application-to-application interaction over the Internet. It is well
known that Web services are based on a set of XML standards, such as simple object access
protocol (SOAP) [41,42]. The application (requestor) binds with the Web service viaa SOAP
message. SOAP is an XML-based messaging protocol that is independent of the underly-
ing transport protocol (e.g., HTTP, SMTP, and FIP). SOAP messages are used both by
services requestors to invoke Web services, and by Web services to answer to the requests.
Therefore, the Web service receives the input SOAP message from the Web services
requestor and generates an output SOAP message to the Web services requestor. For exam-
ple, an employee at company A connects his laptop with a VoIP application to his company
during the daytime. During the night, the employee may bring his laptop back home and
continue to use the VoIP application for different purposes. As mentioned before, the VoIP
application may contain confidential information such as voice messages. Thus, there exist
security threats to the VoIP application in such a mobile environment. In particular, many

Session Initiation Protocol (SIP)

Real-time Transport Protocol (RTP) Access control

Internet Protocol (IP)

Note: |Communication security " Application security

FIGURE 20.3 A security policy framework for mobile VoIP applications.
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IP parameters are established dynamically each time a VoIP application is added to a
network. Therefore, intruders may have many vulnerable points to attack.

We propose a VolIP security policy Web service which contains a security policy like the
one illustrated in Figure 20.4. When the mobile VoIP application connects to the network,
the application checks for the security policy at the VoIP security policy Web service by
comparing it to its security preferences policy. The VoIP security policy Web service is
maintained and provided by the Internet service provider (ISP) of the network. Further,
the credentials of such a security policy are verified by a third-party called the Security
Certificate Authority (SCA). The SCA is the agency to certify that the claimed security
mechanisms by the ISP are accurate and complete.

It is to be noted that SCA, security policy and security preferences policy all refer to a
security vocabulary/ontology for a common language on different security terminolo-
gies. The semantic Web helps provide explicit meaning to information available on the
Web for automatic processing and information integration based on the concept of an
ontology. An ontology defines the terms, used to present a domain of knowledge, that are
shared by people, databases, and applications. In particular, an ontology encodes knowl-
edge possibly spanning different domains as well as describes the relationships among
them. If the security mechanisms (protection) set in the privacy policy matches with the
privacy preferences, the VoIP application will connect to the network. Referring to Figure
20.3, we define the security vocabulary/ontology by using the Web ontology language
(OWL) [43]. OWL is an XML language proposed by the world wide web consortium
(W3C) for defining a Web ontology. An OWL ontology includes descriptions of classes,
properties, and their instances, as well as formal semantics for deriving logical conse-
quences in entailments.
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FIGURE 20.5 An illustrative security vocabulary in attack and defense.

Figure 20.5 shows a simplified OWL ontology that describes the vocabulary of security
attack and defense. Next, the platform for privacy preferences project (P3P) working group
at W3C developed the P3P specification for enabling Web sites to express their privacy
practices [44]. P3P UAs allow users to automatically be informed of site practices and
to automate decision-making based on the Web sites” privacy practices. Thus, P3P also
provides a language called P3P Preference Exchange Language 1.0 (APPEL1.0), to be used
to express user’s preferences for making automated or semiautomated decisions regarding
the acceptability of machine readable privacy policies from P3P-enabled Web sites [45].
Though P3P and APPEL were originally designed for tackling privacy enforcement
in Web site and cookies in Web browsers, we revise the framework of P3P and APPEL to
represent the security policy and security preferences (respectively) in the Appendix.

20.6 Conclusion

Before the advent of VoIP technology, Internet users were expecting the risks associated
with sending data over the Internet, but they were expecting a confidential network for
their voice calls. After the appearance of VoIP technology, and with the convergence of the
voice and data networks, the data security issues became voice security issues as well. The
fact that VoIP technology is using IP does not mean that it cannot be secured. To defeat
VoIP security threats, a well-structured plan needs to be devised. The plan should include
voice encryption, authentication, voice-specific firewalls, and separation of data and voice
traffic. Redundancy in case of power loss should be considered in this plan as well [46]. It
is also important that the voice servers and the other components of VoIP networks stay
physically secure from intruders. To protect VoIP networks, these general recommenda-
tions should be considered: Using IDSs and intrusion prevention systems (IPSs), using
VoIP specific firewalls, changing default passwords on all different components of the VoIP
system, patching components against known threats, and also following vendor’s check-
lists for securing all components after installation. We have summarized the basic concepts
on VoIP, and outlined some of its most important threats. As VoIP gains terrain in the
world of telecommunications, it seems that soon it will become one of the dominant tech-
nologies in telephony. VoIP has inherited a number of Internet vulnerabilities exploited by
malicious code, DoS, DDoS, and pharming, as well as flash crowds, all of which pose a
latent threat to network infrastructures. It is evident that security policies have to be put in
place to avoid disasters.
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20.7 Future Directions

Future work includes the analysis and design of secure mechanisms to effectively counter-
act or mitigate these threats, including eavesdropping, call redirection, and spoofing.
Future work also includes software attack prevention through the design and implementa-
tion of solid security policies. Also, it is imperative to design intrusion detection systems
capable of coping with emerging encrypted and polymorphic malicious code. DoS and
DDoS are a constant threat which a number of systems have not yet been able to contain.
The continuing adoption of VoIP in corporations has made more evident the urgency of
efficient defense systems against these attacks.

This chapter proposes a security framework for mobile VoIP applications in a dynamic
environment integrated with various Web technologies (e.g., Web services, OWL, P3P,
APPEL, SOAP) in a nutshell. We are currently building a full-scale model to support such
a framework and designing simulation models to prove its correctness and completeness.
This work is part of an undergoing project aimed to provide more secure networks.

I
Appendix

Referring to Figure 20.3, before the VoIP application connects to the network, the applica-
tion must check with the security policy (Figure 20.6) posted on the VoIP security
policy server with its security preferences (Figure 20.7) via a SOAP message (Figure 20.8).
Figure 20.6 describes the security practices in the context of threat and defense into a
P3P-like framework as applied to the security ontology described in Figure 20.9. On the
other hand, Figure 20.10 describes the privacy preferences of the VoIP application into an
APPEL-like framework. There are two statements (preferences) defined as follows:

1. For the security threat of malicious code, the VoIP application requires the net-
work to have the security mechanism of signature or anomaly detection installed.

<owl:Ontology rdf:about="#securityVocabulary">
<owl:versionInfo>v 1.00 2005/06/15 23:59:59</owl:versionInfo>
<rdfs:comment>An example OWL ontology for Security Vocabu-
lary</rdfs:comments>... <-- evidence (abbreviated) --> ...
<owl:Class rdf:ID="#securityAttack">
<owl:unionOf rdf:parseType="Collection"s
<owl:Class rdf:about="#maliciousCode"/>
<owl:Class rdf:about="#spit"/>

<owl:Class rdf:about="#flashCrowds"/>
... <=-- evidence (abbreviated) --> ...</owl:unionOf></owl:Class>
<owl:Class rdf:ID="#securityDefense">
<owl:unionOf rdf:parseType="Collection"s

<owl:Class rdf:about="#signature"/>

<owl:Class rdf:about="#anomalyDetection"/>

<owl:Class rdf:about="#serverLoadBalancing"/>

. <-- evidence (abbreviated) --»> ... </owl:unionOf></owl:Class>
. <-- evidence (abbreviated) --> ... </owl:Ontology>

FIGURE 20.6 An illustrative security policy.
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<POLICY> ... <-- evidence (abbreviated) --»
<STATEMENT rdf:ID="#rulel">
<ATTACK rdf:connective="or-exact">
<THREAT ref="#spit"/></ATTACK>
<DEFENSE rdf:connective="and-exact">
<MECHANISM ref="#blackList"/></DEFENSE>
<-- evidence (abbreviated) --> ...</POLICY>

FIGURE 20.7 Illustrative security preferences.

<appel:RULE behavior="securityPreferences">

... =-- evidence (abbreviated) --> ...
<POLICY><STATEMENT rdf:ID="#preferencel”s
<ATTACK>

<THREAT ref="#spit"/></ATTACK>
<DEFENSE rdf:connectives=or-exact"s

<MECHANISM ref="#blackList"/></DEFENSE></POLICY>
<-- evidence (abbreviated) --> ...</appel:RULE>

FIGURE 20.8 An illustrative SOAP message.

<owl:Ontology rdf:about="#securityVocabulary">
<owl:versionInfo>v 1.00 2005/06/15 23:59:59</owl:versionInfo>
<rdfs:comment>An example OWL ontology for Security Vocabu-
lary</rdfs:comment>... <-- evidence (abbreviated) -->
<owl:Class rdf:ID="#securityAttack">
<owl:unionOf rdf:parseType="Collecticn"s
<owl:Class rdf:about="#maliciousCode"/>
<owl:Class rdf:about="#spit"/>

<owl:Class rdf:about="#flashCrowds"/>
. <-- evidence (abbreviated) --> ...</owl:unionOfs></owl:Class>
<owl:Class rdf:ID="#securityDefense">
<owl:unionOf rdf:parseType="Collection">

<owl:Class rdf:about="#signature"/>

<owl:Class rdf:about="#anomalyDetection"/>

<owl:Class rdf:about="#serverLoadBalancing"/>
<-- evidence (abbreviated) --»> ... </owl:unionOf></owl:Class>
<-- evidence (abbreviated) --> ... </owl:Ontology>

FIGURE 20.9 An illustrative security vocabulary in attack and defense.

<?xml version="1.0" encoding="UTF-8"7><env:Envelope
xmlns="http://intranet.com/2005/verifySecurityPolicy"
xmlns:env="http://www.w3.0rg/2003/05/scap-envelope"><env:Body>
<POLICY><STATEMENT rdf:ID="#preferencel”>
<ATTACK>
<THREAT ref="#spit"/></ATTACK>
<DEFENSE rdf:connective=or-exact"s
<MECHANISM ref="#blackList"/></DEFENSE></POLICY></env:Body>
</env:Envelope>

FIGURE 20.10 Privacy preferences.

2. For the security threat of DoS, the VoIP application requires the network to have
the security mechanism of rate reduction installed.

Based on this example, it is obvious that the privacy policy at the VoIP security policy
server matches with the rules set at the VoIP application’s privacy preferences. Thus the
VoIP application will connect to the network as illustrated in Figure 20.3.
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21.1 Introduction

The Voice over Internet Protocol (VoIP) over WLAN (VoWLAN) is the transmission of
voice information (VoIP) using (one or more of) the 802.11 Wi-Fi standards (a, b, g, n): this
combined technology can be used to build autonomous WLAN VoIP networks (e.g.,
company internal wireless phones) or to integrate wired and wireless telephony in the
same IP infrastructure, thus reducing calling charges and also addressing the problem of
highly variable cell phone coverage inside buildings.

The VOWLAN technology could be widely adopted in the following scenarios:

¢ enterprises and healthcare infrastructures;

¢ the consumer space—as broadband service providers offer both VoIP services and
wireless gateways bundled with a broadband connection;

¢ when prices of dual-mode Wi-Fi/cellular handsets decrease, enterprise users and
consumers would roam across wireless home networks, the corporate wireless
LAN and public Wi-Fi hotspots.

Since Wi-Fi (802.11) was designed to support IP data (not voice) connections within a
limited area, network designers have to adapt the Wi-Fi technology in order to provide
VoIP services. This has to be done by extending this area with multiple Access Points (APs)
deployment, avoiding the following threats:

¢ Standard 802.11 APs have a reduced set of internetworking capabilities, as this
task is out of their core purpose. Hence, an AP network is unable to load-balance
user traffic among multiple APs, which would lead to stop to accepting requests
for connections in case of overloaded AP.

¢ [P voiceis a very time-sensitive application, and packet delivery delays will rapidly
reduce the quality of service until the disruption.

¢ Only the Wi-Fi APs equipped with 802.11e can distinguish between IP voice pack-
ets and regular IP data packets: when 802.11e is not running, traffic data conflicts
with voice data.

The misconfiguration (or bad design) errors can lead to unreliability of service due to
unavailability in certain hours or locations. These, together with malicious (external and
internal) attacks, pose the denial of service attacks as a major concern, such as kicking off
other clients, consuming excessive bandwidth or spoofing access points. Furthermore,
even an authorized client (internal security) may be able to sufficiently disrupt the service
quality to make the network ineffective for legitimate clients. All these threats, related to
the vulnerability of combined technologies are augmented by the threat posed by the
unaware or malicious behavior of the user. In fact, recalling the Schneier statement, “Only
amateurs attack machine, professionals target people,” the same can be applied for example,
to cellular network and to VOWLAN networks, representing a vehicle to infect different
networks and, exactly for this reason, an optimal target for a professional (e.g., [1]).

The VOWLAN, considered as an instance of the Wireless Mesh Networks where the
access nodes provide the interface for the users to communicate through this infrastructure,
inherits the wireless mesh networks vulnerabilities related to the APs internet working.
Other than mere connectivity, access nodes (VoOWLAN APs) should provide support for
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resource reservation and security. These issues have not been completely and/or uniquely
solved, together with the state-of-the art of WLAN and VoIP vulnerabilities and counter-
measures. Our purpose is to propose a methodology to assess the security of a VOWLAN
network, based on the First CVSS v 2.0.

21.2 Wireless Security

Most of the security properties in IEEE 802.11b standard are flawed, due to a lack of
specification (e.g., key management, IV usage) and inappropriate choices (e.g.,, CRC32 as
integrity algorithm). Further vulnerabilities rely on misconfigured AP, AP Denial of
Service (DoS) and misuse of Simple Network Management Protocol (SNMP) over WLAN.

21.2.1 Authentication and Confidentiality

The WEP uses the RC4 stream cipher to encrypt data packets. This poses concerns about
the choice due to the use of a synchronous stream cipher over the air [2]. Another concern
about WEP is related to the Initialization Vector (IV) (24 bit) concatenation with the key,
sent in the clear over the air: this reduces the key space from 64 to 40 bit or 128 to 104 bit,
both considered unsafe [3]. These weaknesses are exploited in attacks of IV reuse [4], based
on 2% keystream collisions (made worse, in some implementation in PCMCIA 802.11 cards).
Further attacks are the Known plaintext attack, which let the adversary to obtain the
keystream (considering RC4(v, k) = P & C, where C is eavesdropped), the Chosen Plaintext
attack, and the Ciphertext only attack with the FMS attack [5] based on weak IVs in the Key
Schedule Algorithm (KSA), in the form of (A + 3, N — 1, X), releasing information on the
static key. Further vulnerabilities rely on the lack of the secret key management recom-
mendation in the 802.11 standard [4]. WPA adopts a Temporal Key Integrity Protocol (TKIP)
for data confidentiality, integrity, and replay protection of 802.11 frames. It still uses RC4
for data encryption, but includes a key mixing function and an extended IV space (48 bits)
to construct unrelated and fresh per packet keys derived from the four-way exchange.
Since TKIP can be considered as a patch of WED, it still has some of its weaknesses. As a
long-term solution, IEEE 802.11i [6] defines a Counter-mode (CTR)/Cipher Block Chain
(CBC) MAC Protocol [7] which provides strong confidentiality, integrity, and replay
protection (using Additional Authentication Data (AAD)). Although the CTR mode can be
considered secure as the capability to generate always fresh nonces, CTR is vulnerable to
pre-computation attacks [8].

21.2.2 Integrity

CRC-32 is not an integrity check algorithm, but a correction code algorithm: for this reason
WEP misuses it, since CRC-32 is a linear function of the message, enabling attacks as bit
flipping. Furthermore, since it is not keyed, the checksum field can also be computed by
the adversary who knows the message, enabling message injection from unauthorized
users. This problem requires the substitution of integrity algorithm. The middle step was
the introduction of a new Message Integrity Check (MIC), based on a lightweight algorithm
called Michael, whose main vulnerability relies on ineffectiveness of its 29 bit security
against active attacks. The ultimate 802.11i integrity check function is the CBC-MAC [7],
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which is computed over a sequence of blocks and contains AAD in computing the integrity
checksum, and a nonce (unique per encryption key).

21.3 VoIP Security

During the last couple of years many vulnerabilities have been exploited [9,10].
Unfortunately, VOWLAN inherited vulnerabilities from VoIP and wireless. The VoIP
protocols, defined in a plethora of standards and RFCs (you can find a collection of them
in [11]) as Session Initiation Protocol (SIP) and Real-time Transfer Protocol (RTP), are more
oriented towards functionality than security; this leads to the following non-exhaustive
list of attacks.*

21.3.1 SIP Message as Clear Text

One of the main problems with SIP is related to its text-based nature: since it was created
on HTTP and SMTP model, all the security issues that have previously affected HTTP web
and SMTP mail communications are now threats to SIP-based communications. This
choice was made for simplicity, ignoring that malicious users could use it to lead attacks
against SIP simpler.

Registration Cracking In [12] the reader can find how to authenticate all SIP devices in
the same domain through MD5 digest. This process can be divided into four phases:

1. the client makes a request to the proxy;

2. the proxy returns a 407 Proxy Authentication Required, together with
some information to calculate digest;

3. the client uses these data and its secret parameters (generally a password) to
calculate a new value of digest;

4. if the digest is right, the proxy authenticates the client.

This authentication mechanism is vulnerable to dictionary attacks: the free softwares in the
Internet, for example, parse authentication requests previously sniffed to identify the infor-
mation, calculate digest (i.e., fields username, realm, nonce, uri from the header Proxy-
Authorization) and merge them with the passwords saved on a dictionary text file,
checking if the MD5 output is the same as the genuine authentication request (i.e., response
field of the header): so we have found a valid password for that particular username.

The best way to fight a cracking attack based on dictionary is to avoid using weak or
default password: therefore, building the passwords following the well-known rules
discourage dictionary and brute force attacks at the same time.

Registration Removal A SIP device must register itself with the proxy server of the
network during initialization, because the proxy must be able to forward correctly the calls
for that device. This registration must be renewed after a default amount of time (typically
3600 seconds). A malicious user can send to the proxy REGISTER REQUEST messages
with the data of the target device and the fields Contact and Expires set respectively

* For a more complete attack list, refer to the previous chapter.
% P P
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to * and 0: By doing so, the proxy will remove all the registrations for that device and it can
no more receive the incoming calls.

Registration Addition When users have more than one telephone in different places,
they can register all these devices on a single contact: when the user receives a call, all his
devices ring and the communication is forwarded to the first one which goes off hook.
This feature can be exploited by an attacker who sends multiple registration requests for a
contact (including one request for his own device), trying to answer to an incoming call
sooner than the legitimate user.

Session Teardown The communication parts of a call can explicitly terminate the ses-
sion by sending a BYE message. This message must be concerning an established dialogue
and must be followed by the right ToTag, FromTag, and CallID tags, to identify the voice
session. Thus it is very simple to cause the interruption of a call, sniffing its instauration
phase to gain the necessary parameters and then forging ad hoc BYE requests.

Reboot SIP endpoints can subscribe and receive notification for asynchronous events:
the device sends a SUBSCRIBE _ REQUEST to the proxy of its network for the interested
events. The proxy sends the requested information through NOTIFY messages. Many SIP
devices process NOTIFY messages even if they had no subscriptions. This vulnerability
can be exploited by a malicious user: By sending NOTIFY with the tag Event set to check-
sync, it is possible to cause the reboot of the target device.

Registration Hijacking Through this attack, an intruder can hijack a call from the
rightful client to another, often the hacker himself. In this way it is possible to receive all
the inbound calls of a user, pretending to be him; sometimes it is better to launch a Man in
the Middle (MiM) attack. The call happens between the correct users, but the hacker can
hear and modify or save the voice stream.

The hacker needs the credentials for authentication to launch this attack, which can be
completed together with the cracking of the password of the target user.

Audio Insertion We know the importance of the Quality of Service (QoS) of communica-
tion during VoIP call and so the manipulation of RTP stream can be very annoying for the
users. On reaching a privileged position through MiM attack, the hacker can sniff the informa-
tion about the call and he inject an audio file in format * . wav previously saved. Mixing the
current stream with the false one, produces plain confusion into the targets of the attack.

21.3.2 Limited Resource Devices

Very often the devices joining the VOWLAN network are portable devices (e.g., smart-
phones and PDAs). Since their calculation resources are very limited, many concerns arise
due to the attacks based on consumption of resources.

Flooding proxy In a VoIP network the main component is the proxy server which
provides the processing of the requests of the devices of the net. Therefore, attacking the
proxy means causing the crash of the whole network. In order to reach this goal, it is possi-
ble to launch a flooding attack against the proxy. By sending thousands of packets or
requests, attackers can compromise the response time of the server or cause its crash. For
example, two main popular flooding attacks are

e UDP packets flood: the target of the attack is the UDP port used by the server,
typically the 5060;

e INVITE _REQUEST flood: generating INVITE requests with different Via, From,
and Call-ID tags, the proxy is flooded with requests of instauration of new con-
nections, leading to the partial or total interruption of the service.
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Both attacks presented can be launched against a phone, too. If an attacker needs high
performance hardware to attack a proxy with flood and if his target is a soft phone, the
attack is very simple. As mentioned in the Introduction, the VoIP clients are often portable
devices with limited resources: memory, CPU, and battery. Therefore, it is very easy to
consume resources and cause delay or the crash of the device.

Fuzzing Fuzzing is closely related to the discovery of bugs or vulnerabilities in an
application, an operating system, or a device using a specific protocol: for example, an
attacker can send forged packets to violate the rules of the attacked protocol. There are
different class of vulnerability tested with fuzzing:

* Buffer Overflow If the length of the data in input is not checked, this data could
overwrite internal variables of an application or the stack, causing unpredictable
results.

e Format String It is a vulnerability regarding the poor program practices in the
use of some functions of I/O; through a simple printf() used without filtering
input strings, a hacker can read the values of variables on the stack or write data
in arbitrary locations of memory. Consequences can be the crash of the system or
the execution of malicious code.

¢ Integer Overflow It can happen after an arithmetic operation that produces a
result, is too big to be represented in the established location of memory. This kind
of vulnerability can lead to a buffer overflow.

¢ Logic Errors Malformed input can lead to memory leaks, high consumption of
CPU, and to the crash of the system.

21.3.3 Network Vulnerabilities

This section includes attacks based on network vulnerabilities not closely related to VoIP.
Prior to starting invasive and specific attacks, an intruder has to investigate about net-
work topology, number of hosts, kind of active services, etc. The most common network
attacks are

¢ scanning: this attack provides to create a list of devices that belong to the network;

* enumeration: once the active ports of the system to attack are found, we can obtain
detailed information to launch invasive attacks afterwards;

¢ eavesdropping: once the access to the network is gained, it is very simple to sniffing
voice streams to play and save the calls into many audio formats.

Practical examples of exploits of this vulnerability can be found in [13].

21.4 Guidelines for CVSS Assessment

In this section we examine the guidelines for the administration of VOWLAN, on the strength
of their context of application. We can distinguish between five possible scenarios:

e SoHo: Small Office and Home Office;
® SME: Small Medium Enterprises;
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¢ Corporate: enterprise;
¢ Health Infrastructures: hospitals and clinics;

* Public Hotspots: free network in high frequentation places.

The security requirements are very different depending on the context of application.
However, since layered security can be applied to VOWLAN scenario, it is possible to
assume a common top-down strategy, to provide wireless security and then the VoIP one
in the order of priority. This is because most of the VoIP attacks can be launched only if
the hacker is associated with the WLAN, or outside the network if the VOWLAN has an
external point of access to Internet.

21.4.1 SoHo

The main requirement in SoHo scenario is to grant the privacy of communications between
the parts, in a cost-effective manner: data exchanged in this typology of network are quite
sensible, but the figure of the network administrator is often taken by an employee with
low security skills. Very often, one of the goals of an attacker is to access the network to use
it to launch attacks toward other targets. For these reasons, the network administrator
must grant the defense of the access, through typical solutions such as WPA-PSK, which
represents a simple and effective mechanism. For the VoIP side of the net, the application
of best practice is sufficient to assure an acceptable service.

21.4.2 SMEs

The small medium enterprises (SMEs) are nowadays the most common and count from
dozens to few hundreds of employees and it is not unusual that they have a specific depart-
ment dedicated to IT. Regarding this typology of VoOWLAN, data exchanged are more sen-
sitive than SoHo and the communications represent a key issue for the business. Generally,
the purpose of the administrator is to avoid the use of his network as a bridge to launch
other attacks, as in the SoHo typology. This is the reason why a network administrator
must adopt security schemes as WPA or WPA2 and other mechanisms of authentication
based on 802.1X standard. Regarding the VoIP, the administrator of the network has to
divide, where possible, the traffic of data from the voice through the use of Virtual LAN,
to assure a simplified management and a safer network, decoupling different services. We
also want to emphasize the risk from DoS attacks that could cause the crash of the net and
so could be very dangerous for the business of the company. Therefore, it is necessary to
use specific Intrusion Protection System (IPS) and Intrusion Detection System (IDS) against
wireless and VoIP attacks.

21.4.3 Corporate

A corporate represents a big company with lots of employees, divided into departments
and with a complex IT infrastructure. In this background the main goal on which the
administrator of the network must focus is to grant the confidentiality of the data
exchanged, that can be subject to industrial spying. For this reason, the administrator must
use a security mechanism as WPA2 for the wireless side, plus the standard 802.1X for
authentication. In particular, the introduction in the network of a server RADIUS is an
excellent solution. For the requirements for confidentiality, it is used as a mechanism of
coding such as Virtual Private Network (VPN) and then IPsec; for the VoIP side it is possible
to use specific protocols against eavesdropping, such as Secure Real-Time Protocol (SRTP).
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Another relevant problem is the availability of the service: a DoS attack could trigger the
breakdown of communications with huge loss of money for the company. For this reason,
it is fundamental to use IPS and IDS against wireless and VoIP attack, as well as specific
sensors against jamming attacks.

21.4.4 Health Infrastructures

One of the applications more helpful and important in VoOWLAN technology is in the health
infrastructure scope such as hospitals and clinics. Through portable VoIP device, it is
possible to contact all the care workers and the service operators in a simple and discrete
way. The Health Insurance Portability and Accountability Act (HIPAA) protects the infor-
mation systems housing Protected Health Information (PHI) from intrusions. It is stated
[14] that when information flows over open networks, some form of encryption must be
utilized. If closed systems/networks are utilized, existing access controls are considered
sufficient and encryption is optional. However, the importance of information exchanged
makes this scenery very critical. It is necessary to assure the availability and the quality of
the service. This is why, in addition to a generic protection of access based on WPA, it is
fundamental to use tools for monitoring the network, such as Intrusion Detection System,
against wireless DoS. For the VoIP side it is important that the division of the network in
Virtual LAN avoid DoS attacks and, at the same time, protect the communications that
could concern the patients of the clinics. Moreover, solutions for coding the network traffic
are not applicable, not to cause a degradation of quality performance of the service.

21.4.5 Public Hotspots

Public hotspots become more frequent everyday in transit places such as train stations
and airports, where hundreds of persons have to wait for a long time, or crowded places
such as shopping centers, where the free service of WLAN helps to charm more shoppers.
When accessing this wireless network with portable device, it is possible to use some
services based on VoIP. For this reason, it is necessary to set some rules to assure security
of communications. The first priority is the availability of service, because if there is no
network, people can not be connected. Hence, we have to avoid the possible DoS attacks
monitoring the network with systems such as IDS and IPS. Moreover, the hotspot is a free
service with free access: it is impossible to imagine mechanisms for access control. It is also
unlikely that those providing this service “pro bono” are interested to spend further money
for complex and expensive security systems. Indeed they may prefer to provide a service
with basic functionality to grant a sufficient quality in a cost-effective manner. All these
features make this scenario very insecure and it is often suggested to avoid transmitting
sensible data during this kind of connection.

Table 21.1 underlines the most dangerous typology of attacks for the different scenarios
and help the administrator to fix their risks; we use this categorization of attacks, according
to the analysis made in [15].

21.5 Evaluation of Attacks and Countermeasures

In order to properly evaluate the vulnerabilities of the system regarding an attack, it
is necessary to set some fixed parameters characterizing the attack and define some
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TABLE 21.1
Summary of Countermeasures with the Changes in Application Background of VOWLAN

Countermeasures SoHo SME Corporate Health Infrastructure Hotspot
Base best practice v v v v

WPA v v 4

WPA2 v 4

802.1X Authentication V4 v

VLAN v v 4

VPN v

IPS & IDS v v v 4

variables that depends on the typology of the target system. Another key factor is the effort
that the administrator has to spend on the system to grant its security. In order to facilitate
the comprehension of examined cases study, we have decided to quantify numerically all
the parameters and to use a well-known methodology, the CVSS.

21.5.1 Attacks Tree

Let us now introduce all the attacks studied and tested for this work, through two attack
tree (Figures 21.1 and 21.2). The structure followed for their representation is explained in
[16]. Each leaf of the tree is characterized with

® NSE: no special equipment is necessary to complete the attack;

¢ SE: the hacker needs special equipment (hardware or software) to launch the
attack; they are listed according to the legend;

e $: it is the cost of equipment; obviously, it is equal to 0 for NSE attacks.

21.5.2 Characterization of Attacks

During our study, we have analyzed and tested in a laboratory network 27 different attacks
for wireless side (most of them can be found in [17]) and 13 for VoIP. These tests helped us
to investigate the risks of attack and on the way in which they are performed. After this
experimental step, we were able to provide a common characterization of attacks and the
consequent scoring. We based the approach on the Common Vulnerability Scoring System
(CVSS, [18]) which is an open framework which converts vulnerability data into actionable
information for IT managers. It is composed of three metric groups, Base, Temporal, and
Environmental, each consisting of a set of metrics:

¢ Base represents the intrinsic and fundamental characteristics of a vulnerability
which remain constant over time and user environments;

¢ Temporal represents the characteristics of a vulnerability changing over time but
not among user environments;

¢ Environmental represents the characteristics of a vulnerability that are relevant
and unique to a particular user’s environment.
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FIGURE 21.1 Wireless attacks tree.
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FIGURE 21.2 VoIP attacks tree.

The first set of metrics is always applicable and provide absolute values, suitable for
every system. The others are optional and concern with specific features of the system, or
with the period in which the attack is launched.

Base metrics consist of:

® Access Vector (AV) measures how the vulnerability is exploited;

¢ Access Complexity (AC) depending on the complexity required, it is used to
exploit the vulnerability, once the attacker gains access to the system;

¢ Authentication (AU) represents the number of times the attacker has to authenti-
cate to the system in order to launch the attack;

¢ Confidentiality Impact (C) measures the impact of attack on confidential infor-
mation present on the target system;

¢ Integrity Impact (I) represents the impact on the genuinity of information
provided from the system after an attack;

¢ Availability Impact (A) measures the availability of system resources after an
attack.
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Temporal metrics include:

* Exploitability (E) measures the current state of exploit techniques or code
availability;

¢ Remediation Level (RL) represents the possibility to found a vendor solution to
the vulnerability;

* Report Confidence (RC) measures the degree of confidence in the existence of the
vulnerability.

Environmental metrics include:

¢ Collateral Damage Potential (CDP) measures the potential for loss of life or phys-
ical assets through damage or theft of property or equipment.

¢ Target Distribution (TD) measures the proportion of vulnerable systems;

® Security Requirements (CR, IR, AR) helps the analyst to tune the CVSS score
depending on the importance of the affected IT asset to a users organization,
measured in terms of confidentiality, integrity, and availability.

After the scoring of each vulnerability, using the standard equations we calculate a score
ranging from 0 to 10, and a vector is created for each set of metric. It is a text string that
contains the values assigned to each metric, and it is used to communicate exactly how the
score for each vulnerability is derived.

Base and temporal score are not much useful if considered alone: we think that the third
set of metrics, the Environmental, is the most meaningful in our context for its complete-
ness, because before calculating this score we need to compute Adjusted Impact, Adjusted
Base, and Adjusted Temporal values. This is why Environmental score is the most repre-
sentative method to evaluate a vulnerability. In the rest of this document, we refer to this
score with Score ;.

Let now analyze an example of scoring. The first attack we have studied is “Shared key
guessing,” an attack that relies on the attempts of an hacker to guess a WEP password to
access a wireless network, wishing that the owner of the network has chosen weak or
factory passwords. Obviously, this is an attack launched from the outside of the network,
because the hacker is trying to join the WLAN through it. So we can assign the value
Network for the Access vector value of CVSS framework. Access complexity can be consid-
ered as high because conditions for this exploit are quite unusual; the hacker does not need
to authenticate to the network, so we can consider the value of authentication as none. There
are no direct impacts for confidentiality, integrity, and availability in this attack, so their
value are set to nil. CVSS guidelines recommends to score the vulnerabilities independently,
not taking into account any interaction with other vulnerabilities. After compiling all Base
metrics, we can examine the temporal ones: Exploitability can be set to high because no
exploit is required (manual trigger) and details are widely available, whereas Remediation
Level is unavailable because there is no solution available for this attack. Widespread
exploitation lead us to assign to Report Confidence the value Confirmed. Regarding envi-
ronmental metrics, Collateral Damage Potential can be valued as low-medium because this
attack may result in moderate property damage, that is the possibility to launch other
attacks as eavesdropping. Target distribution is low because there are few WLAN vulnerable
to this attack. Then we must assign to the various environment we have considered the
values of the requirements of Confidential, Integrity, and Availability: for example, regarding
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SoHo scenario, confidential and integrity requirements are low, whereas availability can be
considered medium (according to characterization of scenarios presented in Section 21.4.1).
Finally, we can present the vector for this attack:

Base: AV [N]J/AC:[HJ/AU:[N]J/C:[NJ/I:[INJ/A:[N]
Temporal : E : [H]/RL : [U D]/RC : [C]
Environmental : CDP : [LM /T D : [L]/CR : [LJ/IR : [L]/AR : [M ]
and concerning values:
Base : [1;0,35;0,704;0,0;0] =0
Temporal : [1,1;,1] =0
Environmental : [0, 3;0,25;0,5,0,5 1 =0, 8

However, the benefits of this process of scoring is quite limited if it is not applied to the
system we want to protect: this is why it is necessary as a further step to transform this
absolute score into a relative one:

Scoregy;, = Score,ps X % (21.1)

where COV is a factor of coverage of the system for that particular attack. This parameter
is represented through a percentage and must be estimated by an expert in security, evalu-
ating how much the system is presently vulnerable. The range of values of this factor can
reset to zero the relative risk if the system presents a full coverage or preserve it unchanged
if the architecture under consideration does not have any kind of defense.

21.5.3 Characterization of Countermeasures

Another important topic tied to the analysis of vulnerability is obviously the possibility of
finding countermeasures to patch the unsafe system and to grant a higher degree
of resistance to attacks. This analysis on countermeasures has been led to focus on two
key points:

* Cost of countermeasures (COST) represents the cost of achievable countermea-
sures as human and technological resources. This index can assume values in the
range from 1 to 5.

¢ Efficacy of the countermeasures (EFF) measures how much the achievable coun-
termeasures are effective to protect the system from attack; its value is expressed
in percentage.

Now it is possible to derive the final formula of total effort (EFT) that is:

EFF = COST X (2 - %) (212)

The result of this operation is a value from 0 to 10, to be easily understandable.
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21.5.4 Attacks and Countermeasures

Our goal is to summarize remarkable issues of wireless and VoIP attacks and countermea-
sures, using the characterization presented in the previous sections. In the attacks table we
have emphasized the most meaningful columns: Base score, Temporal score, and
Environmental score. For Environmental metrics, there are five different scores because
we applied the set of metrics to the scenarios of use of VoWLAN analyzed in Section 21.4.
This methodology can help the network administrator to better understand the security
requirements of his network.

21.5.5 Data Analysis

This quantitative characterization of attacks gives to us the possibility to analyze them
numerically. This shows some trends that can help the system administrator in the
hardening phase.

With regard to the risk of the attacks, wireless and VoIP reflect the same trends.
Authentication and access control attacks have the lowest scores and this means that the
impact of these attacks on the system is quite limited. Data confidentiality seems to repre-
sent an important issue for VOWLAN technology, more than data integrity. This can be
true because the sniffing of a voice communication is very simple to put into practice,
whereas it is more difficult to forge a fake conversation. Finally, the DoS attacks typology
and represents the main problem for any network administrator because these kinds of
attacks can lead to the total blackout of the network.

Wireless countermeasures are more effective and less expensive for authentication,
access control, and data confidentiality attacks, whereas for data integrity and DoS they
are slightly effective; VoIP technology presents best countermeasures for all the attacks
tested in this chapter, even if they are quite expensive.

We can notice from the means of vulnerabilities that in Corporate and Health care
scenarios the values of score are very high for both wireless and VoIP attacks, whereas in
SoHo and SME are less incisive. Moreover, Public Hotspot environment can be placed in the
middle of the two previous sets. These results comes from the analysis made in Section 214,
where we have illustrated the main requirements for the scenarios and the tied security
issues.

Intuitively, the environments where a network administrator needs more skill to plan a
successful hardening strategy and where it is necessary to spend much money to enhance
network security are those more sensitive to attacks (Table 21.2). This is not always true
because we have to consider the relative score of the attack (and the tied coverage factor),
and not only the absolute one.

TABLE 21.2

Contextualization of Risks with the Changes in Application Background of VoOWLAN

Typology of Attacks SoHo SME Corporate Health Infrastrcture Hotspot
Authentication v v v

Access control v v v

Data confidentiality v

Data integrity v v

DoS v v v v
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After this analysis, we can introduce the priority index factor (PR) that represents the
ratio of the risk of the attack and the effort for its countermeasures:

Through this factor it is possible to provide an order of priority to the actions to perform
on the system: a high value of risk and low effort suggests to the network administrator

PR =

_ Score,ps
EFT

the most dangerous attacks that can be easily fixed.

Authentication
attacks

Access Control
attacks

Data
Confidentiality
attacks

Data Integrity
attacks

Denial of Service
attacks

Vulnerabilities

TEMPORAL ENVIRONM.
SCORE ENVIRONM.

SCORE SOHO SCORE SME

BASE SCORE

ENVIRONM
SCORE
CORPORATE

ENVIRONM.

SCORE
HEALTH

ENVIRONM.

SCORE
HOTSPOT

Countermeasures

COST

EFFICACY

TOTAL
EFFORT

Authentication
attacks

Access Control
attacks

Data
Confidentiality
attacks

Data Integrity
attacks

Denial of Service
attacks

MEAN 4,9 4,6 37 38 29 51 4,2
0 0 23 23 23 23 2,3 2 90 22
0 0 1 1 1 1 1 4 80 4,8
0 0 1 1 1 1 1 3 60 a2
6,1 55 6 73 85 73 6 3 |33
5.2 4,9 4.2 52 6,2 52 42 4 48
53 4,5 4,4 4.4 5,6 5,6 4,6 3 80 3,6
78 78
7.8 7.8
57 51
6,4 58
57 54
61 58
MEAN 4.8 45

FIGURE 21.3

Matrix of attacks and countermeasures.
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TABLE 21.3

Priority Indexes for the Fixing Process

Typology of Attacks Score s EFT PR
Authentication 2.2 2.1 1
Access control 1.1 3.9 0.3
Data confidentiality 5 4.6 1.1
Data integrity 4.9 4.4 1.1
DoS 6.5 44 1.5

In Table 21.3 we present the convenience factors for the attacks, formerly grouped for
typology. For this analysis we used the means of all the environmental scores to calculate
Score 455 values.

Assume now a network administrator of a VOWLAN used in a clinic for communica-
tions between the doctors and a control room that manages the emergencies. This scenario
fits the health infrastructure environment presented in Section 21.4.4; hence the adminis-
trator can refer to the hints shown in Table 21.1 to start an hardening strategy, that is, use
of WPA for access control, use of virtual LAN to protect confidentiality of sensible com-
munications, and IDS and IPS to avoid the possibility of DoS attacks that could lead to the
blackout of the net. After this phase of initiation, he needs to calculate the coverage rates of
his own network for the attacks presented in Figure 21.3 and then compute the Scorey;
values from the Score,y; listed in the same picture. For example, we assume that data
integrity and DoS attacks have the highest values among all other attacks. Consulting
Table 21.3, the administrator can decide to assign more priority to the fixing of DoS attacks
than the integrity ones.

21.6 Conclusions

As we have analyzed in the previous section, attacks represent a real risk depending on the
typology of the target VOWLAN: different kinds of network need different precautions.
The network administrator should focus on placing a strategy for hardening in the right
context. For this reason, we present the steps to which a good VoOWLAN administrator
should refer to protect his network from the attacks discussed in this chapter:

e choose from the listed environments, the one that better fits his network;
¢ apply the security issues suggested in Table 21.1 for a first hardening strategy;

¢ referring to the values of Environmental score Score, s listed in Figure 21.3 and
calculate the Scoreg,,; values, according to the coverage rates of his VOWLAN;

* plan along-term hardening strategy through the knowledge of the most dangerous
attacks for his network and most convenient strategies for defense: use Table 21.3
to identify a priority scale of vulnerabilities to fix.
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The distributed denial-of-service (DDoS) attacks and flash crowds result in a large number
of service requests on a server. Under such overloading conditions, the target server
becomes sluggish and even unresponsive either due to its resource limitation or exhaus-
tion of the path linking to the victim. In flash crowds, a large number of legitimate users
try to access the server’s resources simultaneously, whereas DDoS attacks contain malicious
requests whose only goal is to subvert the normal operations of the server. Jamjoom et al.
[1] and Park et al. [2] showed that the Internet is vulnerable to overloading caused by flash
crowds and DoS$ attacks.
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Internet Protocol (IP) telephony, being an Internet-based service, is equally vulnerable to
overloading caused by flash crowds or flooding DoS attacks. In the past, there were many
instances when landline and wireless telephone systems experienced flash crowd events.
In 1996, there was an instance of televoting, in which within two hours, 2.5 million people
called two telephone numbers to say “yes” or “no” to ITV’s television program Monarchy,
Yes or No. The “human repeated attempt” pattern was observed, in which the engaged
number was repeatedly tried until either it responded or the customers hung up. Similarly,
New York’s SS7-based landline and wireless telephone systems experienced a flash crowd
event during the September 11, 2001, terrorist attack and on August 14, 2003, the North
America blackout. Thus, it is reasonable to predict that IP telephone systems will face
similar flash crowd events. Further, due to the shift of intelligence toward the end devices
(such as IP telephones and PC-based softphones), Voice over Internet Protocol (VoIP) is
more likely to encounter overloading attacks than traditional telephone system [known as
public switched telephone network (PSTN)].

22.1 INVITE Flooding Attack and Flash Crowd

Session initiation protocol (SIP) stacks can be found on PCs, laptops, VoIP phones, mobile
phones, and wireless devices. To facilitate interconnection between these end devices, SIP
uses SIP Gateways and SIP Servers. This gives an attacker a wide range of target devices,
starting from end devices to routers, including switches, signaling gateways, media gate-
ways, and SIP proxies. SIP-based entities are susceptible to two types of flooding attacks.
In the first, bogus traffic is directed toward the SIP entity with the aim of exhausting CPU
resources of the system and the resources lying in the path connecting to SIP entity. In the
second case, the attacker exploits the vulnerabilities in the SIP protocol itself. SIP is a trans-
actional protocol, in which each transaction consists of a request and its corresponding
responses. SIP cores or transaction users (TUs) at the SIP entity (except stateless proxy)
maintain transaction state for some time. INVITE transaction is particularly susceptible to
flooding attack because it may take several seconds to complete. For example, a SIP proxy
has the option to maintain INVITE transaction state up to 3 minutes. Similarly, when an
user agent server (UAS) (i.e,, SIP-based IP phone) accepts the INVITE request, TU gener-
ates a 2XX response and waits for an ACK while maintaining the transaction state. If UAS
retransmits the 2XX response for 64=T1 seconds (typical value of timer T1 is 500 milli-
seconds) without receiving an ACK, the session should be terminated by sending a BYE
message. In all these and other examples, TU’s finite capacity of maintaining state for the
transaction could easily be exploited by flooding with spurious requests.

A SIP proxy server can operate in either a stateful or stateless mode. A stateless proxy
server acts solely upon the current received SIP requests or responses (based on message
content) without storing any message information. A stateful proxy server keeps track of
SIP requests and responses (i.e., dialog information) received in the past. With the aid of
the history information, current SIP requests and responses are processed. The stateless
proxy server is less susceptible to DoS attacks compared to the stateful proxy server.

Under the flash crowd events, IP telephones or SIP proxies will notice a dramatic increase
in the number of SIP INVITE requests similar to that when it is under INVITE flooding
attack. By just looking into the number of requests or its message content, it is hard to
predict the true cause of INVITE surge. Nevertheless, both the events overload the SIP
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proxy server to the point where it becomes sluggish and even unresponsive, consequently,
causing a DoS. The main difference between two events lies in the nature of INVITE
requests. In the case of flooding DoS attack, the INVITE requests are spurious, whereas a
flash crowd event generates legitimate INVITE requests. This difference in the nature of
INVITE requests results into two different observable protocol behavior. The call setup
phase of a SIP-based IP telephony is completed by a three-way handshake of INVITE/200
OK/ACK messages. Under the INVITE flooding attack, within a short span of time, there
will be a significant difference between {INVITE, ACK} SIP protocol attributes observed in
the VoIP signaling traffic. Whereas, in a flash crowd event, difference in the same protocol
attributes behavior rises slowly with time in comparison to flooding DoS attack, though
the growth rate largely depends upon the severity of the flash crowd. The ability to detect
and distinguish both types of events is important so that a differential treatment can be
imparted to flooding attack requests by dropping malicious requests but entertain those
requests arising due to a flash crowd event.

22.2 Signaling Traffic Behavior
22.2.1 Experiment Setup

To study VoIP signaling traffic behavior, we built a testbed consisting of a SIP proxy server
and IP-based softphones. The testbed consisted of eight PCs equipped with the Linux
operating system acting as SIP clients (i.e., UAs), SIP servers, a router with wide area
network emulator, and an attacker with INVITE flood traffic generator. Figure 22.1 shows
the layout of the testbed used to generate VoIP traffic and to evaluate the performance of
the proposed detection and protection mechanisms. Our SIP proxy server was based on

Attack traffic
generator

Packet
capture

Internet

< &= ISTNET

: t o SR

. ° | 50 millisec latency
& ‘__/ 0.42% packet loss

Enterprise network D
Enterprise network B

FIGURE 22.1 Simulated network topology.
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SIP Express Router (SER) [3], an open source software project that provides call control,
routing, and other operations service support and features. This system was scalable from
a single box in a laboratory to a carrier-grade network supporting thousands of telephone
subscribers. We installed and deployed SER SIP server onto a single PC (2GHz Intel
Pentium IV with 256 Mbytes of RAM). Our SIP server was provisioned with 10,000
telephone subscribers. Enterprise networks A, B, C, and D were simulated using (866 MHz
Pentium III PC with 256 Mbytes of RAM) PCs equipped with SIP traffic generators that
behaved as multiple UACs calling to UASs in other enterprise networks. The talk time
(i.e., call duration) between any two subscribers is exponentially distributed with the mean
value of 120 seconds. The wide area network emulator (“NISTNet” [4]) connected enter-
prise networks and SIP server with each other using 100 Mbps Ethernet links. The NIST
package ran on a Linux router (633 MHz Pentium III PC with 128 Mbytes of RAM) in
which packet delay distributions, congestion, loss, and bandwidth limitation, etc., were
configurable. We set the Internet delay to 50 milliseconds and the packet loss rate to 0.42%
in our experiments [5]. We used Network Time Protocol to synchronize the time of clients
with that of the NISTNET server.

22.2.2 Normal Behavior of SIP Attributes

Figure 22.2 plots the normal SIP traffic behavior as observed near the SIP proxy server. We
monitored both to-and-fro signaling traffic between subscribers and the SIP proxy server
and vice versa (e.g., see Figure 22.1). SIP signaling messages are carried by UDP and SIP
clients (i.e,, UAs) use the default T1 timer value of 500 ms. At the end of the session, after
sending a BYE message, each UA maintains the transaction state for the next 4 seconds.
The stochastic nature of phone call arrivals varies with the change of time, and cannot be
easily modeled by a random process with a deterministic time-varying arrival rate. Still, in
order to emulate a near-realistic and normal call behavior, we assume Poisson distributed
phone call arrivals. In our experiments, we use three independent Poisson processes N (%),
N,(t), and N,(t) with mean arrival rates of 30, 30, and 15 calls per second (CPS), respec-
tively. In an effort to mimic diurnal call behavior as shown in Figure 22.2a, during an hour
of experiment run, for the initial and last 25 minutes, the day-time peak call rate is gener-
ated by all three individual processes while during the in-between 10 minutes represent-
ing off-peak hours (such as night time or during the week-end), only N; was awake and
N, N, slept.

As shown in Figure 22.2a, the SIP protocol attributes INVITE, (100 Trying), (200 OK),
ACK and BYE curves show near-ideal normal behavior. It should be noted that in this
chapter, the (200 OK) messages correspond to INVITEs only. During an hour of experi-
mental run, we observe 975 and 11760 INVITE retransmissions from the clients and SIP
proxy servet, respectively. There are 2044 (200 OK), 4006 ACK, and 12490 BYE retrans-
missions from the SIP proxy server. Because of the Internet network conditions and
processing delays at the server, the strict one-to-one relationship between INVITE and
other call setup messages, such as (200 OK), ACK etc. are violated. However, under normal
conditions these deviations from ideal behavior are small and exhibit strong positive
correlations among call setup messages.

22.2.3 Behavior Under Flash Crowd

Figure 22.3 plots the SIP session establishment behavior under flash crowd. During the
initial 10 minutes, the SIP proxy server is loaded with a Poisson call rate (with a mean of
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407

75 CPS). In this period, the call setup messages demonstrate one-to-one relationship
with occasional packet drops and retransmissions. In order to simulate a flash crowd
event, at the starting of the 10th minute, additional 400 CPS are introduced, bringing
the overall call rate to 475 CPS. Even at this high call rate, the SIP proxy server shows
remarkable resiliency and tries to behave normally for the next couple of minutes
(depending upon the severity of flash crowd). As we know, a transaction stateful server
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FIGURE 22.3 SIP traffic behavior under flash crowd (10 Sec Bin).

keeps a copy of the received request for some time and a transaction context typically
consumes =3 kbytes (depending on message type and memory management overhead)
[6]. Therefore, after maintaining a certain number of transaction contexts, the SIP proxy
server’s performance degrades. At this transition point, the call throughput falls quickly
and because of the resource exhaustion and processing delays, we observe a sudden
jump in INVITE and (200 OK) retransmissions by the SIP UAs. The existing INVITE
transactions in the server also start timing out (by sending out [408 Timeout] mes-
sages). For example, as shown in Figure 22.3, a certain number (e.g., =30 CPS) of INVITE
messages are straightforwardly refused to be entertained by sending (500 Server Error)
messages. Only a fraction of INVITE requests are responded with provisional response
of (100 Trying) messages (i.e., accepted for further processing). However, amidst the
timeouts and retransmissions (due to processing delays), the server’s call throughput
drops to =10 CPS from 475 CPS.

22.2.4 Behavior Under INVITE Flooding

Figure 22.4 plots the SIP session establishment behavior under DDoS attack. At the start-
ing of the 10th minute, the initial Poisson call rate (with the mean of 75 CPS) is mixed
with additional calls at the rate of 150 CPS with spoofed source IP addresses. First, the
SIP proxy server tries to behave normally by sending (100 Trying) messages for each
of the received INVITE requests and by maintaining their transaction state. For each
of the accepted spoofed INVITE requests, the SIP proxy server transmits 7 INVITE mes-
sages towards the unreachable destination IP address before timing out the transaction
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FIGURE 22.4 SIP traffic behavior under INVITE flooding attack (10 Sec Bin).

state. Second, as the flooding rate increases, the major part of server resources are held
up by the spoofed requests and these are made available for further reuse only when the
transactions time out. At the exhaustion of server resources and due to processing delays,
the number of (100 Trying) declines and a fraction of new INVITE requests is refused
to be serviced by sending (500 Server Error) messages, further, the number of
(200 OK) messages being forwarded through the SIP proxy server also declines resulting
in a fall of call throughput, but at the same time more and more (200 OK) retransmis-
sions by the SIP UAs. However, because of the timeouts (i.e., removal of existing transac-
tions) and (500 Server Error) (i.e., refusal of accepting new transactions) messages,
the proxy server tries to recover and accepts new requests, but due to unabated DDoS
traffic, the server’s performance degrades again, showing an oscillatory behavior of
recovery and degradation.

22.2.5 Difference Between Flash Crowds and DDoS Attacks

During flash crowds and flooding attacks, the SIP proxy server notices a dramatic
increase in the number of SIP INVITE. As stated, the analysis of a message’s content or
the number of INVITE requests are insufficient to predict the true cause of an INVITE
surge. Nevertheless, the main difference between these two events are in the nature of
INVITE requests that results in two different observable protocol behavior as seen in
Figures 22.3 and 22.4. Instead of analyzing INVITE requests in isolation, our approach
studies call setup transactions (e.g.,, both INVITE and ACK) involving various message
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exchanges (to be explained shortly) and revealing many unique characteristics as
described in the following:

¢ In flash crowds, proxy server tries to behave normally and if the request rate
remains unabated, then after some time (depending upon the INVITE rate) the
server starts sending server error messages and timeouts. Whereas, in flooding
attacks, the transmission of timeouts and server error messages happens much
quicker because spoofed INVITE messages do not have corresponding (200 OK)
and ACK messages and therefore server resources are exhausted much faster.

¢ Because of the lockup of server resources (e.g., incomplete transactions), INVITE
flooding attacks are more harmful even at a smaller rate compared to a flash
crowd. For example, as shown in Figure 224, the introduction of an extra 150
spoofed INVITES per second degrade the performance of a server, whereas legit-
imate requests at this rate do not have any observable impact on the server’s
request processing.

* In a flooding attack, due to locking up of server resources and their release
(by denying the admittance of new call requests and the timing out of existing
transactions), traffic exhibits oscillatory behavior of recovery and degradation.
Contrastingly, in flash crowds, the call throughput decreases to a minimum level
and remains relatively invariant with time.

¢ In a flash crowd, there are considerably higher number of INVITE and (200 OK)
retransmissions compared to a DDoS attack because, first, INVITE’s destination
are real and second, each SIP client behaves in a protocol compliant way by retrans-
mitting INVITEs at exponential backoff timer values.

22.3 Distinguishing Flash Crowds from DDoS Attacks

Our mechanism detects anomalies in collections of packet streams, going through a cyclic
behavior consisting of two phases. As shown in Figure 22.5, during the training phase, the
training data set consisting of the attribute set is collected over n sampling periods over a
normal traffic stream. The duration of each period is At. This initial training data set is
assumed to be devoid of any attacks and acts as a base for comparison with the next (n + 1)th
period of the testing data set. Using the soon-to-be-described Hellinger distance, we measure
the distance between these two data sets. If the measured distance exceeds a threshold, an
alarm is raised, and otherwise the testing data set is included in the immediately preceding

Hellinger distance 1 {

Hellinger distance 2 {

Hellinger distance 3 {

: v ‘ v
Training period Testing period

FIGURE 22.5 Relationship between training and testing periods.
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(n — 1) sampled traffic data to derive a new training data set. This moving window mecha-
nism helps the training data set to adapt with the dynamics of network traffic. In order for
this design to work, the following three parameters are computed online:

1. The Probabilistic Distribution for Normal Traffic: These are computed as the ratio of
packets that satisfy the feature (i.e., attribute) to the total number of packets
received during the training phase.

2. The Probabilistic Distribution for Abnormal Traffic: These are computed as averages
during the time window immediately following the training period, again as a
ratio of packets satisfying the chosen feature to the total number of packets,
whereas the deviation of the two probability distributions are computed using the
Hellinger distance.

3. The threshold of deviation to distinguish normal behavior from the abnormal behavior: to
compute a dynamic threshold as the computation progresses through cycles of
training and testing phases, using Chebyshev inequality.

22.3.1 Hellinger Distance

Hellinger distance is a metric for measuring the deviation between probability measures
that does not make any assumptions about the distributions themselves. It is closely related
to the total variation distance [7] but with several advantages. Let P and Q be two probability
distributions on a finite sample space (), where P and Q on () are N-tuples (py, p,,...,Pn)
and (g, 9,, - - - ,qn) Tespectively, satisfying (in)equalities p, 20, 4,20, 2 p, = 1l and 2 g, =
The Hellinger distance between P and Q is defined as:

2. (P,Q) = %i(ﬁ . )2 2.1)

The Hellinger distance satisfies the inequality of 0 < 4% < 1. The distance i is OwhenP = Q.
Disjoint P and Q shows the maximum distance of 1. Sometimes, the factor 1 is not used in
the above equation. A related notion is the affinity between probability measures, which is
defined as

AP,Q)=1-d}(P,Q)= Y Jp.d. (22.2)

The affinity between two probability measures P and Q is one (i.e, A = 1) if they are
equal, and zero if the measures are fotally different. Further details on Hellinger distance can
be found in [7,8].

22.3.2 Hellinger Distance Measurement

To detect and distinguish INVITE flooding and flash crowds, we chose only four SIP pro-
tocol attributes, namely INVITE, (100 Trying), (200 OK), and ACK. The choice of this
attribute set {INVITE, (100 Trying), (200 OK), ACK} was based on the observation that
session establishment could be confirmed by the three-way handshake of INVITE/(200



412 VoIP Handbook: Applications, Technologies, Reliability, and Security

OK)/ACK messages. The selection of (180 Ringing) message did not add any value because
its behavior with time was almost the same as (200 OK). In the case of an authenticated call
setup, we could select other challenge/response messages as well. In fact, any number of
appropriate attributes could have been selected without suffering from the curse of
dimensionality problem. It is important to note that (100 Trying) was the only message in
the attribute set that was generated by the stateful proxy server. Consequently, if a sophis-
ticated attacker tries to circumvent the detection mechanism by sending a mixture of
spoofed INVITE messages along with (200 OK) and ACK messages, still, it will not succeed,
rather makes detection easier because of the unspoofable (100 Trying) messages.

Here, the probability measure P is an array of normalized frequencies of p1yy 11z P10o 7ryings
P20o0 ox and Pace (-€., po = No/Npyy where o € {INVITE, 100 Trying, 200 OK,ACK} and
Nt = (Nwwrre T Nigo1rying T Naoo ox T Nacg)) Over the training data set assuming that we
observe Niyyrrs, Nigo rryings Naoo oxr aNd Ny packets in 2 + At time period. Similarly, during
the testing period (i.e., at the (n + 1)th sampling duration), Q is an array of normalized
frequencies of qyyrre, G100 7ryings G200 oxs AN Gace. To calculate the HD between P and Q at the
end of (n + 1)th sampling period, we use d;(P, Q) formula.

Figure 22.6a shows the HD plot for normal behavior of SIP protocol attribute set. During
an hour, the maximum observed distance is 4 * 105 and most of the time the HD shows
remarkable closeness between the observed and training data sets. The occasional peaks
in the plot overlapped the period where the traffic rate is very low (as shown in Figure 22.6)
and even a few packet drops and retransmissions result into spikes. At higher rate, the
dropping or retransmissions of few packets are masked and do not cause any significant
observable deviation. Figure 22.6b is plotted under flash crowd event. The initial 10 min-
utes show a normal behavior and at the start of the 10th minute, a flash crowd of call
requests happens bringing the call rate from 75 CPS to 500 CPS. We observe that toward
the end of the 14th minute, the distance starts climbing and reaches a maximum of 0.21 at
15.66 minute. In Figure 22.6¢, at the start of the 10th minute, 150 spoofed INVITE requests
per second are mixed with the normal request rate of 75 CPS; consequently, in the very
next observation period the distance starts climbing and then within a minute reaches to
the maximum of 0.086 at the 11th minute.

22.3.3 Detection Threshold Setup

Using HD, we profiled the normal traffic behaviors. Our goal is to seek a threshold of mea-
sured distances that could differentiate among different kinds of traffic anomalies and
normal behavior. During the testing period, once the measured distance was higher than
the threshold distance, we raised an attack alert. The distribution of the measured HDs
was used to calculate the mean i and variance o2 of distances. Given these two parame-
ters, we wish to determine the validity of the observed distance 4 in the testing period. To
do so, assume that the measured distance X was a random variable with mean E(X) = u
and variance 02 = var(X). Then, the Chebyshev inequality,

o2
2

P(1X-p20)<

,  forany t>0

could be used to compute an upper bound on the probability that some random variable X
deviated from its mean by more than any positive value ¢, given only the mean and variance
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of X. The Chebyshev’s inequality could also be interpreted as the proportion of observed
distances in a sample deviating at least t times the standard deviation from the mean
would be at most 1/t2. Therefore, we could define a confidence band of u + 8 * ¢ as a normal
region, where the proportion of observed distances occurring within the region was at least
98.5%. Beyond this normal region, the observed distances were anomalous and assigned a
severity level depending upon their distance from the normal region. For example, a low
severity level could be assigned to those distances which occur within the regions
U+8c<d<u+12coru—120<d < pu — 80 and a high severity could be assigned for
those distances whered > u + 12cord < u — 120. The threshold we calculated is based on
the theoretical analysis of proportional abundance of the distance distribution. With time,
as more empirical observations are available, the distance thresholds and severity levels
can be calibrated more precisely.

22.3.4 Detection and Classification

When the arrival rate of INVITE messages crosses a predefined maximum safe limit set
for a server, an alert flag is raised. The definition of safe limit is governed by many factors,
such as server type (i.e, its configuration), peak hour call rate, the number of subscribers,
etc. By correlating INVITE surge alert with the anomalous protocol behavior alert (raised
by HD), we distinguished flash crowds from DDoS attacks. At the moment of an INVITE
surge alert, if the measured distance of protocol behavior occurred in the normal or low
severity zone, then it was determined to be a flash crowd event. Whereas, in DDoS attacks
the distance between protocol attributes would be significant and would occur in the high
severity zone. For example, with an INVITE surge alert, if the protocol behavior distance
remains lower than the threshold value of (u + 8 * 0 = 1.841 * 107 + 8 = (5.76 * 107°) =~
4.8 * 107°) then it is a flash crowd event. Whereas, in DDoS attack, the protocol behavior
distance crosses the threshold value along with an INVITE surge alarm.

22.4 Further Discussion

We now address some of the concerns regarding the proposed detection mechanism.

A1 It could be arqued that a sophisticated attacker may circumvent the detection mechanism by
sending a mix of attack traffic.

The (100 Trying) message in the attribute set is the only per-hop message among the
other end-to-end messages. It is generated by a stateful proxy server and makes mixed
attack traffic detection easier.

A2. Since our profile creation is adaptive, it is possible that an attacker can circumvent the detec-
tion mechanism by gradually training the profile creation.

To overcome this drawback of adaptive profiling, we use a detection scheme that is
sensitive enough to detect low-rate attacks too. As shown in Figure 22.7a, we can detect
low-rate attacks as low as 10 spoofed INVITES per second. In this case, the maximum
observed distance is =4 * 1073, still much higher than the threshold value of 4.8 * 10-°. The
detection of low-rate attacks below 10 INVITESs per second. is also possible, but may cause
many false alarms because of the adverse Internet conditions. For example, the added
latencies and packet drops can cause transitory deviation from normal protocol behavior
as shown in Figure 22.7b and c. We observe that the worst Internet conditions may cause
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the distances to jump up to =107*. To avoid such false alarms, we restrict ourselves to the
detection of abnormal behaviors causing distances at the order of 10-3.

A3. Is it possible to use the detection mechanism in small enterprise networks where the call rate
is relatively low compared to voice service provider’s network?

In our experiments, we assumed the peak call rate of 75 CPS. However, as shown in
Figure 22.8, the proposed detection mechanism is equally applicable to low call rates as
typically observed in small enterprise networks. In normal conditions, the low call rate
such as 5 CPS generate the distances of =1075. Under the assumption of worst network
conditions (packet drop of 5% and Internet delay of 200ms), the distance jumps up
to =104

The proper setting of threshold value at 1 * 10~ achieves three goals: (1) it accommodates
the possibility of low call rates, (2) it allows the detection of low-rate attacks, and (3) it
reduces the possibility of false alarms due to adverse network conditions.
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Voice over Internet Protocol (VoIP) is emerging as an alternative to regular public
telephones. IP telephone service providers are moving fast from low-scale toll bypass
deployments to large-scale competitive carrier deployments, thereby giving an opportu-
nity to enterprise networks a choice of supporting less expensive single network solution
rather than multiple separate networks. Broadband-based residential customers also
switch to IP telephony due to its convenience and cost-effectiveness. Contrary to traditional
telephone system (where the end devices are dumb), the VolIP architecture pushes intelli-
gence towards the end devices (i.e, PCs, IP phones etc.) giving an opportunity to create
many new services which cannot be envisaged using traditional telephone system. This
flexibility, coupled with the growing number of subscribers, VoIP becomes an attractive
and potential target to be abused by malicious users, hackers, and criminals alike to harass
the legitimate users and to capitalize on its weaknesses.

23.1 Introduction

Several denial-of-service (DoS) and fraud attacks against session initiation protocol
SIP-based VoIP systems have been described in [1-3]. A great deal of the discussion of
possible attacks revolves around the assumption of lack of proper authentication and
second, the independence (i.e., no cross-protocol interaction) of various protocols used in
VoIP systems for call control and data delivery. Realizing the potential threats, the VoIP
service providers in the market implement security solutions to secure the vulnerable SIP
proxy server. Only authenticated subscribers are authorized to access the SIP registrar or
SIP proxy server. To a large extent, these server-oriented solutions are successful in their
goals of protecting the SIP servers from various attacks. But what if, instead of attacking
the registrar or SIP proxy server, an attacker changes his attack target and launches attacks
against the subscribers (i.e., call recipients). The common perception that since the call
recipients are behind a secured SIP proxy server and hence, they are also secured, is not
entirely true. In this chapter, we show many examples of real-world attack scenarios, in
which an attacker can launch the following attacks against telephone subscribers and
network elements: (1) a reconnaissance attack to check the liveliness and current IP address
of the victim; (2) a nuisance attack, in which an attacker rings victim’s phone at odd times;
(3) aflooding attack to cause DoS against a particular SIP client (i.e., subscriber); (4) a phishing
attack to steal the subscriber’s personal information; (5) CANCEL/BYE DoS attacks; (6) Media
stream redirection attack; (7) SIP fuzzing DoS attacks; (8) a voice spam attack, in which an
attacker sends unsolicited messages to a number of subscribers at the same time; and finally,
9) a coordinated distributed denial-of-service (DDoS) attack against a particular data or voice
network element [4]. The last attack needs a special reference because it is based on the
exploitation of INVITE messages and a number of unwitting telephone subscribers.

23.2 The Threat Model

In today’s IP telephony world, most of the IP telephone service providers (such as Vonage,
AT&T Callvantage, and ViaTalk, etc.) operate in partially closed environment and are
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FIGURE 23.1 SIP proxy server authenticates a caller.

connected to each other through the Public Switched Telephone Network (PSTN) as shown
in Figure 23.1. For example, let us assume that User A and B belong to two different VoIP
service providers A and B, respectively. Though the service providers use IP networks to
connect with their users, still the calls between User A and B are expected to traverse the
PSTN somewhere in the middle. In an island-based VoIP deployment, the IP traffic is
translated into the SS7 traffic [5] (for the transportation over the PSTN) and then back into
the IP traffic. It is expected that as VoIP adoption grows the VoIP service providers will
interconnect through the peering points.

23.2.1 Lack of Authentication between Callee and Inbound SIP Proxy Server

As shown in Figure 23.1, the subscriber A’s call request is received by the outbound SIP
proxy server A. The proxy server is an application-layer router that forwards SIP requests
toward its destination user agents (UAs). Besides facilitating the communications between
UAs, SIP proxies are also useful for enforcing policy. Being an important network element
in the creation and management of multimedia communication sessions between clients,
the SIP proxy servers are always under threats from malicious users and hackers.
Consequently, most of the security efforts are focused on securing it from various attacks.
The IP telephone service providers ensure that only authenticated users are authorized to
use the SIP proxy server resources. Each of the received INVITE requests are challenged
by sending 401 Unauthorized or 407 Proxy Authentication Required messages
back to the callers. However, as we observe in Figure 23.1, there are no such authentication
mechanism (e.g,, challenge-response messages) between the call recipient (i.e., callee-B) and
his/her inbound SIP proxy server B. Therefore, malicious users capable of capturing SIP
signaling messages between the SIP proxy server and its subscribers can launch various
attacks on the call recipients.
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FIGURE 23.2 Structure of an INVITE message.

23.2.2 Exploitation of Call Setup Request (INVITE) Message

Before discussing the exploitation of an INVITE message, we describe its message struc-
ture and the purpose of various header fields. As shown in Figure 23.2, the Via header
field contains the address where the caller is expecting to receive the response messages
of this request, the From and To header fields contain SIP URISs of the caller and callee, respec-
tively. The Call-ID is a globally unique identifier for this call and the Contact field con-
tains direct route information to reach the caller. The INVITE’s header fields and message
body are separated by a blank line. The session description such as media type, codec, and
sampling rate etc. are contained in INVITE’s message body. The connection information
field (i.e, c=) contains media connection information such as media’s source IP address
that will send the media packets. Similarly, the media information field (i.e., m=) contains
media type and the port number.

The exploitation of INVITE message is based on abusing connection information field con-
tained in the INVITE message body. The SIP proxy server remains at INVITE header level
and routes this message towards the callee without inspecting message body. The callee’s
SIP UA parses and interprets the INVITE message and records media IP address and port
number mentioned in the c= and M= fields, respectively.* After a SIP session is established,
the callee sends audio packets towards this media IP address and port number. By spoof-
ing the connection information field, an attacker can redirect the media stream towards
the spoofed (victim) IP address and port number [4].

* In some cases where connection information field contains non-routable (private) IP address, the SIP UA relies
on received parameter of the first Via header field.
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23.3 Real-World Attack Scenario

To demonstrate the possible nuisance attacks on subscribers and DDoS attack on network
elements, we simulated real-world attack scenarios using IP phones from three different
leading VoIP service providers, namely Vonage, AT&T Callvantage, and ViaTalk as shown
in Figure 23.3. In the Internet, the SIP signaling messages exchanged between callers and
callees are captured at two locations: (1) location A is in between callers and their outbound
proxies; similarly, (2) location B is in between callees and their inbound proxies. At location
A, we observe that in order to prevent replay attacks, the service providers challenge
INVITE messages by sending 401 Unauthorized (in the case of AT&T) or 407 Proxy
Authentication Required messages that include MD5 hash of user’s credential and a
“nonce” value. This can only be defeated if we have the capability of modifying some
header fields (that is not used in MD5 hash computation) and reconstructing the message
at real time or by exploiting the implementation of some SIP proxy servers that may accept
stale nonce values [6]. However, at location B, there is no such challenge/response messages
leaving the subscribers exposed and vulnerable to abuse. In our example of attack scenarios,
we exploit the vulnerable and mostly overlooked location B to launch many different types
of attacks and some of the attacks are described in the following sections.

23.4 Example Attack Scenarios of Spoofed INVITE Message Body
23.4.1 Case I: Interactive Voice Response (IVR) System

An interactive voice response (IVR) is a phone technology that allows a computer to detect
voice and touch tones using a normal phone call. The IVR system can respond with pre-
recorded or dynamically generated audio to further direct callers on how to proceed [7].
The IP and traditional (i.e., PSTN) telephone networks are full of IVR systems where

Voice
a 3. mail
T ‘r} server
Vonage \(
IP phone \
Lo . INTERNET
Man-in-the-middle;
Via talk -
IP phone - - g =
ﬁ/‘_“‘s?
L5 — i SIP proxy Gateway
Location | Location A: if the messages are captured at the call origination side.
AT&T ) . . )
IP phone A&B Location B: if the messages are captured at the call receiver side.

FIGURE 23.3 Real-world attack scenario.
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FIGURE 23.4 VR systems acting as bots.

an user calling a telehone number is briefly interfaced with an automatic call response
system. The typical usage of IVR includes call centers, bank and credit card’s account
information system, air and rail’s reservation system, hospital’s helpline, University’s
course registration system, etc.

As shown in Figure 23.4, imagine an attacker knowing this vulnerability sends out few
hundred INVITE messages (while keeping the same media connection address in the
message body) to well-known automatic call response systems and establishes fake call
sessions with them. In response, the IVR systems flood the victimized connection address
with UDP-based RTP packets. In order to establish a call, an exchange of few call setup SIP
messages (i.e, INVITE/200 OK/ACK) can result in few hundreds to thousands of RTP pack-
ets. Such an attack scenario uses both reflection and amplification effect to make a DDoS
attack more potent.

23.4.2 Case II: User’s Voicemail System

Sometimes when a callee is busy or he is not available to answer a phone call, the caller is
directed to an answering machine or a voicemail system that plays a greeting message and
stores incoming voice messages. An attacker may send fake call requests with the same
media connection address to hundreds and thousands of individual telephone subscribers
distributed over the Internet. The simultaneous playing of individual greeting messages
can overwhelm the link’s bandwidth connecting to the victim.

23.4.3 Case lllI: User’s Voice Communication—RTP Stream

Even if we assume that the callee is not busy and answers a phone call, the callee’s voice
stream (e.g., Hello, hello ... or some other initial greeting message) can be directed to a target
machine. As in the previous examples, an attacker sends fake call requests with the same
media connection address to hundreds and thousands of individual telephone subscribers
and simultaneous response of subscribers can cause a flooding attack on the victim.
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23.4.4 Case IV: SPIT Prevention—The Turing Test

In many aspects a voice spam is similar to an e-mail spam. The technical know-how and
execution style of e-mail spam can easily be adapted to launch voice spam attacks too. For
example, first, a voice spammer harvests user’s SIP URIs or telephone numbers from the
telephone directories or by using spam bots crawling over the Internet. In the second step,
a compromised host is used as a SIP client that sends out call setup request messages.
Finally, in the third step, the established sessions are played with pre-recorded WAV file.
However, voice spam is much more obnoxious and harmful than e-mail spam. The ringing
of telephone at odd time, answering a spam call, phishing attacks and inability to filter
spam messages from voicemail box without listening to each one, are real nuisance and
waste of time.

The Internet Engineering Task Force (IETF)’s request for comments (RFC) [8] analyzed the
problem of voice spam in SIP environment examining various possible solutions that have
been discussed for solving the e-mail spam problem and considered their applicability to
SIP. One such solution is based on the Turing test that can distinguish computers from
human. In the context of IP telephony, the machine-generated automated calls can be
blocked by applying an audio Turing test. For example, a call setup request from an uniden-
tified caller is sent to an IVR system where a caller may be asked to answer few questions
or to enter some numbers through the keypad. The successful callers are allowed to go
through the SIP proxy server and may also be added to a white list.

The VolIP security products such as NEC’s VoIP SEAL [9] and Sipera Inc.’s IPCS [10] have
implemented audio Turing test as an important component in their anti-spam product to
separate machine-generated automated calls from real individuals. However, an attacker
may use these devices as reflectors and amplifiers to launch stealthy and more potent
DDoS attacks. For example, to determine the legitimacy of a single spoofed INVITE
message, these devices send few hundreds of RTP-based audio packets (assuming =10-
20 sec. of audio test) toward the media connection address of an INVITE message. A vic-
timized connection address can be flooded with audio packets if an attacker sends one or
two spoofed INVITE messages (with same media connection address) to several of such
devices distributed over the Internet.

23.5 Example Attack Scenarios of an Unauthenticated Last Hop
23.5.1 Case I: Reconnaissance Attack

A subscriber’s liveliness (whether the device (i.e,, phone or PC) is still connected to the
Internet or not) can be checked by sending the captured INVITE message and observing
the response messages. The INVITE message acts more than a ping packet as it checks the
availability of the SIP machine at a particular host (corresponding to the address obtained
from the captured INVITE message). However, this approach generates a false ring at the
subscriber’s telephone. Therefore, as a substitute, the INVITE message header fields can
also be used to create a SIP OPTION message pinging the host at application layer.

23.5.2 Case llI: Nuisance Attack

A telephone starts ringing after receiving an INVITE message and keeps on ringing until
either a callee picks it up or a (486 Busy Here) response message is send back to the caller.
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To harass a particular subscriber, the captured INVITE message (belonging to that particu-
lar subscriber) can be replayed again and again ringing his/her telephone at odd times.

23.5.3 Case lll: Flooding Attack

The flooding attacks are the most severe threats to VoIP systems, perhaps due to its
simplicity and the abundance of tool support. A captured INVITE message can be played
in quick session to flood a victim with INVITE requests. This simple attack is potent enough
to bring down the telephone adapter and cause a DoS attack on a particular subscriber.

23.5.4 Case IV: Phishing Attack

In the previous attacks, the integrity of INVITE messages remained intact. However, by
changing the INVITE parameters, it is possible to launch a phishing attack too. For example,
in phishing attack, an attacker modifies the INVITE header fields to represent himself as a
financial institution and tries to steal the subscriber’s personal information. An unwitting
subscriber believing on spoofed caller-ID, easily provides account number and PIN.

23.5.5 Case V: CANCEL/BYE DoS Attacks

The CANCEL method is used to terminate pending searches or call attempts. Specifically, it
asks the UAS to cease the request processing and generate an error response to the request.
In general, a CANCEL is for an outstanding INVITE request that can be generated for
an UA or the proxy servers that have received 1xx response, but still waiting for the final
2xx response. When a caller has received the response message 200 OK, the session is
considered to be established. An established media session is terminated upon receiving
an end-to-end BYE message. A malicious user can send a fabricated CANCEL/BYE message
to cause a DoS attack on a specific telephone subscriber.

23.5.6 Case VI: Media Stream Redirection Attack

An attacker may send a fabricated re-INVITE message (with spoofed media IP address)
to a callee redirecting the RTP flow to another location. As a result, the two-way commu-
nication between the caller and a callee is broken and possibly the attacker may also barge
in and establish a communication channel with the callee.

23.5.7 Case VII: SIP Fuzzing DoS Attack

In fuzzing attack, the SIP protocol machine at the callee side is fed with crafted SIP mes-
sages carrying unexpected and faulty parameter values. The vendor’s implementation of
the SIP protocol machine is targeted for security vulnerabilities such as buffer overflow,
unhandled exceptions etc. causing malfunctioning or crashing of the protocol machine.

23.5.8 Case VIII: Spam Attack

Contrary to popular belief that the launching of spam attack requires specialized tool, we
show that by replaying SIP signaling messages and prerecorded voice messages, spam
voice messages can be send to telephone subscribers. For example, as shown in Figure 23.5,
the replay of INVITE and ACK messages (maintaining the same relative order with respect
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FIGURE 23.5 Spam attack on a subscriber.

to time) establishes a spam call session. Once a call session is established, a RTP stream is
pushed toward the subscriber.

Further, it should be noted that the above attack list is not exhaustive. An attacker may
monitor the signaling traffic flow to gain information such as the nature of traffic and load
besides behavior and identity of subscribers.

23.6 Solution: Don’t Ignore the Call Recipients

The use of IPSec or TLS at the first and last hop of the call resolves the subscriber authenti-
cation problem and hence, the MITM attacks also. However, these solutions are not widely
deployed; instead, to avoid the overhead and complexity of these solutions, the VoIP
service providers prefer UDP for the transportation of SIP messages and the digest authen-
tication mechanism for SIP security. Furthermore, the digest authentication mechanism is
used extensively only at the first hop of the call (i.e., at the caller side) to authenticate the
received INVITE messages at the SIP proxy server. However, the attacks mentioned in this
chapter can still be prevented, if the call recipient UAs also have the same capability of
authenticating received INVITE messages. For example, before an INVITE message rings
the phone, the SIP UA can authenticate the INVITE message by sending a challenge
message back to its own SIP proxy server. The SIP proxy server acknowledges the receipt
of the challenge and constructs an INVITE message with proper credentials. Therefore,
only the authenticated INVITE message with valid credentials are allowed to initialize
the call setup phase at the recipient SIP UA. The exchange of challenge/response messages
at the last hop of the call (i.e., at the call recipient side) prevents many of the MITM attacks
on subscribers.
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Applications, Technologies, Reliability, and Security

The number of worldwide VoIP customers is well over 38 million and thanks to popularity
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